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Introduction  

For novel biomedical applications of magnetic nanoparticles (MNP) like magnetic drug targeting or 
magnetic hyperthermia the quantitative knowledge of the MNP distribution inside a body is essen-
tial. Several MNP specific imaging modalities (e.g. Magnetic Particle Imaging (MPI) and 
magnetorelaxometry (MRX)) are potentially able to accomplish this task. A necessary prerequisite 
for the validation of these imaging modalities in terms of quantitative reproducibility and feasibility 
under pre-clinical conditions is a suitable phantom with well known properties.  

 
Phantom design 

We developed a rabbit sized phantom that was designed according to the experience gained in a 
previous in-vivo MNP imaging study where the therapeutic efficiency of magnetic drug targeting 
was investigated in rabbit tumor models by MRX. The diamagnetic phantom body made of Plexi-
glas® (l = 50 cm, b = 40 cm, h = 8 cm) reflects a typical rabbit. Gypsum cubes (1cm3) homogene-
ously loaded with MNP serve as basic component to model complex MNP distributions. Two sup-
ports inside the phantom (capable to house 320 (8Nx u�8Ny u�5Nz) MNP loaded cubes) offer the pos-
sibility to generate MNP distributions at spatially distinct body regions (tumor region at hind leg 
and liver-lung region) of a rabbit. Additionally, vessels can be used as well to model MNP injection 
during drug targeting therapy. Defined drills located at the top and bottom of the phantom guarantee 
an accurate positioning of marker and/or excitation coils with a fixed position relative to the MNP 
distribution that shall be investigated in the magnetic measurements. The phantom was used to in-
vestigate the quantitative reconstruction of an MNP distribution by spatially resolved MRX. 

Conclusion  

Our results demonstrate that the phantom is a suitable tool for providing complex and reproducible 
MNP distributions with defined conditions in terms of geometry and MNP content for validation of 
MNP imaging techniques preparing the application in pre-clinical environments.     
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Introduction 
When exposing nanomaterials, e.g. superparamagnetic iron oxide nanoparticles (SPIONs), to the peripheral blood a pro-
tein corona is formed immediately. The composition of the formed protein corona might be of major importance for 
cellular uptake of magnetic nanoparticles. Aim of here presented experiments is to analyze the importance of temperature 
on the formation of the protein corona during in vitro serum incubation.  

Methods 
SPIONs were prepared by alkaline precipitation and coated with amino-dextran, dextran, or carboxymethyl-dextran. The 
obtained core/shell nanoparticles were incubated in fetal calf serum (FCS) at 50°C, 37°C, and 15°C by magnetic heating 
(hyperthermia) of the SPIONs within FCS or adding the SPIONs to FCS with the desired temperature. The SPIONs were 
incubated for 15 minutes and then cooled down to room temperature. Before and after incubation physical properties of 
the particles were determined. Incubated nanoparticles were applied to a TBS polyacrylamide gradient gel under dena-
turing conditions and protein bands were visualized by Coomassie blue staining. The effect of incubated particles on cell 
viability was tested for human brain microvascular endothelial cell line (HBMEC) with the  PrestoBlue™  Cell  Viability  
Assay. 

Results 
Results show, that zeta potential is a function of incubation temperature. Thereby it is demonstrated, that incubation 
temperature has an influence on the composition of the corona. Electrophoretic analysis of the components of the protein 
corona shows that the predominant protein is serum albumin with its derivatives. SPIONs which were treated with hyper-
thermia contain more protein than nanoparticles exposed to external heating. Investigated samples have no cytotoxic 
effect for tested cell lines. 

Conclusion 
We found very promising results regarding the influence of temperature as well as the type of heating on corona formation. 
Due to the possibility of heating by magnetic losses (additionally to the external heating) magnetic nanoparticles are very 
interesting model particles for ongoing investigations. 
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Introduction 
The ability to determine the mobility or binding state of particles in the field-of-view of an Magnetic Particle Imaging 
(MPI) experiment is key for the realization of in-vivo/-vitro immune assays or the imaging of marker affinity to differ-
ent cells/tissues and provides an angle towards functional/molecular imaging. We are currently developing a mobility 
MPI (mMPI) setup to experimentally demonstrate the feasibility of such procedure. Magnetic Particle Spectroscopy 
(MPS) provides insights into the particle response dynamics and therefore it allows us to perform preparatory experi-
ments towards mMPI. 

Methods 
In mMPI the dependence of the imaging kernel on viscosity or particle binding state is to be determined. For that the 
delta response of two or more images (over an accessible imaging parameter, i.e. drive field frequency) is evaluated in 
comparison with a dynamic particle model. In preparation, for mMPI reconstruction and in order to proof the validity of 
our models, we analyze the measured particle responses of different viscous samples and compare them with simulated 
ones obtained with our models. 

Results 
Magnetic Particle Spectroscopy (MPS) measurements from our multi-frequency MPS are shown and correlation to sim-
ulated datasets is validated. 
 
 
Financial support by the German Federal Ministry of Economics and Technology under grant no. FKZ 
KF3061201UW2, by the European Commission Framework Programme 7 under the NAMDIATREAM project (NMP-
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Introduction 
Functionalized magnetic nanoparticles (MNPs), e.g. iron oxide nanoparticles with a receptor protein covered polymer 
shell, enable a quantitative detection of biomarkers directly in solution without any wash-out steps. In this work, we re-
port on the realization of such a detection scheme based on the application of rotating magnetic fields. 

Methods 
The applied MNPs are single-core particles with a 30 nm core diameter (SHP-30 from Ocean Nanotech, USA). The ro-
tating magnetic field is generated with a 2-axis Helmholtz coil system and the response of the MNPs to the field is 
measured with fluxgate magnetometers. The output signal of the detection scheme is the change of the phase lag ΔM be-
tween the rotating magnetic field and the MNP magnetic moments caused by biomarkers bound to the receptor proteins 
on the MNP shells. As a test system, the MNPs are functionalized with protein G (IPG-30) which binds specifically to 
the Fc region of antibodies. Furthermore, the 30 nm MNPs are used to explain the detection of medical relevant bi-
omarkers, e.g. the HER2 protein known from breast cancer diagnosis and therapy.  

Results 
The phase lag change of the IPG-30 MNPs in a rotating magnetic field possesses a dependency on the antibody concen-
tration in solution that can be well measured and described with a logistic function (calibration curve). Thus, any meas-
ured phase lag change can be attributed to the present protein concentration in solution for a given MNP concentration 
and associated calibration curve.  

Conclusion 
The measurement of the phase lag change in a rotating magnetic field enables a quantitative detection of proteins with 
functionalized MNPs direct in solution. Thus a fast, easy to perform and reliable monitoring of biomarkers is possible. 
 
 
This work was supported by the European Commission Framework Programme 7 under the NAMDIATREAM project 
(NMP-2010-246479). 
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Introduction 
The distribution of magnetic nanoparticles can be quantitatively determined from multichannel 
magnetorelaxometry measurements by least squares techniques. The sequential activation of inhomogeneous 
excitation fields considerably enhances the imaging quality compared to homogeneous magnetization of the 
particles. Whereas in first studies single coils were consecutively activated, we recently introduced excitation 
patterns based on m-sequences involving several excitation coils per measurement.  

Methods 
Families of m-sequences and random sequences were examined and compared in computer simulations with 
respect to the condition of the underlying inverse problem. Selected sequences were then employed in 
magnetorelaxometry imaging experiments with multi-coil excitation. The measurements were obtained with a 
setup comprising 30 excitation coils and the 304 channel SQUID system at the PTB, Berlin, involving animal-
sized phantoms and gypsum cubes with defined nanoparticle concentrations. Imaging results obtained with 
consecutive activation of single coils and multi-coil excitation patterns based on random sequences and m-
sequences were compared.  

Results 
Simulations yield that the values of the condition number decrease with larger number of measurement samples 
for all approaches. However, m-sequence based sequences considerably reduce the required number of samples. 
Two-dimensional and three-dimensional geometrically defined particle distributions could be quantitatively 
reconstructed from the measurement results obtained with both single-coil and multi-coil excitation patterns. 
However, a reduction in imaging quality can be observed for patterns with more than 3 coils per measurement. 

Conclusion 
The obtained results from simulations and experimental measurements indicate that multi-coil excitation patterns 
allow for a considerable reduction of the number of measurements while preserving the condition of the 
underlying inverse problem and therewith achieving a comparable imaging quality. Therewith, the overall 
measurement time can be considerably reduced. Alternatively, magnetization and measurement times can be 
enlarged for lower detection limits within the same total measurement time. 
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Abstract 
 
To tailor magnetic nanoparticles (MNP) for peculiar biomedical applications qualitative and quantitative information 
about the particles and their magnetic characteristics is required. In biological environments effects like immobilization 
and aggregation may alter the magnetic behavior and biomedical functionality of the particles. In this study we deliber-
ately aggregated MNP to examine their magnetic properties applying temperature dependent 
magnetorelaxometry (TMRX). We found that the underlying interaction process is independent from the macroscopic 
concentration and thus a well known quantification method could be employed in this case as well.   
 
 
 

1 Introduction 
 
Magnetic nanoparticles (MNP) offer a variety of biomedi-
cal applications like imaging [1], drug targeting [2] or hy-
perthermia [3]. These in vivo applications crucially depend 
on information about quantity and functionality of the 
MNP. When injected into the bloodstream, particles tend 
to accumulate in various organs of the organism, such as 
liver, kidney or spleen [4]. Immobilization and aggregation 
of MNP may also occur and might drastically change their 
functionality and biocompatibility [5]. Magnetorelaxomet-
ry (MRX) is a technique where the magnetic response of 
MNP to a step like change of an external field is measured. 
It is a powerful tool for the quantitative measurement of 
the nanoparticle amount in vitro as well as in vivo because 
dia- or paramagnetic tissue gives no MRX signal [6].  
 

2 Methods 
 
A typical MRX sequence consists of two phases. First, a 
static external field is applied to the sample which aligns 
the magnetic moments of the MNP. In the second phase 
the external field is switched off and the magnetic mo-
ments return to an equilibrium state. Sensitive magnetic 
field sensors like SQUIDS or fluxgates measure the decay 
of the net magnetization.  
 

 
 

2.1 MNP samples 
 
For the quantification   experiment   we   used citrate coated 
iron oxide MNP manufactured by Charité Berlin. We pre-
pared two dilution series from the original particle system 
(cFe = 0.1 mol/l) in distilled water for one and sodium chlo-
ride solution (1 mol/l ) for the forced aggregation. 
 The addition of sodium chloride leads to visible aggrega-
tion after 30 min (Image 1). Both series then were immobi-
lized by freeze drying after addition of 30 µl 
mannitol(cmannit = 50 mmol/l) solution over night. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Image 1: visible aggregation after 30 min  
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2.2 MRX measurement device 
 
For TMRX measurements we utilized a conventional 
SQUID magnetometer (MPMS-XL, Quantum Design). At 
fixed temperatures between 10 K and 300 K the samples 
were magnetized with 1 mT. The removal of the 1 mT 
field from the superconducting magnet lasted for about 
1.5 min during which the SQUID could not be turned on 
(dead time). This comparatively long dead time (other 
MRX systems may have a dead time in the microsecond 
range) requires an elongated magnetization and measure-
ment time. At each temperature the samples were magnet-
ized for 460 s and their relaxation signal measured for 
40 min. The TMRX curves were obtained from the decay 
of the magnetic moment within that measurement time in-
terval. From the relaxation amplitude ('m [Am²]) one may 
derive the mass magnetization amplitude ('M[Am²/g Fe]). 
  

3 Results 
 
For both aggregated and unaggregated systems the temper-
ate of the amplitude maximum Tmax is well below room 
temperature. The forced aggregation through the addition 
of NaCl solution leads to a change in the relaxation curve 
shape. The temperature of the amplitude maximum went 
up from 130 K for not aggregated particles to 210 K for 
the aggregated system [Image 2]. This shift results from a 
higher magnetic viscosity which may be attributed to high-
er energy barriers. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The dilution did not change the curve shape or maximum 
temperature [Image 3 and 4] which indicates a constant 
relaxation time.  This is contrary to other studies where 
Tmax scales with the concentration [7]. Also, the decrease 
of the amplitude is directly proportional to the nominal 
iron content within the samples [Image 5]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 5 Nominal total iron amount versus measured 
relaxation amplitude at the maximum temperature for 
aggregated (circle) and not aggregated particles 
(square)  

Image 2 Change in TMRX curve due to aggregation 

Image 4 Change of TMRX signal of aggregated parti-
cles due to dilution 

Image 3 Change of TMRX signal of not aggregated 
particles due to dilution 
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Thus, the iron content of a sample may be determined us-
ing a known reference sample having the same TMRX 
curve shape [8]. Note that quantification by TMRX is reli-
able only if the curve shape of the TMRX spectra remains 
unchanged. 

 4 Conclusion 
 
TMRX reveals detailed information about the magnetic 
behavior of MNP: in the present study aggregation leads 
to an increase of the temperature of the amplitude maxi-
mum. This may be attributed to dipole-dipole-interaction: 
the aggregated particles have a smaller average core to 
core distance which increases the interaction energy, here 
slowing down the particles’ relaxation.  
 
On the other hand, the dilution series reveals that the 
magnetic relaxation signals scale linearly with the macro-
scopic concentration implying that the underlying interac-
tion process is independent on it. Hence the dipole-dipole-
interaction is attributed to the local MNP superstructure, 
i.e. cluster architecture. 
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Introduction 
Besides solving the EEG/MEG forward problem, the accurate simulation of the electric potentials and currents in the 
human head using highly realistic volume conductor models has recently emerged interest in the optimiza-
tion/understanding of brain stimulation techniques such as tDCS or TMS. Here, source simulation and brain stimulation 
are directly linked via the Helmholtz reciprocity principle, so that the obtained insights, e.g. with regard to volume con-
duction effects, can be transferred between these modalities. 

Methods/Results 
We apply finite element methods (FEM) for both EEG/MEG forward simulations as well as for tDCS simulations, since 
they offer the possibility to easily include complex geometries at a reasonable computational complexity and thereby 
allow for the use of highly realistic head models [1]. 
We investigate the effects of volume conduction on EEG/MEG forward solutions, identifying the most important con-
ductive compartments to be modelled as well as the most affected brain areas. Evaluating measurement data of an epi-
lepsy patient, we demonstrate the practical benefit of a simultaneous analysis of EEG and MEG, as well as the im-
portance of highly realistic head modelling [2]. In contrast to EEG/MEG forward simulations, where one is mainly in-
terested in the accurate simulation of signal topography and magnitude, the interest in tDCS simulations focuses on the 
current strength and orientation in a target area [3]. We present ways to optimize the current flow – and thereby the ex-
pected stimulation – both with regard to amplitude and orientation in a focal target area. 
Despite the generally high accuracy of the used FEM approaches, there are some limitations which have to be taken into 
account and might complicate the creation of highly realistic head models. We present a new approach based on Dis-
continuous Galerkin Methods, which – amongst other features – circumvents these problems and might allow for an 
easier construction of volume conductor models [4]. 
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Introduction

The Solution of the EEG-forward problem with Finite Element Methods (FEM) was
recently studied, e.g. Wolters et al 2007, Lew et al 2009 or Schimpf et al. 2002. Such
methods are good when dealing with inhomogenous materials. One drawback is that an
enormous amount of computational power is needed to compute with high-resolution
headmodels.
To reduce this amount significantly we propose to use Adaptive Finite Element Methods
(AFEM). These use the high resolution only where it is needed. The refinement is steered
by reliable error estimators.

Methods

We compared the standard AFEM proposed by Binev, Dahmen and DeVore 2004 or Ste-
venson 2007, which reduces the L2-error on the whole domain, with a goal oriented AFEM
(GoAFEM) proposed by Mommer and Stevenson 2009 on reality oriented geometries.
In the context of the EEG/MEG-forward-problem the goal is to minimize the error at
the sensor positions.
The first step is to take care of the singularities in the right-hand side and the goal
functional. We use the blurred dipole Ansatz proposed by Buchner et al. 1997 to regularize
the right-hand side as well as the goal-functional.
After this regularization a gradient based estimator is used.

Results

Adaptive refining without using the goal functional leads to strong local refinement around
the dipoles position. This has almost no e↵ect for the solution at the sensor positions.
Also just refining around the sensor positions leads to no improvement at all.
The best results are given if the area around the dipole and the sensors as well as the
space between them is accurately resolved.

Conclusion

Adaptive refinement works rather well if all kinds of Adaptivity are taken into account
and balanced. We therefore propose to use the GoAFEM to reduce the high resolution of
head models.
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Introduction 
The influence of skull defects on the MEG and EEG signals recorded above the skull defects was recently determined to 
be substantial using an in vivo animal experiment [1]. Our objectives are to describe errors in source reconstruction 
from MEG and EEG signals due to ignoring skull defects and to recommend modelling steps for skull defects in FE 
head models. 

Methods 
We constructed a complete finite element (FE) simulation of an in-vivo animal experiment with a skull defect above a 
controlled source [1]. The body, ocular humour and lens, compact and cancellous bone, skull defects and grey matter, 
white matter, CSF and intracranial blood vessels were segmented from a T2 MRI (0.4 mm3) and a co-registered CT (0.4 
mm3). A nodeshifted cubic mesh was derived (Vgrid). The 64-channel EEG and the 16-channel MEG were forward 
simulated using the blurred dipole approach (SimBio). Source reconstruction from the MEG and EEG recordings re-
spectively was performed using an unconstrained moving dipole fit (SimBio). 

Results 
Sources under a skull defect reconstructed  from MEG signals with an intact skull model were displaced away from the 
defect. Sources next to the skull defect were reoriented. Sources under a skull defect reconstructed from the EEG sig-
nals with an intact skull model were displaced towards the defect and oriented to point ot the defect. When the sources 
were instead reconstructed with a head model incorporating the skull defects, the displacement was non-linearly re-
duced as the modelled defect conductivity approached the experimental conductivity and the dipole orientation was 
gradually restored. 

Conclusion 
Modelling skull defects substantially reduces their impact on source reconstruction from MEG as well as EEG signals. 
The skull defect boundary and conductivity should be modelled as accurate as possible. Accurate FE method based 
head modelling incorporating skull defects can improve localisation of brain activity. 
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Introduction 
The present study examines the influence of the head model on source connectivity analysis in EEG and MEG. In par-
ticular, we investigated the effects of the inclusion of separate compartments for white/grey matter, hard/spongy bone 
and cerebrospinal fluid (CSF). 

Methods 
As a reference, a detailed finite element head model was created, comprising six layers: skin, hard/spongy bone, CSF, 
and white/grey matter. Four test models were derived from that reference model to consider the effects of particular 
simplifications: ignoring white/grey matter distinction, ignoring hard/spongy bone distinction, not modeling CSF, and 
reduction to a 3-layer model (skin, skull, and brain). The source space was placed inside the grey matter with surface 
normal orientation. For connectivity simulation, we assumed a two-source scenario in which one source is fixed at one 
position and the other source is sequentially located at all other positions. The information flow was set from source 1 to 
2. The dynamics were simulated using a neural mass model. An LCMV beamformer was used for source reconstruc-
tion, while imaginary coherence (IC) and generalized partial directed coherence (GPDC) were used as connectivity 
measures. The connectivity results were compared using the relative error between the results from the original and re-
constructed signals. 

Results 
Our results show that neglecting white/grey matter distinction and CSF mainly affect the reconstructed signals and their 
connectivity analysis. Large inverse and connectivity errors are found in certain regions showing large topography er-
rors in forward solution. The IC is less affected by the cross-talk effect and yields lower and more spatially restricted 
errors than the GPDC. 

Conclusion 
We conclude that the white/grey matter distinction and the CSF compartment should be included in head modeling to 
reduce the inverse error and the cross-talk effect caused by an imperfect head model on source connectivity analysis in 
both EEG and MEG. 
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Introduction 
Physical head phantoms allow for the assessment of EEG source reconstruction procedures and electrical stimulation 
profiles during transcranial current stimulation. Especially, the skull representing the main conductivity barrier influences 
the electric potential distribution in the head. In the present study we aim to select a suitable material to physically model 
the human skull. 

Methods 
The requirements for the physical head phantom are an electrolyte conduction on a physiological conductivity level as 
well as formability and reuseability. Plastic clay provided formability and was permeable for ions in general. Five clay 
types varying in granularity and fractions of fireclay, annealed (pottery) with firing temperatures from 550°C to 950°C, 
were analysed regarding their conductivity when emersed in an electrolyte solution. Four-point impedance measurements 
across pottery samples in sodium-chloride solution (0.9%) were conducted and the conductivity was determined based 
on the known geometry. The pottery samples were cleaned and the impedance measurements repeated to test the reusea-
bilty of the skull material. 

Results 
Within the set of the analysed pottery samples the conductivity varied between 0.0716 S/m and 0.0224 S/m. The diffusion 
of ions in the clay probe resulted in a time-dependend impedance evolution during the first approx. 30 min after exposure 
to the sodium-chloride solution. The agglomeration of sodium-chloride in the pottery samples was successfully washed 
out in a rinsing procedure. The pottery samples provided reproducible conductivity properties. 

Conclusion 
The clay type with the minimal conductivity of 0.0224 S/m represented a suitable skull conductivity. Clay pottery is a 
suitable skull-equivalent material for the construction of a realistic physical head phantom. 
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Introduction�

Accurate�bioelectroͲmagnetic�forward�modeling�also�relies�on�precise�construction�of�individual�volume�conͲ
ductors.�Realistic�volume�conductor�models�are�derived�from�a�segmentation�of�structural�MRI�data�sets.�We�
propose�an�procedure�that�creates�models�by�combining�T1Ͳ�and�T2*Ͳweighted�MRI�data�of�our�subjects�withͲ
out�manual�intervention.�The�procedure�consists�of�several�steps:�denoising,�bias�field�correction,�tissue�classifiͲ
cation�and�compartment�construction.�

Materials�and�Methods�

Denoising�of�the�T1Ͳ�and�T2*Ͳweighted�datasets�is�performed�by�an�adaptive,�nonͲlocal�means�denoising�methͲ
od�with�spatially�varying�noise�levels�(Manjon�and�Coupé,�2010).�Bias�field�correction�and�the�tissue�classificaͲ
tion�are�performed�by�a�fully�multispectral�variant�(Alonso,�2011)�of�the�unified�segmentation�in�SPM12b�(AshͲ
burner�and�Friston,�2005).�The�resulting�individual�tissue�probability�maps�are�compartmentalized�using�disͲ
tance�regularized�level�set�evolutions�(DRLSEs;�Li�et�al.,�2010).�Grey�and�white�matter�segmentation�is�supplied�
by�Freesurfer.�Anatomical�plausibility�is�evaluated�from�tissue�topology�and�volume�ratios.�If�necessary,�tissue�
topology�violations�(e.g.,�neighboring�CSF�and�skin�voxels)�are�resolved�by�relabeling�individual�voxels.�

Results�

Compartment�construction�with�the�simple�MaximumͲLikelihood�(ML)�approach�is�sensitive�to�noise�resulting�in�
tissue�fragmentation.��Fragmentation�leads�to�anatomically�less�plausible�models,�and�may�introduce�leaks�in�
thin�layers.�Compensating�for�tissue�fragmentation�requires�multiple�postͲprocessing�steps�or�even�manual�inͲ
tervention.�Denoising�and�the�DRLSE�approach�together�resulted�in�nonͲfragmented�compartments�for�skin�and�
skull�layers.�Our�procedure�was�developed�using�real�data�of�two�individuals�and�tested�with�data�of�fifteen�inͲ
dividuals.�Final�models�show�no�topology�errors�in�the�skull�compartment.�Compared�to�ML,�our�approach�
yields�no�systematic�change�in�tissue�volume,�but�a�30%�smaller�skull�compartment.��

Conclusion�

We�show�that�a�fully�automated�procedure�produces�anatomically�plausible,�5Ͳcompartment�volume�conductor�
models�for�healthy�adults�based�on�T1Ͳ�and�T2*Ͳweighted�MRI�datasets.��
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Introduction  
Magnetic drug targeting (MDT) describes the selective targeting of therapeutics bound to magnetic nanoparticles (MNP) 
in a tissue or a region in the body, e. g. in a tumor, by magnetic fields. For an efficient tumor therapy with MDT, it is 
important that significant amounts of the drugs bounded to MNP reach the tumor site. In order to predict the 
accumulated amount of MNP, FEM simulations of the behavior of magnetic nanoparticles in blood flow under the 
influence of a magnetic field were performed. The physical and chemical properties of the MNP as well as interactions 
between different kinds of MNP were taken into account.  

Methods  
Simulations of a capillary blood flow with suspended MNP under the influence of magnetic fields were performed with 
the software Comsol Multiphysics using the finite element method (FEM) and backward differentiation formulae (BDF). 
The simulations describe the influence of MNP interactions, such as steric repulsion, van der Waals attraction, dipole-
dipole interactions and interactions with the magnetic fields, on the adsorption rate of the MNP at the capillary wall for 
different kinds of MNP and different magnetic field configurations. 

Results  
The highest predicted adsorption rate within one hour at the capillary wall is of approx. 20 % of the MNP total amount 
flowing through the capillary. This value is predicted for an MNP concentration of 0.1 mg/l, an average blood velocity 
of 0.03 cm/s, and a magnetic field with maximum field strength of 1.35 T and a maximum gradient of 2000 T/m. 
Furthermore, the simulated steric repulsion of the MNP causes the strongest influence on the increase of the MNP 
adsorption rate at the capillary wall. 

Conclusion  
Significant development of MDT prediction models was achieved by implementation of MNP interactions into the 
simulations which helps to improve the effectiveness of current MDT tumor therapy.  

Biomed Tech 2014; 59 (s1) © 2014 by Walter de Gruyter • Berlin • Boston. DOI 10.1515/bmt-2014-4273 S634



Detection limits of SPIO loaded mesh implants for visualization in 
MRI and MPI 
 
M. Ariens (1), F. Wiekhorst (2), T. Schmitz-Rode (3), M. Baumann (3), C. Kuhl (1), C. Liess (4), L. Trahms (2), 
I. Slabu (2, 3) 
 
 
(1) Department of Radiology, University Hospital Aachen, Germany 
(2) Physikalisch-Technische Bundesanstalt, Berlin, Germany 
(3) Applied Medical Engineering, Medical Faculty, Helmholtz Institute, RWTH Aachen University, Germany 
(4) Philips Healthcare, Hamburg, Germany 

Introduction  
The concept of a mesh implant that is visible in MRI and MPI is realized by compounding superparamagnetic iron ox-
ides (SPIO) into the material of the implant. The relation between the amount of SPIO in the implant and the respective 
R2* relaxivity values was investigated by means of MRI relaxometry. Furthermore, a detection limit for MPI contrast 
was estimated by measuring the SPIO concentration in the mesh implant using magnetic particle spectroscopy (MPS). 

Methods  
Both, self-synthesized and commercially available SPIO were integrated at different concentrations into the base mate-
rial PVDF of threads which were used to knit the mesh implants. For each manufactured thread type and SPIO concen-
tration, the R2* relaxivity in dependence of the SPIO concentration was investigated with a 1.5 T MRI device, and, ad-
ditionally, the MPS signal was measured. The induced susceptibility difference of each SPIO loaded thread was deter-
mined from the hyperintense areas in the MR image as a function of SPIO concentration and thread thickness.  

Results  
Significant SPIO concentration dependent changes in the R2* relaxivity measurements were observed with R2* relaxi-
vity values ranging from 30 s-1 to 40 s-1 and induced a susceptibility difference between 2.3 ppm/(mg/g) to 
4 ppm/(mg/g). The lowest investigated SPIO concentration in threads which lead to a significant signal in MRI was 
1 mg/g. The commercial SPIO caused stronger relaxivity changes and susceptibility differences which can be explained 
by their bigger SPIO crystal size and higher magnetization values. The MPS measurements revealed a linear dependen-
cy of the MPS signal amplitude with the SPIO content, and an MPS detection limit of 0.01 mg/g SPIO concentration 
was estimated. 

Conclusion  
The applied methods are a feasible approach to estimate the detection limit of mesh implants in MRI and MPI and to 
support the optimization process in the development of various mesh implant types.  
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Introduction 
The utilization of NMR in the ULF regime could open up the opportunity to detect neuronal activity directly and poten-
tially enhance the spatial resolution limit (~1 cm) of established methods like electroencephalography or magnetoen-
cephalography. Until now in-vitro measurements have been performed. 

Methods 
A head phantom with an integrated current dipole, in order to imitate neuronal activity, and filled with an aqueous solu-
tion serves as a human head. We first focus on the detection of long lasting current dipole moments, which generate an 
additional local magnetic field during the induced precession of the hydrogen nuclear magnetic moments and thereby 
alter the NMR signal shape. The measuring sequence starts with the application of a strong magnetic field (~ 50 mT) in 
order to generate a measurable magnetization within the aqueous solution of the phantom. Thereafter, a fast change to 
an orthogonal oriented detection field (~ 10 µT) induces a free precession decay (FPD). A DC-SQUID current sensor 
connected to a first order gradiometer is used to read out the FPD signal. Since we found that a cancellation effect pre-
vents the detection of typical current dipole moments (up to 50 nAm) of human long lasting activities, a spatial encod-
ing in vertical direction is needed. 

Results 
Removing a part of the phantom volume in order to emulate a spatial encoding in vertical direction and so maintaining 
the signal to noise ratio, allowed the detection of current dipole moments as low as ~ 70 nAm. However, after integrat-
ing a one dimensional phase encoding the resolution limit rose up to ~1 µAm. 

Conclusion 
The reason is attributed to image distortions resulting from the use of Fourier based reconstruction techniques in the 
presence of strong concomitant gradients. Thus, the application of post processing algorithms and an adjustment of the 
measurement sequence should enhance the resolution limit. 
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Introduction 
Optically pumped magnetometers (OPM) for the measurement of weak magnetic fields in the femtotesla range have 
been developed in the last decade. Applications such as magnetocardiography and magnetoencephalography with indi-
vidual or a few channels have been realised. Here the measurement of MEG with an array of 21 microfabricated (P) 
OPMs will be discussed. 

Methods 
Individual POPMs of 1 cm2 footprint were assembled into an array consisting of 21 sensors. The sensors were inserted 
into pre defined openings in a hemispherically shaped holder fitting a subjects head. The sensors were placed mainly on 
the left hemisphere to cover the area around C3. Raw POPM data of the subject were recorded during electrical me-
dianus nerve stimulation at the right wrist. Each POPM incorporates its own modulation coil pair for lock-in detection 
of the magnetic field. A software lock-in technique was used to obtain the MEG data from the raw POPM data.  

Results 
Averaging over 4700 recorded biomagnetic signals after repetitive wrist stimulations yields the typical N20m response 
occurring 20 ms after the stimulus. Mapping the data from the 21 sensors at the time point of the N20m response a dipo-
lar pattern was observed, which is the expected structure of a N20m response.  

Conclusion 
It has been demonstrated that miniaturization of OPM sensors allows to design a sensor array suitable to fit the human 
head and to obtain true multi-channel OPM MEG data. Although POPMs do not match yet the bandwidth and noise 
properties of  SQUID sensors they can already complement SQUID based MEG arrays by allowing a flexible position-
ing.  
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Abstract 
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1 Introduction 
Advantages of Magnetic Particle Imaging (MPI) in general 
are real time imaging capability, high sensitivity, and high 
spatial resolution [1]. To acquire an image with this tech-
nique, tracer material needs to be administered to the 
scanned object. It consists of super-paramagnetic iron ox-
ide nanoparticles (SPIONs) and has a nonlinear magnetisa-
tion characteristic. Due to the excitation of the SPIONs by 
a sinusoidally varying magnetic field (drive field) the par-
ticle magnetisation M(t) changes and a voltage signal u is 
induced in the receive coil [2]. The signal spectrum û is 
obtained by Fast Fourier Transform (FFT). It contains the 
fundamental frequency of the drive field and higher har-
monics, which are caused by the nonlinearity of the SPI-
ONs. For spatial encoding, a field free point (FFP) is gen-
erated. The FFP emerges by the superposition of two mag-
netic fields, generated by two concentric circular coils with 
opposite directions of the direct currents (DC). 

 
Image 1 The excitation and the magnetisation response of 
the SPIONs, which lie in the FFP (after [2]).  
 
The FFP is moved by superimposed drive fields on a given 
trajectory through the field of view (FOV). Only SPIONs 

in or in the direct vicinity of the FFP are excited by field 
variation (Image 1). 
The SPIONs outside the FFP are in saturation and do not 
induce a signal in the receive coil (Image 2). 

Image 2 The excitation and the magnetisation response of 
the SPIONs, which lie outside the FFP (after [2]).  
 
The quality of the signal, in terms of amplitude and noise 
is of particular importance to achieve an acceptable imag-
ing resolution and sensitivity. Thus, analogue filter steps 
are mandatory. 
At the receive chain an analogue band block filter is used 
for damping the signal of the drive field, which directly 
couples into the receive coils. Consecutively, a low noise 
amplifier (LNA) is used to scale the receive-coil signal to 
the input level of the data acquisition system (DAS). 

1.1 Single Sided MPI Scanner 
Most MPI scanners are based on a symmetric coil assem-
bly and have a limitation in patient access [1, 2, 3, 4, 5]. 
The advantage of an asymmetric single sided scanner is 
that all necessary coils are on one side of the patient [6]. 
The main disadvantage of this scanner design, however, is 
its limited penetration depth. Indeed, as the magnetic fields 
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amplitude and gradient decrease with the distance to the 
scanner, so do the sensitivity and the resolution. 
A medical application scenario for the single-sided scanner 
is the sentinel lymph node biopsy [7]. In comparison to 
current lymph node localisation methods, MPI does neither 
use any high energy radiation nor radioactive tracer mate-
rial. For this medical application, the limited penetration 
depth is not seen as a disadvantage, as the lymph nodes lay 
near to the skin. 
The single-sided scanner for one-dimensional imaging 
consists of two concentrically arranged circular coils (Im-
age 3).  

Image 3 Single-sided scanner for one-dimensional imag-
ing. The arrows indicate current directions. 
 
Both coils are carrying DC of opposite directions and gen-
erate the selection field. An alternating current (AC) on the 
inner coil generates the drive field. Image 4 shows the 
magnetic fields generated by the inner coil (cyan), the out-
er coil (blue) and the superposition of the two magnetic 
fields (green). The blue band shows the scanner position 
and it can be seen that two FFPs are generated: one in 
front, and a spurious one on the backside of the scanner. 
For the image acquisition only the front-side FFP is used. 
However, the drive field will move both FFP. 

Image 4 Magnetic fields generated by the inner coil  
(cyan), the outer coil (blue), and the superposition of the 
two magnetic fields (green). The light blue band shows the 
scanner position and the violet arrows indicate the move-
ment, caused by the AC on the inner coil. 

2 Methods 

2.1 System Matrix Measurement 
To measure the system matrix a DC of 56 A is applied on 
the outer coil and 65 A is applied on the inner coil, respec-
tively. An AC current of 42 A is applied on the inner coil. 
The excitation frequency is 25.252 kHz. To avoid over-
heating, the scanner has to be oil cooled. 
To record the system matrix a quadratic 
2 mm x 2 mm x 2 mm sample was filled with 8 µl undilut-
ed Resovist®. The sample has been moved away from the 
scanner surface in 2 mm steps. The construction shown in 
image 5 was used to position the sample. Each turn of the 
nut leads to a 1 mm translation in the x direction. The ac-
quired FOV is 30 mm in x-direction. 

 
Image 5 Experimental set-up to measure the one-
dimensional system matrix. By turning the nut it is possi-
ble to translate the sample in the x direction. 
 
Before the receive signal reaches the data acquisition card 
it is necessary to filter out the main frequency and to am-
plify the signal with a low noise amplifier. The received 
signal is amplified by a factor of 500. 

2.2 Reconstruction 
Before the linear equation (1), for the reconstruction pro-
cess, can be solved it is necessary to calculate the signal-
to-noise ratio (SNR) of the measurement. Therefore, be-
tween each particle measurement one empty measurement 
is acquired and two empty measurements are interpolated. 
These interpolated values are subtracted from the particle 
measurement and the root-mean square value over all 
empty measurements is used to calculate the SNR. 
For the reconstruction process only the frequencies with 
an SNR higher than 10 are used. 
To be able to reconstruct the measurement it is necessary 
to solve the invers problem (1). 
 
                                                                     (1) 
 
Equation (1) shows the connection between the system 
matrix, , in frequency space, the vector of the particle 
concentration, , and the vector of the induced signal fre-
quency components, . Generally, equation (1) poses an 
ill-posed problem, thus the Tikhonov regularization meth-
od is applied to solve it. Furthermore, a weighting matrix, 
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 [8], a regularization parameter, , the identity matrix,  
and the hermitian of the system matrix,  is added. The 
weighting matrix is a diagonal matrix and can be calculat-
ed by the row energy of the system matrix [8]. In order to 
solve the ill-posed problem, the linear equation 
 

 
 
has to be solved. An adaptive iterative Kaczmarz algorithm 
[9] is used to solve the system. However, after each itera-
tion the negative values were set to zero and only the real 
part is used for the reconstruction [10]. 

3 Results 
Image 6 shows the result of the reconstruction of the sys-
tem matrix. The sample is moved away in 2 mm steps 
from the single-sided scanner surface.  
The lambda values represents the used regularization pa-
rameter, the position of the sample probe is given on the 
ordinate. On each image the single-sided scanner is posi-
tioned at the bottom. The maximum distance between the 
single-sided scanner surface and the particle sample is 28 
mm. It can be seen that with increasing distance to the 
scanner the resolution decrease. 
 

4 Conclusion 
With the measurements shown in this work, it has been 
demonstrated that with an oil-cooled single-sided scanner a 
FOV in the direction of the scanner access of 30 mm is 
feasible. The decreasing of the magnetic fields with an in-
creasing distance to the scanner, due to the asymmetric 
scanner design, caused a degrading resolution. Further-
more, it could be observed, that the efficiency of oil-
cooling system is appropriate to achieve stable coil tem-
perature. This is especially important for future measure-
ments, because only with a temperature-drift stable system 
different measurements can be calibrated to achieve a 
quantitative imaging result.   
It has to be kept in mind that the reconstruction presented 
here has been carried out under optimal conditions, as the 
system matrix itself was used for the reconstruction pro-
cess. If real images in phantom measurement will be re-
constructed it will be more difficult to solve the mathemat-
ical problem correctly. However, this first study gives a 
hint for future measurements and the reachable penetration 
depth within the application scenario. 
In future, phantom measurements will be carried out and 
the single-sided scanner will be extended to a two-
dimensional imaging device. 

Image 6 The reconstruction results of the sample, which was used for the system matrix measurement. Lambda gives 
the used regularization parameter, the colour map shows the concentration and the position of the sample in mm is 
spared on the ordinate. The sample point is spread over the whole abscissa. In each picture the scanner is positioned at 
the bottom. 
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Abstract

In this contribution, a simple representation for magnetic fields based on spherical harmonics is presented. Compared
to the acquisition on a Cartesian grid, it reduces the amount of acquired and stored data, and may increase the precision
of the field representation in given scenario. The series expansion of the field generated by a drive coil is presented and
the truncation error is studied. Furthermore, time and space models of the magnetic fields generated by a field-free point
and a field-free line scanner using the spherical harmonic representation are presented. The proposed representation has
the potential to improve the analysis of the MPI technology, by providing a compact and flexible way to represent MPI
scanners and the associated magnetic fields.

1 Introduction

To date, magnetic fields used in magnetic particle imaging
(MPI) scanners have mostly been defined implicitly by the
coils needed to generate them or by an ideal approximation
of their topology [1].
As many aspects linked to the MPI technology need to sim-
ulate, evaluate and validate the exact topology of magnetic
fields, a better way to represent the fields is required. This
may aim to a broader definition of the signal generation in
scanners, analytical ways to design scanners, better accu-
racy of modeled system matrices, faster reconstruction for
field-free line scanners or a technique for the quality control
during the production of scanners.
An appropriate way to represent the magnetic field on a 2D-
or 3D-Cartesian grid is to fit some polynomials in specific
points on the grid in order to approximate the field topol-
ogy. However, this technique includes two major draw-
backs. First, the number of measured points may increase
with the surface, volume or resolution increase, leading to
a huge amount of data, which may be difficult to store and
work with. Second, the approximation of the field topology
with polynomials may include large errors due to an insuf-
ficient sampling and the use of fitting models with limited
order [2].
The representation of divergence-free fields using series ex-
pansion overcomes those two limitations. For most coils
in MPI, as the length to diameter ratio is below ten, the
spherical harmonics series expansion (SHSE) is preferred.
Indeed, the effects of the coil’s end parts may still have a
huge influence on the magnetic field topology in the center
of it, and a spherical representation is better suited for this
situation [2].
However, the SHSE is not exempt from drawbacks, one of
them being the interpretation errors caused by the use of
different normalizations. Nevertheless, this may also be ad-
vantageously used, as the different normalization may facil-
itate the direct evaluation of derived quantities. For exam-
ple, with the Schmidt quasi-normalization, each coefficient
represents the maximum amplitude reached by the corre-
sponding spherical harmonic on a sphere, which helps to

quickly evaluate the field amplitude at different position.
In this contribution, a wide spectrum of the tools needed to
understand and use this representation are presented. The
SHSE is depicted in different ways, so that a correlation be-
tween the SHSE and other ways of representing magnetic
fields can easily be made. To highlight the differences be-
tween the SHSE and the Cartesian representation, the mag-
netic field generated by a drive coil is taken as an example.
Finally, theoretical field-free point (FFP) and field-free line
(FFL) scanners are presented, to demonstrate the compact-
ness and flexibility of this representation.

2 Methods

In this section the basic mathematical principles of the
SHSE and its applications to the magnetic field measure-
ment is presented.

2.1 Basic differential equation

In an investigated area, where no electric current flows, ev-
ery component of a magnetic field B

i

, i = x, y, z satisfies
the Laplace equation

�B

i

= 0 (1)

due to Maxwell’s equations [3]. To solve the Laplace equa-
tion for a given problem, some constraints have to be im-
posed. In the case of solving the problem with the SHSE,
the Dirichlet boundary condition

(
�B

i

= 0 , in {x 2 R3
, kxk < R}

B

i

(x) = g(x) , in S

2
R

(2)

is used. Here the values of the magnetic field components
have to be known on the sphere S2

R

with fixed radius R and
are described by a continuous function g.
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2.2 Solution

Applying spherical coordinates (r, ✓,'), the solution of the
problem (2) is given by the series expansion

B

i

(r, ✓,') =

1X

l=0

lX

m=�l

c

R

lm

⇣
r

R

⌘
l

Y

lm

(✓,'), (3)

with coefficients cR
lm

of the normed real spherical harmon-
ics Y

lm

[4]. The spherical harmonics, shown on Fig. 1, are
defined by

Y

lm

(✓,') =

8
><

>:

p
2K

m

l

cos(m')P

m

l

(cos ✓) ,m > 0

K

0
l

P

0
l

(cos ✓) ,m = 0p
2K

|m|
l

sin(|m|')P |m|
l

(cos ✓) ,m < 0

(4)
with P

m

l

the associated Legendre polynomials and K

m

l

the
normalizing factor defined by

K

m

l

=

s
(2l + 1)

4⇡

(l �m)!

(l +m)!

. (5)

Here l = 0, 1, 2, ... denotes the degree and m the order of
the spherical harmonic, with �l  m  l. The associated
Legendre polynomials can be calculated using the recursion

P

0
0 (x) = 1

P

m

m

(x) = (2m� 1)!!(1� x

2
)

m
2

P

m

m+1(x) = x(2m+ 1)P

m

m

P

m

l

(x) = x

2l � 1

l �m

P

m

l�1(x)�
l +m+ 1

l �m

P

m

l�2(x)

(6)

with 0  m  l and the double factorial (2m � 1)!! =Q
m

i=1(2i� 1).

2.3 Projection formula

The normalization presented in (5) forms an orthonormal
basis of the square-integrable functions of the unit sphere
S

2 with respect to the standard scalar product

hf, gi =
Z

S

2

fg d⌦

=

Z 2⇡

0

Z
⇡

0
f(✓,')g(✓,') sin(✓) d✓ d'.

(7)

Thus, the coefficients cR
lm

from (3) can be calculated by the
projection formula

c

R

lm

=

Z 2⇡

0

Z
⇡

0
g(✓,')Y

lm

(✓,') sin(✓) d✓ d'. (8)

Thereby, it is sufficient to know the magnetic field on a
sphere to determine the coefficients which describe the en-
tire magnetic field of the whole ball.

(a)

(b)

Figure 1: Two ways to represent the spherical harmonics
Y

lm

with l  2 and �l  m  l. ✓ and ' are interpreted as
spherical coordinates of the unit sphere. (a) The amplitude
is represented as color variation. (b) The amplitude on the
xy-plane is represented as color variation.

2.4 Normalization

Several types of normalization are commonly used, based
on the wanted properties of interest. Outside the mathe-
matical normalization presented in (5), the Schmidt quasi-
normalization can also be used. It is defined as

K

m

l

=

s
(l �m)!

(l +m)!

, (9)

which normalize the maximum of the spherical harmonics
to one [5]. Therewith, the coefficients of the SHSE correlate
immediately to the maximum influence of the correspond-
ing spherical harmonics. However, this normalization pro-
vides no orthonormal basis and thus the projection formula
(8) has to be adapted by dividing through the squared norm
of the the quasi-Schmidt normalized spherical harmonic:

kY
lm

k2 =

4⇡

2l + 1

. (10)

2.5 Numerical integration

A simple way to evaluate the magnetic field on a sphere is
to measure its amplitude at some discrete points. In order
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to do this, the integral of the projection formula (8) has to
be replaced by a numerical integration formula

N✓X

i=1

N'X

j=1

!

✓

i

!

'

j

g(✓

i

,'

j

)Y

lm

(✓

i

,'

j

) sin(✓

i

) (11)

with N

✓

discretization positions of ✓, N
'

discretization po-
sitions of ' and their corresponding weights !

✓

i

and !

'

i

.
Due to the independence of ' and ✓ in the spherical har-
monics definition (4), the integral can be split into the '-
part and the ✓-part.
As the '-part contains only cosine or sine functions, the
integration in done with the left rectangle method using
equidistant discretization positions '

j

= (j � 1)

⇡

N'
and

the weights !'

j

=

⇡

N'
.

In contrast to this, after the substitution of s = cos(✓), the
✓-part only contains the associated Legendre polynomials.
Knowing that the Gaussian quadrature, also known as the
Gauss-Legendre quadrature, uses weights and discretiza-
tion positions determined using the Legendre polynomials,
it is therefore optimal for integration of the ✓-part. The N

✓

discretization positions s

i

are the zeros of the N

✓

th Leg-
endre polynomial and the weights !

✓

i

are adapted in such
a way, that with N

✓

discretization positions a polynomial
with degree 2N

✓

� 1 can be exactly integrated [6]. The
discretization of ✓ is therefore given by ✓

i

= cos

�1
(s

i

).

2.6 Maximal order and degree

Assuming that the measured magnetic field can be com-
pletely described by spherical harmonics up to order
(lmax,mmax), with lmax + 1 sampling points in ✓-direction
and 2mmax + 1 sampling points in '-direction, the coeffi-
cients can be exactly computed with the proposed numeri-
cal integration formulas. This is due to the special structure
of the spherical harmonics and the properties of the used
numerical integration formula.

2.7 Implementation

Calculations have been done in Matlab (Matlab 7.11.0
64bit, Mathworks, Natick, USA). The implementa-
tion is available on http://www.imt.uni-luebeck.de and
http://github.com/gBringout/CoilDesign.

3 Results

In this section, practical examples are given to emphasize
the advantages and limitations of the SHSE for the MPI
community.

3.1 Truncation error

It has been seen that a magnetic field containing a finite sum
of spherical harmonics can be represented by its value on a
finite number of points. But, for a given coil, it is hard to
know, which spherical harmonics are included in the gener-
ated magnetic fields. Thus, it is likely that truncation errors

Table 1: Truncation error evaluation for a drive coil.
# of

points (lmax,mmax) �c00

c

GS
00

�c20

c

GS
20

Maximum error
�clm

c

GS
lm

(l,m)

45 (4,4) 0.4% 0.9% 4.6 (4,4)
66 (5,5) 0.1% 0.8% 4.3 (4,4)

6216 (55,55) 2e�8 6e�8 1374 (51,41)

will happen when choosing a maximal order and degree for
the representation.
In order to evaluate these errors, three projections of the
magnetic field generated by a coil were calculated on dif-
ferent sets of points and compared. The coil is shown in
Fig. 2a and the results are shown in Table 1. The "gold
standard" coefficient cGS

lm

were approximated by a series ex-
pansion up to degree and order 120 on 29161 points. The
coefficient c

lm

were evaluated with a series expansion up to
order and degree (4,4), (5,5) and (55,55) and the absolute
error was calculated as �c

lm

= c

lm

� c

GS

lm

.
Considering the two coefficients which have the highest am-
plitude, namely c00 and c20 for the presented coil, a series
expansion up to order and degree 4 is sufficient to keep the
truncation error below 1 %. Even if the maximum error
reach 460 % for the spherical harmonic of order 4 and de-
gree 4, it has to be noted that the associated coefficient are
here of small amplitudes, as shown in Fig. 2b.

3.2 Compactness of the representation

A field of degree lmax = 4 and order mmax = 4 requires
only (4 + 1) ⇤ (2 ⇤ 4 + 1) = 45 data points per field di-
rection to be represented. Furthermore, the storage of only
3*25 points is necessary after the usage of the projection
formula (11). Those coefficient enables the reconstruction
of the field anywhere in a ball of radius R with no other
intrinsic resolution limitation. In comparison, a Cartesian
grid as shown in Figure 2a in a 9 cm radius circle with a
resolution of 2 ⇤ 2 mm2 requires data on 6361 points.

3.3 Flexibility - theoretical MPI scanner

Theoretical scanners can be described by as little as thirteen
factors for the case of 3D FFP scanner and fourteen for a 2D
FFL scanner.
As shown in Table 2, six different SHSE coefficients linked
to four different values are enough to describe the whole
field topology. To provide the time variation of the fields,
three frequencies have to be applied on the corresponding
coefficients, knowing that the excitation is always produced
via in-phased sinusoidal signal. Thus, only 6 + 4 + 3 = 13

factors are needed to fully described a theoretical 3D FFP
scanner using the SHSE.
Similarly, a 2D FFL scanner is described by nine SHSE co-
efficients and three related values as shown in Table 3. As
for FFP scanners, sinusoidal signals are used to create the
signal and spatially encode it. But, when FFP scanners use
simply three sinusoidal functions, FFL scanners use ampli-
tude modulated signals for the drive fields. Those functions
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Spherical harmonics order and degree

c

l
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(b)

Figure 2: Representation of a drive coil with associated
sampling points. (a) Front, side and top view of the model,
respectively. On the front view, B

x

is also represented in the
xy plan. The color bar is similar to the one used in Fig 1.
The contour represents the 10, 20 and 30% homogeneity
limits, starting in the middle. (b) SHSE using the Schmidt
quasi-normalization of the B

x

fields up to the 4

th degree.
The first bar represents the 0th degree, the next three the 1st,
etc. As a logarithmic scale is used, the negative coefficient
are represented with a darker color.

are cos(2⇡ f1 t), sin(2⇡ f1 t), cos(⇡ f1 t) ⇤ sin(2⇡ f2 t) and
sin(⇡ f1 t) ⇤ sin(2⇡ f2 t) for the Quad0, Quad45, Drive X

and Drive Y generators, respectively, where t represents the
time. Thus, only two frequencies are used and 9+3+2 = 14

factors are needed to completely described a theoretical
FFL scanner.

4 Conclusion

The mathematical description, compactness and flexibility
of the SHSE have been presented. Using this representa-
tion, the amount of acquired and stored data for the repre-
sentation of magnetic fields can be greatly reduced in com-
parison to the acquisition on a Cartesian grid.
Most importantly, the community can benefit from a strong
and compact way to represented the time and space varia-
tion of the magnetics fields in an MPI scanners. Coupled
with the description of the signal generation, this opens the
way of a full scanner optimization.

Table 2: Representation of a theoretical 3D FFP scanner.
Coil’s
name

c

lm

Freq.
(Hz)

B

x

B

y

B

z

Selection c11 = �a c1�1 = a c10 = 2a 0
Drive x c00 = b f1

Drive y c00 = c f2

Drive z c00 = d f3

Table 3: Representation of a theoretical 2D FFL scanner.
Coil’s
name

c

lm

Freq.
(Hz)

B

x

B

y

B

z

Selection c11 = �a c1�1 = a c10 = 2a 0
Quad0 c11 = a c1�1 = a f1

Quad45 c1�1 = a c11 = a f1

Drive x c00 = b f1, f2
Drive y c00 = c f1, f2
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Abstract 
Magnetic Particle Imaging (MPI) is a medical imaging method that is based on the non-linear magnetization behaviour 
of superparamagnetic nanoparticles (SPION). Compared to other imaging technologies MPI provides high sensitivity, 
fine resolution and is capable of real time imaging. To acquire a suitable signal, a highly pure excitation field is essential. 
To guarantee the signal purity band pass filters are applied to supress distortions introduced by power aplifiers. The fre-
quency filter performance is strongly affected by the quality factor of the implemented reactive parts. In this paper, the 
design process of a toroidal inductor is presented. 
 
 
 
1 Introduction 
The concept of MPI was first published in 2005 by Gleich 
and Weizenecker [1]. The basic principle of MPI lies in the 
excitation of SPIONs by a sinusoidal magnetic field. Due 
to the shape   of   a   SPION’s   magnetization   curve one ac-
quires not only the excitation frequency, but also higher 
harmonics. This situation is depicted in image 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Image 1 Response of a SPION with the magnetization 
characteristic M(H). Exciting the particle with a sinusoidal 
magnetic field HD(t) causes the magnetization M(t), that 
leads to u(t) with its Fourier transform û(f). [1] 
 
One important requirement for a successful signal ac-
quirement   is   the   particles’   property   of   superparamag-
netism. That means that the particle state does not feature 
any hysteresis effects in terms of coercive fieldstrength or 
remanence in the absence of an external magnetic field. 
Another important value related to the SPIONs is the 
steepness of the magnetization curve, which depends 
among others on the diameter of the nanoparticles. When 
the external magnetic field HD exceeds this value or at 
least transcends the linear range of the magnetization curve 
M(H), the magnetization as a function of time M(t) is no 
pure sinusoid. With the assistance of a receive coil setup 

we obtain an induced signal u(t) which is proportional to 
the time derivative of the magnetization. Considering the 
Fourier transform û(f) the received signal does contain be-
sides the excitation frequency of HD odd multiples of this 
frequency. This implies the existence of SPIONs within 
the field of view (FOV) [2]. 
To gain accurate information about the amount of SPIONs 
within the FOV high harmonics, which are up to 10-6 times 
lower than the direct feedthrough, must be regarded. 
Therefore, it is indispensable to keep the excitation signal 
free from any higher harmonics. Distortions caused by the 
amplification of the signal will enter into the receive chain 
if they are not filtered before generating the excitation 
field. 
After receiving the signal u(t), the basic frequency has to 
be removed from the signal. Otherwise, the particle infor-
mation would get lost due to limitation of the dynamic 
range in the data acquisition. This is achieved by a fre-
quency filter as well. In this case a bandstop filter is em-
ployed. 
 
 

 

 

 

 

 
 
 
Image 2 If a constant magnetic field is superimposed to 
the excitation field, the working point of the magnetization 
is shifted into the saturation region of the SPION, so that it 
will not contribute to the particle signal. [1] 
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1.1 Spatial encoding in MPI 
The selection field features a low field area and a high 
magnetic gradient field that drives all magnetic particles 
outside this low field area into magnetic saturation. This 
effects that only SPIOs inside the low field area contribute 
to the particle signal (see image 2). 
There are different coil configurations and techniques to 
perform certain selection field techniques that feature ei-
ther a field free point (FFP) [3] or a field free line (FFL) 
[4]. 

1.2 Frequency filters 
Electrical frequency filters are capable of letting desired 
frequency ranges pass, while damping others significantly. 
They can be implemented with reactive elements like in-
ductors and capacitors. With these frequency dependent 
impedances can be introduced in the signal chain and build 
a frequency dependent voltage devider. One can use such 
elements to perform frequency selective passing. Addi-
tionally, when we combine capacitive and inductive ele-
ments, we can create resonant circuits, which enables 
stopping or passing certain frequency bands exceedingly 
well. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Image 3 Transfer function of a Chebyshev II bandpass fil-
ter for 25 kHz and high attenuation at 75 kHz  
 
According to the application area as well as the impedance 
matching there are several methods for dimensioning the 
reactive components of a filtering electrical device. 
In MPI, the particle signal is several orders of magnitude 
lower than the excitation signal, so the frequencies in the 
sending path which are above the excitation frequency of 
25 kHz have to be attenuated as well as possible. Other-
wise, the particle information,,get lost in the excitation 
signal harmonics. In the context of this project a Cheby-
shev II bandpass filter of 4th order is used. This type of fre-
quency filter is capable of suppressing a certain frequency 
as illustrated in image 3. Because the magnitude of distror-
tion at 75 kHz (the 3rd harmonic) has the highest amplitude 

the parameters of the components are chosen in such a way 
that the attenuation at this frequency in the excitation sig-
nal is maximal. 
For low attenuation in the pass band as well as high damp-
ing in the stop band, the quality factor of the reactive com-
ponents has a high impact. 

1.2.1 Inductive components 
When the quality factor of the filter components is taken 
into account, the most significant aspect is the ohmic re-
sistance of the filter coils. Another important issue is their 
magnetic field expansion. In contrast to  field coils, the fil-
ter coil field expansion is rather an unwanted side effect, 
because it entails sensitivity to the surrounding. Therefore, 
toroidal inductors are used in the frequency filter. The field 
distribution of toroid coils confines itself almost entirely to 
the inside of the coil. 
To accomplish a preferably high quality factor P.N. Mur-
gatroyd presented a numerical procedure to calculate the 
optimal cross section shape of an air-cored toroidal coil 
according maximum inductance for a given outer radius 
[5]. 

2 Methods 
The manufacturing of the toroidal coil follows in five 
steps. First the desired values for the inductor are deter-
mined following the Chebyshev II parameters. Then the 
optimal shape of the cross section, respectively its contour, 
is calculated by MATLAB following   P.N.   Murgatroyd’s  
algorithm. Next this contour is used to create a 3D CAD 
model. Then the created CAD model of the torus is printed 
by a 3D Printer. In the end, a litz wire is wound around the 
torus shape and the setup is measured. 

2.1 Minimum inductance determination 
In order to determine parameters for the reactive elements, 
the program Filter Free by Nuhertz Technologies [6] was 
used. Because a high cancellation of the first odd harmonic 
at 75 kHz is desired, which can be performed by a Cheby-
shev II bandpass filter, this type of frequency filter will be 
implemented. The effective resistance is an unpreferred 
element, so it has to be minimized. The calculations return 
an inductance of 95.32 µH for the the first filter coil of the 
transmit filter. Calculations reveal, that a higher attenua-
tion at 75 kHz can be achieved with a higher inductance, 
so the above mensioned value is a minimum value for the 
coil to be implemented. 

2.2 Optimum shape calculation 
The function, that calculates the optimal shape for the coil 
by means of the above mensioned algorithm was created 
and extendend in MATLAB. 
The input parameters of this function are amongst others 
the frequency f for the calculation of AC losses, the outer 
radius R2, the ratio between outer and innermost diameter 
αi and the relevant litz wire parameters. 
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After executing the related script the function returns the 
inductance L, the ohmic resistance R, the quality factor Q, 
the wire length per winding l1 and the DC- and AC dissipa-
tion Power WDC and WAC. Additionally, the optimized 
shape is stored in the workspace. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Image 4 A plot of the torus cross section (left) and the 3D 
shape (right) with MATLAB for the given parameters 
 
 
As Murgatroyd algorithm assumes that the coil wire is of 
zero thickness the shape is not optimal for non zero wire 
thickness. This leads to inaccuracies in the calculation and 
optimization of the coil and the inductance itself. Further-
more, there are geometrical issues that tend to complicate 
the winding process. For the coil we choose the parameter 
αi = 4. Therewith, there are four overlapping layers on the 
inside when each winding on the torus outside is directly 
next to each other (see image 5). Taking this into account a 
decisive geometrical parameter in addition to the in [5] 
mentioned ratio between inner and outer radius of toroidal 
shape α the ratio between the innermost that means the ra-
dius of every forth winding and the outer radius of the 
shape. Thus, the MATLAB script has to be modified, else 
the winding is no more feasible. 
Neglecting the effects of eddy-current on the inductance of 
an air-cored coil it can generally be calculated by 
 
 

(1) 
 
 
with N as the number of windings, z(r) as the height (paral-
lel to the rotational axis) and r as the perpendicular dis-
tance to the z-axis. 
Based on this formula one can estimate the coil inductance 
to be higher because of single windings including partially 
larger cross sections than z(r), which merely describes the 
contours of the shape that is belted by the wire. Additional-
ly, due to the fact that the windings are overlapping R1 is 
varying notably. This contributes to a higher inductance. 
 

 
 
 

 

 

 

 

 

 
Image 5 Contour of the torus winding with four overlap-
ping litz wires on the inside. 
 
The calculated torus shape has an outer radius R2 of 14.9 
cm and therefore wih αi = 4 an innermost radius (the toroi-
dal radius of every forth winding) of 37.25 mm. The calcu-
lations imply an inductance L of at least 108.30 µH and    
N = 104 windings. As the cross section perimeter can be 
calculated by 
 

(2) 
 

with s = dz/dr leading to a wire length of at least l = N·∙l1 = 
25.984 m. In fact due to overlapping, the spiral winding 
geometry and non-zero thickness of the wire the actual 
length will be larger. 

1.3 Litz wire parameters and modeling of 
the 3D CAD shape  

There are two major facts one has to take into account 
when choosing an adequate litz wire type. The ohmic re-
sistance is in the first place determined by the effective 
cross section that contributes to the current flow. 
That means that the overall cross section has to be chosen 
sufficiently large as  the DC resistance RDC is inversely 
proportional to the cross section of the conductor. On the 
other hand, it is necessary to use thin strands inside the 
wire to stem the skin effect. The effective skin depth δ is 
following 
 

(3) 
 
with σ =   58∙106 S∙m-1 as the conductivity of copper and     
µ = µ0 at 25 kHz is 417.6 µm. That means that the radii of 
a single strand of the litz wire must not exceed that value 
or get even close to it, else the resistance is expected to be 
significantly higher than in the DC case. 
The litz wire material that is used for this coil has a square 
cross section with an edge length of 7.5 mm and a strand 
diameter of 63 µm, which is distinctly below the effective 
skin depth. It contains 10.000 strands, which results in an 
effective cross section of 0.31 cm2. 
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To facilitate the winding triangular shapes are implement-
ed on the inside of the toroid. Their height corresponds to a 
stack of four litz wires above each other. Furthermore, 
there are seperators on the outside to make sure the wind-
ings are arranged in a defined way. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Image 6 3D CAD model of the toroid in SolidWorks with 
auxiliary triangles on the inside and dividers on the outside  
 
To do a coarse prediction of the DC resistance we need to 
estimate the length of the wire. As above mensioned the 
perimeter of the cross section times the number of winding 
is not sufficient to imply the wire length accurately. Meas-
uring the wire length we obtained approximately 35 m. 
Following 
 

(4) 
 

with A as the conducting cross section an ohmic DC re-
sistance of R = 19.36 mΩ   respectively   a resistance per 
length of R’   =   0.553 mΩ/m can be predicted. Former 
measurements with the same litz wire yielded R’  =   0.69 
mΩ/m.  Therefore  a  resistance  of  R = 24.15 mΩ  would  be  
implied. 
Furthermore at higher frequencies pararisticaly capacitive 
effects evoke resonance. 

3 Results 
The toroidal coil is measured with the LCR meter E4980A 
by Agilent and validated by the network analyzer 4149A by 
HP. The values of interest are the inductance LS and the 
ohmic resistance RS of the coil. Both measuring instru-
ments provide an inductance of 164 µH and a resistance of 
23.9 mΩ at low frequencies (< 10 kHz) and 47 mΩ  at 25 
kHz, which leads to a quality factor of Q = 550. The reso-
nant frequency measured by the network analyzer is 2.17 
MHz. 

4 Discussion 
The coil exhibits a high inductance and a sufficiently large 
quality factor. One things to be optimized is an algorithm 
that regards the wire thickness. 

On the one hand, this would fit the calculated inductance 
more accurate to the actual one and could also be used to 
improve the cross section optimization. 
The resonant frequency is with more than 2 MHz far be-
yond the applied frequency in the sending path and there-
fore sufficiently high. The expected power losses leading 
to heat emergence are low enough to relinquish active 
cooling. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Image 7 Toroidal coil with 104 windings of a 7.5 mm 
thick litz wire resulting in an inductance of 164µH and 
43mΩ  at  25kHz. 
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Magnetorelaxation of superparamagnetic nanoparticles studied by 
atomic magnetometry. 
 
V. Lebedev, V. Dolgovskiy, S. Colombo, B. Michen, A. Fink, A. Weis, University of Fribourg, Fribourg, Switzerland, 
victor.lebedev@unifr.ch 
 

Introduction 
Superparamagnetic nanoparticles (SPIONs) are actively developed and studied as markers and treatment agents in bio-
medical applications. The specific decay of their magnetization depends on the material properties and the host medi-
um. We report on magnetorelaxation (MRX) investigations of immobilized SPIONs using atomic magnetometers.  

Methods 
Maghemite SPIONs were produced in-house by thermal decomposition of iron oleate complexes and dried to yield 
compact samples with various SPION content, and a polydispersity varying over a broad range.  In addition we studied 
Ocean Nanotech SPIONs with narrow size distributions and different mean radii. The relaxation of the magnetized 
samples was detected by a gradiometer of Cs vapour magnetometers with ms time resolution and sub-nT sensitivity. 
Data were analysed within the Néel-Brown formalism, accounting for magnetization field strength and duration as well 
as (TEM-measured) particle size distributions. 

Results 
For all samples we found that the magnetization decay is very well described by model predictions based on size distri-
butions. The anisotropy constant and saturation magnetization were obtained from model fits to the experimental data, 
delivering mutually compatible values for all particles within a 10% uncertainty that agree with literature values. For 
strongly polydisperse samples only a specific narrow-sized subrange effectively contributes to the MRX signals under 
our experimental conditions. We find a proportionality of the MRX signal amplitude to the mass fraction of the particles 
within that subrange.   

Conclusion 
We have shown that different types of SPION samples can be characterized with high accuracy by sensitive atomic 
magnetometers. The demonstrated combination of measurement and analysis techniques can be used to optimize condi-
tions and materials for MRX experiments.  
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Data acquisition system with 200 kHz sampling rate for new designs of 
biomagnetic signal detection 
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Introduction  
Non-invasively measured biomagnetic signals of the human body do not exceed frequencies above 1.5 kHz and data 
acquisition systems with sampling rates of up to 5 kHz are sufficient. Newer designs such as optically pumped magne-
tometers (OPM) requiring software lock-in amplification need sampling rates in the tenth of kHz. Here a multichannel 
data acquisition system (DAQ) with high sampling rates is introduced. 

Methods  
The DAQ  uses digital signal processor (DSP) controlled modules and it is scalable up to 512 channels. Each module 
consists of 16 channels, which are controlled over LAN by the supervisor PC. Additionally, one or several synchroniza-
tion modules are added to the system. In this way, sampling rates up to 200 kHz can be realized at a sync error < 5 ns 
(inter-channel delay plus jitter). For low acquisition rates the DSP on each module decimates the primary data after 
digital lowpass filtering.  

Results  
Using a prior version of the data acquisition system, signals from OPMs were recorded at a sampling rate of 20 kHz. In 
parallel hardware lock-in amplifiers were connected and their output recorded together with the raw OPM signals. 
Then a suitable lock-in calculation was programmed in MatlabTM and the raw sensor signals were processed and com-
pared with the hardware lock-in output.  

Conclusion  
We have demonstrated that a data acquisition system with a sufficiently high sampling rate together with an off-line 
calculation can replace a hardware lock-in amplifier. In future, spatially resolved magnetorelaxometry with fast relaxa-
tion curves will be recorded at high sampling rates. 
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Assessing the applicability of electromagnetic tracking for 
maxillofacial and orthopaedic surgery 
 
Auer C., Kallus S., Nova I., Eisenmann U., Dickhaus H., University of Heidelberg, Heidelberg, Germany 
Christoph.Auer@med.uni-heidelberg.de 

Introduction 
The susceptibility of electromagnetic tracking (EMT) to distortions induced by metallic objects currently restricts 
practical capabilities for high-precision surgery. Previous research on measurement error has provided hardly 
generalizable results. Working towards navigation assistance of orthopaedic and maxillofacial surgery in confined 
operating areas, we developed an enhanced measurement phantom and protocol adapted from Hummel et. al. and analysed 
3D spatial error in real OR setups. 

Methods 
Our rigid polycarbonate measurement phantom resembles an overturnable three shelf rack of equidistant planes. Each 
plane holds a grid of 5x5 machine drilled holes, spaced precisely 110mm apart. A pluggable two-pin sensor-mount 
carrying three orthogonally arranged 6-DOF sensors is used to carry out the position and orientation measurements (40 
per plane, repeated three times). For measurement, an NDI Aurora V2 planar field generator was placed in variable 
positions. By ranking the fiducial registration error (FRE) of local template registrations to matching measurement 
positions, we obtained static 3D vector fields representing absolute position deviations. 

Results 
Local registrations with lowest FREs were stable within our measurement series, but often inconsistent across different 
sensor orientations. In proximity to metal components, the 95% percentile of absolute deviations approached 24.5mm 
globally and 9.1mm in a suitable subvolume, which are distinct from commonly stated relative errors. Appropriate 
modifications to generator placement yielded reasonable results of 4.7mm and 2.0mm respectively. Sensors oriented 
perpendicular to the generator plane performed far worse than those axially parallel. Each measurement cycle involving 
6 planes took about 45 minutes to complete. 

Conclusion 
Our improved phantom design and measurement protocol provides a quick and reliable assessment of 3D measurement 
deviations by capturing many degrees of freedom at once. Local registration has proven useful to find the best working 
subvolume and avoids averaging out of substantial deviations. Given the results, we are positive to achieve clinically 
applicable navigation. 
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A local TX coil for 3T shoulder imaging 
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Abstract 
An antenna design of a local TX coil for shoulder imaging is presented, with the promising perspective of significantly 
reduced RF power requirements compared to standard examinations with the body coil and comparatively low specific 
absorption rate (SAR). The balance between potential benefits and disadvantages, for instance the inherent B1

+ field 
drop of a local surface TX coil, has been examined by simulations with a conducting phantom and a human body model 
as well as by MRI measurements. 
 
 
1 Introduction 
SAR levels or specified maximum B1

+ field strengths are 
common restrictions in 3T MRI imaging leading to either 
increased scan times or suboptimal image quality. This is 
of particular interest when imaging patients with metal 
implants. Improvements can be achieved by local transmit 
coils that are adapted to the specific body area (e.g. 
shoulder) 
Whereas in ultra-high-field systems (≥7T) local transmit 
coils are well established to produce the required RF field, 
in commercially available 3T systems they are not that 
widely spread except for head and knee coils and few ap-
proaches in research. [1] [2] 

2 Methods  
The transmit coil was designed to be inserted in a com-
mercially available RX shoulder case providing a conven-
ient fit on the shoulder and thereby maintaining the pa-
tient comfort.  
By various simulation runs a specific number of antenna 
elements and decoupling methods were evaluated with 
particular attention to maximum available B1

+ field 
strength, B1

+ homogeneity and SAR values in a prede-
fined area around the shoulder joint. All simulations were 
done with Microwave Studio (CST, Darmstadt, Germa-
ny). 
For high B1

+ efficiency and homogeneity, the TX shoul-
der coil was designed as a three-element structure with 
quadrature excitation. Two simultaneously fed elements 
enclose the shoulder joint from the back and front of the 
human torso. The third element is arranged orthogonally 
to the two feeding elements on the side of the shoulder.  
The antenna elements were matched to 50Ω at 123.2MHz 
and decoupled by shared conductors which turned out to 
be advantageous compared to e.g. decoupling capacitors 
for different load distances. The simulation model of the 
shoulder coil and a conducting phantom can be seen in 
Figure 1, including the FR4 substrate, copper strips with a 
width of 1cm and 15 lumped port elements in total.  

The dimensions of the complete coil structure at its larg-
est were 13cm x 18cm x 21cm, enabling a complete cov-
erage of the shoulder joint.  
A co-simulation procedure, similar to [3], was chosen. 
The ports in the 3D-design of the coil (cf. Figure 1) were 
replaced by capacitor elements in a circuit simulator (De-
sign Studio, CST) and a matching and feeding network 
was added. As a result, simulation and matching time of 
the whole structure could be reduced significantly.  
In a second step, a  human  body  model  (“Duke” [4]) was 
included (cf. Figure 2). Accordingly, a more realistic 
evaluation of the SAR behavior, averaged over 10g hu-
man tissue, and the B1

+ field strength, respectively field 
distribution of the transmit antenna, could be performed.  
An adequate distance between the antenna structure and 
the shoulder of the human body model was evaluated in 
various simulation runs by supervising and comparing the 
SAR behavior and was finally set to 2cm on average.  
The simulated antenna array was built up with identical 
dimensions using copper strips on FR4 substrates and 
placed on the inner shell of the shoulder coil case (cf. 
Figure 3).  

 

 
 

Figure 1: Simulation setup of the shoulder coil on an 
FR4 substrate and a conducting phantom, simulated with 
Microwave Studio (CST)  
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The two elements arranged parallel on the side of the coil 
structure  were  connected  via  λ/4  coaxial  lines  arranged  as  
cable traps. Thereby an impedance transformation and 
combination to a single transmit channel as well as poten-
tial mode suppression could be realized.  

Since the transmission behavior and SAR figures of the 
coil were the main focus of this work, the same coil was 
also used for receiving and no optimized RX coil, e.g. 
with higher channel count, was included additionally. In 
this context, the TX coil hardware was extended by a 
transmit/receive switch including a preamplifier. A feed-
ing network was added in order to connect the shoulder 
coil to the local transmit channel of the Siemens 
MAGNETOM Skyra 3T MRI system.  

Measurements of the H field components with a pick up 
loop and a vector network analyzer showed a balanced 
amplitude of both field components (Hx & Hy) in the cen-

ter of the shoulder coil and thus no further compensation 
measures like a weighting of the transmit channels were 
required. To generate the phase difference of the feeding 
channels, a quadrature hybrid coupler for high power re-
quirements was designed. Due to the comparatively long 
wavelength   (λ0=2.4m), it was realized with discrete ele-
ments for reduced space requirements in comparison to an 
implementation with transmission lines [5]. 

3 Results  
Simulations with a conducting phantom and a human 
body model resulted in an average B1

+ field of 0.7µT in a 
predefined area around the joint and local SAR values, 
per 10g tissue, of 0.8W/kg for 1W input power (cf. Figure 
4).  

In comparison, simulation with the traditional body coil 
showed enhanced power demands by a factor of 8-15 and 
increased SAR values depending on the placement of the 
patient.  
Figure 5 shows the measured scattering parameters of the 
antenna array placed on a phantom with similar conduc-
tivity to the simulation setup. s11 and s22 were below 
-20dB for different load distances, a corresponding behav-
ior that could also be seen in the simulations. The decou-
pling of both channels resulted in -13dB and hence was 

 

 
 
Figure 2: Simulation setup of the shoulder coil on an 
FR4 substrate and a human body model 
 

 

 
 

Figure 3: Hardware setup of the simulated TX shoulder 
coil including feeding network and RX/TX switch. For 
simplicity reasons and improved handling during meas-
urements, the housing cover was omitted. 
 

 

 
a) 

 
b) 
 

Figure 4: Simulation results with a human body model.  
a) B1

+ field distribution for an input power of 1W 
b) SAR distribution averaged over 10g human tissue 
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increased compared to the simulation (s21< -20dB). This 
could be the effect of slight differences in the phantom 
placement inside the shoulder coil. 

For preliminary measurements, the shoulder coil hard-
ware was tested to be power proof up to 5kW and was 
integrated in a Siemens MAGNETOM Skyra MRI. The 
imaging object was chosen to be a pork shoulder (2.5kg) 
including fat and muscle tissue. The first measurement of 
a spin-echo sequence can be seen in Figure 6.  

The corresponding reference amplitude for an average 
B1

+-Field of 11.75µT in the examined object was 82V 
(eq. 134.5W).  
Furthermore, discrete fiber-optic thermo sensors were 
placed inside the pork shoulder showing no considerable 
increase in temperature after 30min of heating. 

4 Conclusion 
The preliminary results show great potential for shoulder 
imaging with local TX coils. The shoulder coil could be 
used as an addition to standard examinations with the 

body coil where high B1
+ fields occur to be the limiting 

part of the imaging process. Further improvement could 
be achieved with the use of extended pulse design meth-
ods and will be evaluated in further research steps.  
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Figure 5: Scattering parameter of the antenna elements, 
measured with a vector network analyzer 
 

 

 
 
Figure 6: Spin-Echo of a pork shoulder, measured with 
the local transmit coil (sagital and coronal slice) 
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T vector cardiography for detection of patients after myocardial in-
farction 
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Abstract 
Electrocardiography (ECG) is widely used to detect myocardial injury. ECGs after subendocardial, non ST-elevation 
myocardial infarction may lack from striking infarct pattern. T vector cardiography (VCG) involves three-dimensional 
characterization of the ventricular repolarization and identifies abnormalities as empirically done by eye in conventional 
ECG - but on an advanced level of analysis. We compared discriminatory performance of VCG to conventional ECG 
analysis in identifying post myocardial infarction patients. T vector and T loop parameters were compared to infarct in-
dicators of the ECG in 114 subjects: 59 patients (42 males, mean age 54 years) 15 days after myocardial infarction (11.9 
± 6.9d) and 55 healthy controls (27 males, mean age 49 years). ECG infarct indicators in 75.2 % correctly separated pa-
tients from controls. T vector and loop parameters were superior to conventional ECG: patients from controls were cor-
rectly separated in 83.2 %. Discrimination analyses revealed a sensitivity of 71.7% and a specificity of 88.7% for vector 
ECG, the conventional analysis had a sensitivity of 66.7% and specificity of 77.4%, respectively. T Vector ECG im-
proves detection of myocardial injury and is applicable for analysis of cardiac repolarization. 
 
 
1 Introduction 
The 12-lead electrocardiogram (ECG) is a standard proce-
dure for the assessment of the status after myocardial in-
farction (MI). There are typical ECG indicators, which are 
presented up to live long after MI such as Q-wave, T-wave 
polarity, R-reduction and ST-segment deviation – as a sign 
of chronic myocardial injury. These indicators can be 
missed especially in tiny non ST-elevation MI [1]. T vec-
tor cardiography (VCG) involves three-dimensional char-
acterization of the ventricular repolarization and identifies 
abnormalities as empirically done by eye in conventional 
ECG - but on an advanced level of analysis.  
 
According to the literature 15 to 20% of patient had silent 
myocardial infarction especially in diabetes mellitus. 
These patients are still at risk for reinfarction and sudden 
cardiac death and should be identified, monitored and 
treated with secondary prevention medication [2]. There-
fore it is necessary to evaluate if VCG- which is as easy as 
standard ECG done – is a more sensitive non-invasive tool 
for the diagnostic of tiny myocardial injury. 
   
A correlation between QT-duration in the ECG and the 3-
dimensional T vector loop morphology among post MI pa-
tients and healthy control subjects was described before. 
Abnormalities in T vector magnitude and orientation were 
found to be markers of altered ventricular repolarization in 
post MI patients [3,4]. 
  
In our study we want to prove identification of patients af-
ter MI by T vector and loop characteristics compared to 
ECG, especially those without diagnostic conventional 
ECG. 

2 Methods 
2.1. Patients 
114 subjects, 59 patients (42 males, mean age 54 years) 
mean 12 days (11.9 ± 6.9d) after myocardial infarction 
(MI, angiographic proven and with positive infarct serol-
ogy) and 55 healthy controls (27 males, mean age 
49years) without history of CAD and echocardiographic 
proven normal left ventricular function were investigated. 
Patients with atrial fibrillation or pacemakers were ex-
cluded.  
 
2.2. ECG 
Standard 12 lead ECG was performed in all subjects and 
the following nine infarct indicators were selected by eye: 
Q wave > ¼  R-wave in Einthovens- or Wilsons leads, ST 
deviation in Einhovens- or Wilsons leads (in mV), T wave 
polarity change in Einhovens- or Wilsons leads 
(0=normal, 1=preterminal negative, 2=terminal negative 
3=terminal negative negative in all leads), R reduction in 
Wilsons leads (0=normal, 1=R-reduction, 2=R-lost, 3=R-
lost in all leads), QRS duration (ms), left bundle branch 
block (0=normal, 1=left bundle branch block) 
 
2.3. VCG 
Continuous VCG recording was performed over 10 min at 
rest in the supine position. VCG signals were continuous-
ly collected from 8 electrodes [5] positioned according to 
the Frank orthogonal lead system (X, Y, and Z). Signals 
were recorded at 500 Hz on a standard cardiograph and 
stored as a digital file. The method has been described in 
detail elsewhere [5]. At the start of the recording the dom-
inant QRS pattern is automatically determined from the 
first 10 complexes, which then is used as the template to 
exclude subsequent artifacts or ectopic ventricular com-
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plexes. Signals are averaged every 10 seconds, every av-
eraged complex is compared with the template, and the 
changes are presented as trend curves over time. Heart 
rate, QRS, and QT intervals were measured automatically 
in each averaged complex. For each 10-second period an 
averaged 3-D T vector loop and the direction of the max-
imum QRS and T vectors were determined. The T vector 
and loop morphology was analyzed off-line using a 
MATLAB routine. The following six T vector parameters 
and T loop parameters were measured by vectorcardiog-
raphy as defined elsewere in detail [6]: T vector elevation, 
T vector azimuth, QRS-T angle, Tarea, Teigenv, Tavplan. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Figure 1 An example for QRS-T angle of a control (A) 
and a post infarction patient (B) according to [6]. 
 
2.4. Statistics 
Descriptive statistics, Mann-Whitney U-test for univariate 
analyses and for evaluation of the discriminatory power of 
the ECG and MCG parameters to separate the patients 
with MI and controls stepwise binary logistic regression 
analyses and discrimination analyses (SPSS 18.0) was 
used. 

3 Results 
Five of the nine ECG infarct parameters (table 1) and five 
of the six T vector and loop parameters were significantly 
different in MI patients and controls (table 2). Using step-

wise binary logistic regression ECG analysis 75.2% of the 
patients could be classified correctly - combining the best 
two ECG classifiers (T polarity in Einthovens- and ST de-
viation in Wilsons leads) and was not improving by further 
combination.  
Stepwise binary logistic regression analyses of the VCA 
parameters could separate the groups in 83.2% combining 
the best two classifiers (Tarea, T vector azimuth). 
VCA parameters could separate the two groups with a sen-
sitivity of 71.7% and a specificity of 88.7%, whereas the 
infarct signs of the ECG had a sensitivity of 66.7% and a 
specificity of 77.4%.. 
 
Table 1 Descriptive statistics and univariate significances 
(Mann-Whitney U test, significance p<0.05, high signifi-
cance p<0.01) of ECG infarct parameters and patients 
with myocardial infarction and controls (MI and CON); 
mv – mean value; sd – standard deviation.  

 
 
Table 2 Descriptive statistics and univariate significances 
(Mann-Whitney U test, significance p<0.05, high signifi-
cance p<0.01) of T vector and loop characteristics in pa-
tients with myocardial infarction ad controls (MI and 
CON); mv – mean value; sd – standard deviation. 

 

4 Conclusion 

T vector and loop characteristics improves the discrimina-
tory power of conventional ECG infarct parameters to 
separate patients after MI and controls. Vectorcardiog-
raphy is able to analyse homogeneity of cardiac de- and 
repolarisation. VCA involves full 3D spatiotemporal in-
formation to identify de- and repolarization abnormalities 
as empirically done by eye in conventional ECG analysis 
- but on an advanced level of analysis. 
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Abstract 
Magnetic Particle Imaging (MPI) is a novel imaging method with high potential in a variety of interesting medical ap-
plications. However, a bottleneck in MPI is the availability of optimal tracer material, the so-called SPIONs (superpar-
amagnetic iron oxide nanoparticles). In this contribution, we focus on techniques to prepare surgical instruments for 
visualization in MPI. In a first study, commercially available metallic anti-rust paints are used to coat PE films. In a se-
cond study, self-synthesized SPIONs have been suspended into acrylic paints and dried onto PE films. The films of both 
studies were analyzed with MPS (magnetic particle spectroscopy), where materials are subjected to a dynamic magnetic 
field. In conclusion, the coatings based on self-synthesized SPIONs show a superior magnetic behavior compared to 
commercial anti-rust coatings. 
 
 
1 Introduction 
Magnetic Particle Imaging (MPI) is a new imaging mo-
dality invented in 2001 [1] and first published in 2005 [2]. 
MPI fulfils the most important criteria of a successful im-
aging technique, i. e. a high spatial resolution, a high sensi-
tivity, and a real-time capability. Additionally, it comes 
without a radiological dose and promises quantitative 
measurements. In combination, MPI is setting the bench-
mark for the future. 

MPI images the spatial distribution of particles with a 
magnetic core, or, more precise, superparamagnetic iron 
oxide nanoparticles (SPIONs). The technical concept of 
MPI is based on physical characteristics of the SPIONs, 
i. e. a non-linear magnetization behavior and a pronounced 
saturation regime. The non-linearity is the signal generat-
ing feature. If the SPIONs are subjected to a sinusoidal 
magnetic field, they will react with a non-linear distortion 
of the sinusoidal excitation [2-4]. This will be explained in 
detail in Section 2. 

As indicated above, the tracer material, i. e. the SPIONs, 
plays a key role in MPI. Recently, the effectiveness of 
SPION-enhanced MRI has been shown in several clinical 
trials for human lymphography and the characterization of 
hepatosplenic tumors [5,6]. Additionally, studies have 
been carried out with SPIONs for the detection of macro-
phages. This has been done in animal models in the con-
text of different diseases of the central nervous system in-
cluding inflammation, tumors, or ischemia, in bone mar-
row alterations and arteriosclerotic plaques [7-9]. For MPI, 
clinical application scenarios have been suggested as well. 
For instance, in sentinel lymph node biopsy (SLNB), the 
SPIONs could be a surrogate for the radioactive tracer 
used today [10,11]. However, it has also been shown, that 
the commercially available tracer material is not optimal 
for the requirements of MPI [12,13]. 

In this paper, the development of superparamagnetic iron 
oxide nanoparticles (SPIONs) dispersed in polymers is de-

scribed. This opens a wide field of potential applications. 
For instance, it is common practice to use coatings for ma-
terial protection against corrosion or against aging.  

However, with our approach of superparamagnetic coat-
ings we pursue a different aim. Our coatings are used for 
varnishing medical instruments to be used in MPI. In par-
ticular, the coating of catheters is an application of interest. 
Usually catheters are inserted into vessels, for instance, 
into the saphenous vein of the patient.  

Today, this procedure is carried out in the catheter lab un-
der radiological control, i.e. X-ray guidance. To avoid X-
ray dose, superparamagnetic coatings of endoscopes or 
catheters are an appropriate alternative and would allow 
for MPI-guided minimally invasive surgical interventions. 

2 Methods and Materials 

2.1 Methods 
2.1.1 Spectrometer Measurements 

In this contribution, experiments with metallic anti-rust 
protection coatings and new developed coatings with self-
synthesized SPIONs will be presented. The analysis of the 
novel coatings has been carried out with a proprietary 
magnetic particle spectrometer (MPS, Image 1).  

The MPS used here, consists of a coil set-up that produces 
a static and sinusoidally varying magnetic field (Image 2).  

 
Table 1 Parameter settings for MPS measurements 

 
Spectroscopic measurement conditions 
Field strength 20 mT 
Periods 10 
Repetitions 12500 
Frequency 25 kHz 

 
The nanoparticles under investigation are subjected to 
these fields and their re-magnetization dynamics charac-
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terizes the particle quality with respect to magnetic parti-
cle imaging (MPI). The parameters of the MPS are given 
in Table 1. 
 

 
Image 1 Magnetic particle spectrometer MPS (Fork Labs 
project @ University of Lübeck ). 
 
 
As shown in Image 2, MPS is based on the non-linear 
magnetization characteristic of the SPIONs. When the 
magnetic nanoparticles are subjected to a time varying 
magnetic field HD(t)=H0 sin(2π f0 t), a re-magnetization 
dynamic M(H(t)) is observed. Due to the non-linearity of 
the magnetization characteristic, i. e. the curve M(H), the 
frequency spectrum of the magnetization response does 
not only consists of the base frequency f0 of the excita-
tion, but also of the odd integer multiples of f0, called 
higher harmonics.  

 
Image 2 Re-magnetization dynamics of superparamagnetic 
nanoparticles subjected to a sinusoidally varying magnetic 
field (adapted from [5]). 
 

The behavior shown in Image 2 can be modelled by the 
Langevin theory of paramagnetism. Here, the magnetiza-
tion curve M(H) of the particles is described by 
M(t) = ms c (coth([)-[-1) with [ = msµoH(t)/(kBT), where μo 

denotes the permeability of vacuum, kB the Boltzmann 
constant, T the temperature in Kelvin, c the particle con-
centration, and ms=1/6πDc

3Ms the magnetic moment of 
the particles at saturation.  

It is important to note, that the particles can be character-
ized by their magnetic core diameter Dc and the saturation 
magnetization Ms (e. g. 0.6 T/μ0 for magnetite). For the 
spectrometer design it is assumed that the concentration c 
of the nanoparticles is homogeneous within the sample. 

Furthermore, the magnetic field H(t) is also homogeneous 
in the sample chamber and has only one spatial compo-
nent. This can be achieved by using a solenoid coil to 
generate the magnetic field, where the sample chamber 
lays inside the coil. The sample chamber of the spectrom-
eter is chosen as a cylinder with a diameter of 5 mm and a 
length of 5 mm to fit a cylindrical tube with samples of a 
volume up to 100 μl.  

The variance of the magnetic field H(t) within the sample 
chamber is set to be smaller than 0.2 %. This can be 
achieved by a solenoid transmit coil with a diameter of 
40 mm, a length of 60 mm, and 40 windings. The receive 
coil is placed close to the sample chamber. It has a diame-
ter of 20 mm, a length of 10 mm, and 20 windings. Both 
coils are mounted concentrically to the sample chamber 
[14].  

2.2 Materials 
2.2.1 Commercial coatings 

The three following commercially available anti-rust coat-
ings have been used: (a) Metall-Schutzlack matt Schwarz 
(Hammerite) as coating varnish, (b) Auto Color Acryl 
Spray (Dupli-Color), and (c) Rust protection 2000 Plus 
(Weicon); (b,c) as sprays. 

In a first experiment, the metallic anti-rust coatings were 
transferred onto PET layers and dried. 
 

 
Image 3 Three different commercial anti-rust coatings 
dried on PE films. (a) Metall-Schutzlack matt Schwarz 
(Hammerite), (b) Auto Color Acryl Spray (Dupli-Color), 
and (c) Rust protection 2000 Plus (Weicon) 

 
 
These coated layers are cut in appropriate pieces to fit the 
measurement chamber of the MPS (see Section 2.1.1). 
 

 
 
Image 4 Coating, dried on PE films and placed in an Ep-
pendorf cup in preparation for MPS measurements. 
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2.2.2 Self-synthesized coatings 

In a second series of experiments, self-synthesized water-
solved superparamagnetic iron oxide nanoparticles com-
bined with different synthetic acrylic paint (PROFIDUR 
Klarlack and Duracryl Klarlack, both SCHÖNER 
WOHNEN) have been used.  

 

 
 

Image 5 Self-synthesized coating dried on PE layer 
 
PROFIDUR is a water-dilutable acrylic resin, which also 
contains silicates, isoparaffin and additives (Ch 
235939X). Duracryl is a acrylate dispersion free of aro-
matic compounds. Solvents are water and glycols. Fur-
thermore, Duracryl contains, as Profidur, additives and, 
supplementary, preserving agents such as methyl- and 
benzisothiazolion (Ch 231755). 

The great advantage of the self-synthesized particles are 
their good suitability for MPI in comparison to tracers 
available on the market [12]. 

To obtain a homogenous particle dispersion, the nanoparti-
cles have to be transferred to the polymer in a fast process 
and the dispersion has to be homogenized by vigorous stir-
ring. Consecutively, the homogenized mixture of nanopar-
ticle-enriched varnish must be dried instantaneously while 
applied to the surface materials.  

 

  
 
Image 6 Self-synthesized coating dried on PE tubes  
 
In this work, PE layers (Image 5) and other tubing materi-
als (Image 6) have been used. Again, MPS measurements 
have been carried out to analyze the coatings. Finally, the 
results of the measurements of the commercial coatings 
were compared with the novel coating approaches. 

3 Results 
To make sure that the pure synthetic acrylic paint (i. e. the 
particle-free matrix) gave no spurious MPI signals, it was 
measured with the MPS under the same conditions as all 
other samples. Image 7 shows the comparison of the pure 
acrylic paint and the acrylic paint mixed with particles. 

The commercial metallic anti-rust protection coatings 
show a weak magnetic response in the MPS measure-
ments. In contrast, the response of the novel acrylic-based 
nanoparticle coatings showed an appropriate MPS signal 
(Image 8a) that promises applicability for MPI.  

 
 
Image 7 Spectrum of the magnetic response of self-
synthesized coatings and acrylic paint without particles  
(z self-synthesized coating, z ProfiDur without particles) 
 

(a) 

 
(b) 

 
 
Image 8 Spectrum of the magnetic response of anti-rust 
and self-synthesized coatings. (a) Not normalized and (b) 
normalized to the third harmonic. (z Metall-Schutzlack 
matt Schwarz (Hammerite), z Auto Color Acryl Spray 
(Dupli-Color), and z Rust protection 2000 Plus (Weicon), 
z self-synthesized coating) 
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Additionally, the MPS results of different materials (Image 
8b) have been normalized to the third harmonic. In com-
parison, the signal of the acryl-based coating (black curve) 
is superior to the commercial material by on order in mag-
nitude for at least an interval of 30 hamonics. 

4 Conclusion 
It can be demonstrated that commercial metallic anti-rust 
protection coatings (Metall-Schutzlack, Hammerite; Auto 
Color Acryl Spray, Dupli-Color; Rust protection 2000 
Plus, Weicon) show a poor magnetic response in MPS 
measurements. From a technical point of view, these mate-
rials seem to be inappropriate for coating of surgical in-
struments in MPI-guided interventions.  

On the other hand, novel acrylic-based nanoparticle coat-
ings result in an acceptable magnetization signal in MPS 
measurements. From a medical point of view, however, 
special attention has to be paid to biocompatibility when 
selecting a nanoparticle matrix for magnetic coatings to be 
transferred onto surfaces of surgical instruments. In partic-
ular, the commercial anti-rust protection coatings cannot 
be used as coating in medical applications due to their bio-
incompatibility.  

Nevertheless, these materials, applied as structured SPION 
coatings, may find applications as security labels or fraud-
resistant badges in security-sensitive areas. To improve 
biocompatibility, superparamagnetic nanoparticles may be 
combined with synthetic polymers, such as poly(tetra-
fluoroethylene) or polyethylene, for instrument coatings. 
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Abstract 
Superparamagnetic iron oxide nanoparticles (SPIONs) are used in a variety of medical applications, for example as con-
trast agents in hyperthermia and magnetic resonance imaging (MRI). Another novel application is the use of SPIONs as 
tracer in magnetic particle imaging (MPI). Especially for medical applications, the hydrodynamic diameter of the tracers 
is a crucial factor. The Cotton-Mouton spectrometer (CMS) is a method of measuring the hydrodynamic particle diame-
ter dh using the Cotton-Mouton effect (CME). The CME induces a birefringence in ferrofluids by a magnetic field. The 
particle diameter is estimated by measuring the time constant of the Brownian relaxation. In this paper, the influence of 
generation and cancellation of the magnetic nanoparticle saturation using current switching by a metal-oxide-
semiconductor field-effect transistor (MOSFET) is studied.  
 

1 Introduction 
Medical imaging techniques have been revolutionized in 
the last decades. In combination with contrast agents, 
which enhance image contrast significantly, new diagnos-
tic insights have been gained. This includes state of the art 
techniques as ultrasound [1], computed tomography [2], 
and magnetic resonance imaging (MRI) [3]. 
 
In 2005, Gleich and Weizenecker introduced magnetic 
particle imaging (MPI), which promises a higher sensi-
tivity than MRI [4]. With MPI the spatial distribution of 
superparamagnetic iron oxide nanoparticles (SPIONs) in a 
volume is determined. Another important medical appli-
cation of SPIONs is, for instance, magnetic hyperthermia 
treatment for cancer. 
 
For both applications the knowledge of the exact particle 
parameters is a crucial point, since the size of particles 
influences the energy absorption in hyperthermia [5] and 
the image quality in MPI [6,7]. 
 
Another crucial parameter in medical applications is the 
hydrodynamic diameter dh of the SPIONs, because it 
highly influences the uptake in the different organs and 
the circulation time in the human body. The hydrodynam-
ic diameter can be measured by photon correlation spec-
troscopy (PCS) or photon cross-correlation spectroscopy 
(PCCS) [8]. 
 
The Cotton-Mouton spectrometer (CMS) is an alternative 
method for measuring the hydrodynamic diameter of 
SPIONs [9]. The CMS uses the Cotton-Mouton effect 
(CME), which describes the effect that a magnetic field 
induces a birefringence in an anisotropic fluid. Thus, the 
CME describes the impact of an external magnetic field to 
the attenuation of a perpendicular light propagation of a 
laser beam.  

2 Methods 
The superparamagnetic ferrofluids used in the experi-
ments presented here, are based on SPIONs dispersed in a 
liquid matrix. Generally, a SPION does not show any 
magnetization in equilibrium, but get magnetized as soon 
as it is subjected to a magnetic field. Additionally, the 
magnetic field induces birefringence in the anisotropic 
ferrofluid, an effect first described 1907 by Cotton and 
Mouton [10]. 
 
Linear polarized light is elliptically polarized due to a 
perpendicular magnetic field in a ferrofluid. This results 
in birefringence, and the difference in the optical pathway 
is determined by 
 
 Δ! = !o − !! = !"!!, (1) 
 
where !o and !! are the refraction indices for the ordinary 
and extra-ordinary beam, ! is the wavelength of the light, 
!! is the magnetic field strength, and ! is the Cotton-
Mouton constant [11]. 
 
The experimental setup is shown is Figure 1. A laser 
(! = 635 nm) (1) is polarized by a polarizer (2) at an angle 
of 45° to the magnetic field. Afterwards, the beam passes 
through a coil arrangement (3) and is analyzed by a polar-
izer (4), and a quarter-wave plate (λ/4 plate) (5), which 
are positioned orthogonal to the polarizer (2). The beam 
intensity is measured by a photodiode (6). 
 
A 3 ml cuvette (optical quartz glass) with a ferrofluid is 
placed inside the coil. A short rectangular current pulse 
generates a magnetic field inside the coil and the ferroflu-
id is magnetized correspondingly, i. e. the nanoparticles 
become structured in the magnetic field, and thus, bire-
fringence is induced. 
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Figure 1: Experimental setup: (1) laser diode, (2), (4) po-
larizer, (3) coil and sample holder, (5) quarter wave plate 
(λ/4), (6) photodiode (Courtesy of Jan Krieger [9]) 
 
 
After switching off the magnetic field the magnetization 
of the ferrofluid relaxes due to Brownian motion and 
therefore the birefringence disappears. The resulting vari-
ation of light intensity of the laser beam can be measured 
with the photodiode. The recorded relaxation curve is fit-
ted exponentially and used to estimate the Brownian re-
laxation time constant !B. This time constant, !B, is de-
termined by 
 
 !B = !!!H

!B!
, (2) 

 
where ! is the viscosity, !B is the Boltzmann constant, !! 
is the hydrodynamic volume and ! is the temperature in 
Kelvin. 
 
Magnetic field pulses used in this experiment are generat-
ed by a rectangular pulse of the current flowing through 
the coil. However, due to the time constant of the coil, the 
magnetic field does not fade instantaneously after switch-
ing off the current, and potentially covers Brownian re-
laxation, since the magnetic field still induces a magneti-
zation of the ferrofluid. In order to avoid this effect and 
thus the distortion of the measurement of the relaxation 
time !B, the field cancellation must be accelerated accord-
ingly. 
 
The edge steepness of a magnetic pulse depends on the 
edge steepness of the current. The current propagation ! 
for switching off the coil is given by 
 
 ! = !! ∙ !!

!
!c, (3) 

 
where !! is the initial current, ! is the time and !c is the 
time constant of the exponential current propagation. !c is 
the sum of the time constant of the coil !l and the time 
constant !switch. The constant !switch describes the time 
needed to shut of the current. The overall relaxation time 
can then be described with 
 
 !c = !l + !switch with         (4) 
 !l =

!
! (5) 

 
and ! as the inductivity and ! as the resistor of the coil. 
 

Figure 2 shows the first setup for the electric circuit of the 
coil current. The current pulse is generated by switching 
the source on and off. As the internal capacitance of the 
current source has a negative impact on the edge steep-
ness the circuit is extended with a n-channel MOSFET. 
The circuit with the n-channel MOSFET driven by a sig-
nal generator is shown in Figure 3. 
 

 
Figure 2: Coil circuit setup for the voltage switching cir-
cuit (V1 voltage source, L1 and L2 coil induction, R1-R3 
resistors). 
 
 
For both circuits the current time constant !c is estimated 
by measuring the proportional voltage at resistor R3. The 
recorded pulse edges are fitted to an exponential curve. 
The fit provides the time constant !c. The voltage is 
measured and recorded by an I/O-card (National Instru-
ments, USA) and a PC. 
 

 
Figure 3: Coil circuit setup for the n-MOSFET switching 
circuit. The red parts are the parts that were added to the 
exiting circuit shown in Figure 2 (V1 voltage source, L1 
and L2 coil induction, R1-R3 resistors, V2 pulse voltage 
source). 
 
 
The radius r of the particle can be calculated by rearrang-
ing the formula for the Brownian relaxation (equation 2) 
and thus is given by 
 

 !! = !B!!!
!!"

!
!. (6) 

3 Results 
For each dataset 100 measurements are performed. Figure 
4 shows the Brownian time constant !B in dependence of 
the time constant of current !c for switching of voltage 
source. 
 
The mean !c is 1.1 ∙ 10!! s with a standard deviation of 
8.6 ∙ 10!!  s and the mean of !B is 2.6 ∙ 10!!! s with a 
standard deviation of 1.5 ∙ 10!! s. The average of the par-
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ticle radius is 44 nm with a standard deviation of 
8.6 ∙ 10!!" s. 
The distribution of the Brownian time constant !B in de-
pendence of the time constant of current !c for the fast 
setup using the n-MOSFET is shown in Figure 5. 
 
 

 
 

Figure 4: Distribution of the Brownian relaxation time 
constant !B in dependence of the time constant !c of the 
exponential current propagation for the voltage switching 
circuit. 
 
 
The mean !c is 1.2 ∙ 10!! s with a standard deviation of 
2.6 ∙ 10!! and the mean of !B is 3.5 ∙ 10!! s with a stand-
ard deviation of 9.4 ∙ 10!! s. The average of the particle 
radius is 47 nm with a standard deviation of 4!∙ 10!! s. 
 
 

 
 

Figure 5: Distribution of the Brownian relaxation time 
constant !B in dependence of the time constant !c of the 
exponential current propagation for the n-MOSFET 
switching circuit. 
 
 

 
 
 
Figure 6: Distribution density of the particle diameter 
measured by PCCS. 
 
 
As a reference method, photon cross-correlation spec-
trometry is used for the estimation of the hydrodynamic 
diameter of the particles in the used ferrofluid suspension. 
The measured ferrofluid solution is produced with nano-
particles of the same manufacture batch that was used for 
measurements with the CMS. The determined distribution 
density is shown in Figure 6. The maximum value of the 
distribution is at a diameter of 120 nm. 

4 Discussion 
The results in section 3 show that the setup with voltage 
source switching has a ten times higher !c than the setup 
with an n-MOSFET. For the adequate measurement of a 
particle radius of about 44 nm a !c of 10!!!s seem suffi-
cient. This parameter range is achieved by the setup with 
the n-MOSFET. Thus, the measured !c indicates that the 
use of a n-MOSFET can reduce the switch-off times of 
the coil appropriately and enables an undisturbed meas-
urement of the relaxation time !B.  
 
Both setups show similar results for the measurement of 
the Brownian relaxation !B, which ranges from  
2.6 ∙ 10!!! s to 3.5 ∙ 10!! s. The large standard deviation 
of the time constant !B for n-MOSFET switching remains 
unclear at the present date and requires further investiga-
tion. In addition the measurement of light intensity is very 
susceptible to outer factors for example as a shift in the 
lighting conditions or vibrations. 
 
Depending on similar relaxation times, the measurement 
of the particle radius shows results of 44 nm for the volt-
age source switching setup to 47 nm for the n-MOSFET 
switching setup. This corresponds to a particle diameter 
of 88 nm to 94 nm. The particle diameter estimated with 
the PCCS measurement is 120 nm. In comparison to the 
reference measurement using the PCCS this shows a de-
viation of about 30 nm.  

Biomed Tech 2014; 59 (s1) © 2014 by Walter de Gruyter • Berlin • Boston. DOI 10.1515/bmt-2014-4287 S669



As shown in Figure 6, the ferrofluid solution contains a 
distribution of different particle sizes. It is not yet clear, if 
the particles with different hydrodynamic diameters are 
associated with a corresponding variation of core diame-
ters. PCCS and CMS are based on different physical 
properties of the particles, and therefore, differ in the re-
sults.  
 
Actually, CME is – similar to MPI – based on the interac-
tion between the magnetic field and the nanoparticles in a 
liquid matrix. Hence, the capability of structuring the flu-
idal matrix by the magnetic field is associated with the 
particle core-size and not with the hydrodynamic diame-
ter. However, the incongruity of the presented results 
needs further investigations. 

5 Conclusion 
Krieger et al. already demonstrated that the determination 
of the hydrodynamic diameter of SPIONs is possible us-
ing the Cotton-Mouton effect. This contribution introduc-
es the improvement of the coil circuit from a voltage-
supply switching setup to an n-MOSFET switching setup. 
This leads to an accelerated field cancelling, which recov-
ers the time constant of the Brownian relaxation.  
 
Further investigation of the challenges mentioned in sec-
tion 4 has to be carried out, but first experimental results 
show that the use of the Cotton-Mouton effect for the 
measurement of the hydrodynamic diameter is a promis-
ing alternative technique to PCCS measurements.  
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