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Abstract: In the joint research project PRORETA 5, building

blocks for automated driving in urban areas have been

developed, implemented, and tested. The developed blocks

involve an object tracking for cars, bicycles, and pedestrians

that feeds a multimodal object prediction which is able

to predict the traffic participants’ most likely trajectories.

Then, an anytime tree-based planning algorithm calculates

the vehicle’s desired path. Finally, logic-based safety func-

tions ensure a collision-free trajectory for the ego vehicle.

The mentioned building blocks were integrated and tested

in a prototype vehicle in urban scenarios. Furthermore, a

novel general framework for specifying and testing traffic
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rule compliance has been developed. In this paper, the auto-

mated driving concept of PRORETA 5 is introduced and the

developed methods are briefly explained.
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Zusammenfassung: Im Projekt PRORETA 5 wurden Funk-

tionsbausteine für das automatisierte Fahren im urbanen

Umfeld entwickelt, implementiert und getestet. Die entwi-

ckelten Elemente umfassen eine Objektverfolgung für

Autos, Fahrräder und Fußgänger, welche als Grundlage

für eine multimodale Objektprädiktion dient, die in

der Lage ist, die wahrscheinlichsten Trajektorien

der Verkehrsteilnehmer vorherzusagen. Anschließend

berechnet ein baumbasierter Planungsalgorithmus den

gewünschten Pfad des Fahrzeugs. Schließlich gewährleisten

logikbasierte Absicherungsfunktionen eine kollisionsfreie

Trajektorie für das Ego-Fahrzeug. Die genannten Bausteine

wurden in ein Prototypenfahrzeug integriert und in

städtischen Szenarien getestet. Darüber hinaus wurde

ein neuartiger generischer Ansatz für die Spezifikation

und Prüfung der Verkehrsregelkonformität entwickelt. In

diesem Beitrag wird das automatisierte Fahrkonzept von

PRORETA 5 vorgestellt und die entwickelten Methoden kurz

erläutert.

Schlagwörter: Automatisiertes Fahren; urbanes Fahren;

Absicherung

1 Introduction and motivation

Automated Driving (AD) requires an interplay of envi-

ronmental and proprioceptive perception, decision mak-

ing, and performing actions depending on the traffic con-

text. For perceiving the environment, the vehicle needs

to be equipped with sensors that are able to acquire rel-

evant information. Cameras, Light Detection And Rang-

ing (LIDAR), Radio Detection And Ranging (RADAR), and
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ultrasonic sensors are typically used in this context to detect

road markings, traffic signs, and other traffic participants

among other things. Furthermore, the vehicle’s own state is

estimated using Global Navigation Satellite System (GNSS)

sensors, an Inertial Measurement Unit (IMU), and wheel

odometers. After processing the sensors’ inputs, a macro

and micro decision making takes place, where the former

considers the ultimate goal, the global position, and the road

network for route planning. The latter calculates a plan of

movement and takes into account the vehicle’s immediate

surroundings for collision avoidance, braking, and gener-

ally following the traffic flow. Finally, the actuators of the

vehicle receive control signals to execute the plan and per-

form the vehicle’s movement.

PRORETA 5 is the fifth project of the successful research

cooperation between Continental and the Technical Uni-

versity of Darmstadt and was running from 2019 to 2022.

In contrast to PRORETA 1–4, PRORETA 5 also involves the

University of Bremen and the Technical University of Iaşi.

In the first project, an anti-collision system was developed.

It is able to perform emergency brakings including potential

steering maneuvers for vehicles moving in the same direc-

tion [1]. In PRORETA 2, the system was enhanced for more

dynamic use cases like overtaking with oncoming traffic

[2]. The detection of a drivable corridor and intervening

decision making was investigated in the third project [3].

PRORETA 4 featured Machine Learning (ML) for the first

time to analyze a personalized driving style. Additionally,

driver’s gaze tracking and visual SLAMmethodswere inves-

tigated [4]. While the systems developed in the first four

projects only assisted the vehicle operator, PRORETA 5 tar-

gets SAE automation level 4 [5]. Level 4 systems are also

developed in other research projects like OPA3L [6], which

is about autonomous shuttle rides in known suburban sur-

roundings, UNICARagil [7], where a modular architecture

for agile automated vehicle concepts has been developed,

and the current follow-up project AUTOtech.agil [8], which

also includes infrastructure sensors as well as coopera-

tive concepts with control rooms and clouds. However, the

PRORETA 5 project especially aims for mastering urban use

cases without any active human contribution, similar to

@CITY [9], which ran in parallel to PRORETA 5. To achieve

this, the focus in PRORETA 5 is on handling the entirety of

urban driving with the automated vehicle in a safe way.

Besides perception anddriving algorithms, unique elements

in this project are a safeguarding concept for AI-based

driving functions and a generic description of traffic rule

compliance, that have been developed to meet the safety

aspect. STADT:up [10] has started in 2023 and is doing further

research on urban automated driving aswell, also including

a differentiated look at the interaction and communication

concepts between users, vehicles, and other traffic partic-

ipants. Besides the mentioned research projects, the state

of the art of automated driving in serial vehicles is the SAE

level 3 DRIVE PILOT [11] and the SAE level 4 valet parking

system INTELLIGENT PARK PILOT [12] of Mercedes-Benz.

1.1 Use case

The research in the project focuses on urban scenarios

developing novel approaches for different functions of AD

systems. Urban environments pose particular challenges

for AD. They are highly dynamic, with pedestrians and

bicyclists quickly changing directions. Unclear priority sit-

uations, for example because of narrow roads, demand

situational understanding and cooperation. Occlusions by

parked vehicles or other objects obstruct other traffic par-

ticipants. The use case of PRORETA 5 covers these challenges

by developing an urban pilot for narrow roads. Table 1 gives

a brief overview of the operational design domain (ODD) of

the system.

1.2 Contribution and overview

The PRORETA 5 system architecture is presented in Figure 1.

The software architecture of the automated system is based

on the sense-plan-act structure. In the sense layer, raw sen-

sor data and an HD map are processed. A road model is

created by localizing the vehicle inside the HD map using

a GNSS reference system. By combining RADAR and LIDAR

data, traffic participants of the current traffic situation are

detected. In the planning layer, the movements of dynamic

road users are predicted. Then, the trajectory planner com-

bines all previously processed information into a future

trajectory. In the act layer, the planned trajectory is safe-

guarded with the safety check module before it is executed

by the feedback controller.

Several building blocks for AD in urban environments

have been developed in this project. Modules that are

outside the scope of this project have been provided by

Continental’s AD software stack. An object tracking based

onRADAR and LIDARdata estimates the state of other traffic

participants in the vehicle’s surveillance area. The tracking

is performed on a manifold and described in Section 2.1. In

addition to the object detection based on LIDAR and RADAR

data, in PRORETA 5, the usage of visual saliency models for

the detection of traffic participants in images was investi-

gated. In Section 2.2, an overview of the main results and

challenges of this approach is presented for the prospective

implementation of saliency-based detection in forthcoming

projects.
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Table 1: Operational design domain of the PRORETA 5 system.

ODD category Description

Roadway infrastructure Route network City of Griesheim, Germany

Road types Bidirectional roads, two lane roads

Speed limit 30 km/h on all roads

Lane width 2.25 m – 3.5 m

Intersections Uncontrolled intersections

Traffic control devices Signs (205, 206, 207, 274, . . . ), bollards (narrowed road)

Horizontal curvature ≤0.1 1/m

On-street parking Parallel parking on one or both sides

Env. conditions Temperature >0 ◦C and<40 ◦C

Precipitation Light rain

Sky condition Sunny, mostly sunny, partly sunny, mostly cloudy, cloudy

Illuminance Sunlight, full daylight, overcast day

Road users Automobiles, bicyclists, pedestrians, motorcycles, scooters, micromobility vehicles, wheelchairs

Roadside objects Overhanging vegetation, guard rails, trees

The object tracking output is fed into a multimodal

object prediction presented in Section 2.3. The prediction

module is a neural network trained on simulated and real-

world data. The object prediction is able to predict the

traffic participants’ most likely trajectories into the future,

which supports decision making of the trajectory planner.

The trajectory planner is a tree-based anytime algorithm

that outputs the current best trajectory based on the ego

vehicle’s speed, steering angle, road network, and predicted

trajectories of other traffic participants (see Section 2.4).

Before sending the trajectory of the planner to the vehi-

cle controller, the logic-based safety check ensures that the

planned trajectory is safe and can be performed collision-

free. If this is not the case, the safety check performs a

risk minimizing emergency maneuver into standstill. The

safety check, which is based on RADAR data and unpro-

cessed LIDAR point cloud data, is presented in Section 2.5.

Furthermore, a framework for traffic rule compliance gen-

erating behavior constraints in the context of AD is devel-

oped and presented in Section 2.6.

Figure 1: PRORETA 5 system architecture. The yellow marked modules

were developed in this project.

2 PRORETA 5 system

The test vehicle in PRORETA 5 is a Volkswagen Passat B8,

which is equipped with several environmental sensors.

Figure 2 depicts the position of the sensors on the vehicle

as well as the fields of view (the radial range of the fields of

view is not true to scale). The forward-facing RADAR sensor

of type Continental ARS430 has two independent scans for

near and long range. Three Ibeo LUX-8 LIDAR sensors, each

with eight layers, are installed at the front of the vehicle,

directed straight ahead, to the front left, and to the front

right. Another Ibeo LUX-8 is located at the rear of the vehicle

and is oriented in the reverse direction of travel. All Ibeo

LUX-8 sensors are connected to an Electronic Control Unit

(ECU), where the individual scans are combined to a single

point cloud and an object list is generated. Additionally, two

Velodyne PUCK (VLP16) LIDAR sensors are mounted on the

roof of the vehicle. Each one has 16 layers and covers a

360◦ field of view. Furthermore, the OxTS RT4000 reference

system is used in the vehicle, which is an inertial navi-

gation system with GNSS aided by Real-Time Kinematics

(RTK).

The main computer that is used to run the developed

driving functions in the vehicle contains an Intel Xeon Gold

6230 CPU, 64 GB of RAM, and an Nvidia GeForce RTX 2080Ti

GPU. The software modules running on this computer com-

municate using the open source software eCAL.1 The inves-

tigated methods are presented in the following subsections.

1 https://github.com/eclipse-ecal/ecal.

https://github.com/eclipse-ecal/ecal
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Figure 2: Environmental sensor setup in the test vehicle with 1: RADAR

Continental ARS430, 2: LIDAR Velodyne Puck (VLP 16), 3: LIDAR Ibeo

LUX-8.

2.1 Extended object tracking

In the realm of AD, the capability to estimate the kinemat-

ics and extent of objects in the immediate surroundings is

crucial for safe operation and collision avoidance. Extended

object tracking addresses this challenge by estimating the

state of pedestrians, byciclists, and vehicles. In PRORETA 5,

the object tracking is based on RADAR and LIDAR, which

play a pivotal role in AD. An overview of different track-

ing approaches for the individual sensors is given in [13].

RADAR-based solutions are especially effective for detecting

objects with refelective surfaces and estimating their veloc-

ities. LIDAR relies on processing point cloud data to track

entities with complex shapes and provide better estimates

of the object’s position.

Due to the availability of two object lists provided by

the Continental ARS430 RADAR and the Ibeo LIDAR ECU,

a high level fusion is performed instead of processing the

RADAR’s and LIDAR’s low level sensor information. The

object’s tracking state is partially provided by the respective

sensor object list, which is then probabilistically fused by

means of one Extended Kalman Filter (EKF) per object. Our

solution is akin to [14], where the authors track vehicles

with infrastructure-based sensing systems and propose a

generic sensor interface for the tracking approach. How-

ever, our approach tracks objects relative to a moving ego

vehicle instead of stationary sensors. Our approach tracks

a reference point of the object, where a similar approach

using LIDAR only is presented in [15]. Both sensors are fused

in [16], where the authors only track an object’s 2D position

and velocity, while our algorithm also estimates the object’s

extent, turn rate, and 2D acceleration. We also provide

detailed information of the measurement functions and the

Jacobian derivations. The presented approach takes advan-

tage of each sensor’s strength and can be easily extended

to additional sensing systems such as camera. Further-

more, the presented high level fusion can potentially benefit

from vehicle-to-vehicle (V2V) communication, where vehi-

cles share motion information like position, speed, accel-

eration, turn rate, and other useful quantities among each

other [17].

The state of an object at time t is defined as

x =
[
p
⊤
L,t

𝜓L,t 𝒗
⊤
O,t

𝜓̇ t a
⊤
O,t

s
⊤
t

]⊤
, (1)

where the capital letter subscripts indicate the respective

coordinate frame the variable is given in. There are three

relevant coordinate frames: the ego vehicle frame E, the

frame of the tracked object O, and the local odometry frame

L. pL and 𝜓L are the 2D position and the yaw angle in

the local odometry frame L, respectively. 𝒗O and aO are

the body-fixed 2D velocity and acceleration in the object’s

coordinate frame O, respectively. The object’s yaw rate is

given by 𝜓̇ . Finally, the state contains the object’s length

andwidth given by s. All the relevant frames, variables, and

measures for the object tracking are displayed in Figure 3.

The ego vehicle on the left is tracking an object on the right.

Before performing EKF updates at time t + 1, the object’s

position and orientation are predicted with

g(x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pL,t + R2(𝜓L,t)𝒗L,tΔt
norm

(
𝜓L,t + 𝜓̇L,tΔt

)
𝒗O,t

𝜓̇ t

aO,t

st

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (2)

where R2(⚬) ∈ SO(2) is the 2D rotation matrix of the respec-

tive angle and Δt is the time between t + 1 and t. Although

the object’s acceleration is part of the state vector, we refrain

from predicting the velocity using 𝒗O,t + aO,t Δt, since this
may lead to instability in certain cases. Special care is
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Figure 3: Relevant frames, variables, and measures for the object

tracking.

needed for estimating the angle 𝜓L ∈ [−𝜋, 𝜋) with its dis-

continuity at 2𝜋k, k ∈ ℤ. In our case, we perform state esti-

mation on a manifold and normalize the angle after each

operation according to [18, eq. (24)].

The RADAR measurement used for Kalman filter

updates is given by

zRADAR =
[
p
⊤
E,t

𝜓E,t 𝒗
⊤
E,t

a
⊤
E,t

s
⊤
t

]⊤
. (3)

The RADAR measurement offers the possibility to

update all parts of the state vector (1) except for the object’s

yaw rate. The measurement function results to

hRADAR(x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

R2

(
𝜓

ego

L,t

)−1(
pL,t − p

ego

L,t

)
norm

(
−𝜓ego

L,t
+ 𝜓L

)

R2

(
𝜓

ego

L,t

)−1
R2(𝜓L,t)𝒗O,t − 𝒗

ego

L,t

R2

(
𝜓

ego

L,t

)−1
R2(𝜓L,t)aO,t − a

ego

L,t

st

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (4)

where the superscript ego indicates measures of the ego

vehicle. The LIDAR measurement used for Kalman filter

updates is given by

zLIDAR =
[
p
⊤
E,t

𝜓E,t 𝒗
⊤
E,t

𝜓̇E,t

]⊤
, (5)

where the LIDARmeasurement does not contain the object’s

size, since the object’s size is estimated with RADAR

measurements in our case. While the LIDAR cannot infer an

object’s full dimensions when observing it from one specific

side only, the RADAR is able to determine the size more

precisely through reflections on the ground. In comparison

to the RADAR measurement, the Ibeo Lux LIDAR ECU pro-

vides an estimate of the object’s yaw rate. The yaw rate is

particularly helpful when predicting an object’s movement.

The measurement function is given by

hLIDAR(x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

R2

(
𝜓

ego

L,t

)−1(
pL,t − p

ego

L,t

)
norm

(
−𝜓ego

L,t
+ 𝜓L

)

R2

(
𝜓

ego

L,t

)−1
R2(𝜓L,t)𝒗O,t − 𝒗

ego

L,t

𝜓̇ t − 𝜓̇
ego

t

⎤⎥⎥⎥⎥⎥⎥⎥⎦

. (6)

Tracking an object’s center with multiple sensor

sources may lead to jumps in the estimated state, when not

taking into account the different bounding box sizes [15].

This circumstance is visualized in Figure 4, where a vehicle

is tracked from a rear view point and both bounding box

centers exhibit a non negligible distance to each other. To

alleviate this problem, a reference point of the bounding

box, provided by the respective sensor object lists, is tracked

instead. In Figure 3, the reference point is in the object’s cen-

ter. When ameasurement arrives with a different reference

point that is being tracked, one has to change the position

pL using

f (x) = pL + R2(𝜓L) o, (7)

where o is the offset between the previous and new refer-

ence point.

The EKF’s covariance is propagated for the operations

(2), (4), (6), (7) using 𝚺t+1 = J𝚺t J
⊤, where J is the Jacobian.

We leave out the definitions of the Jacobians G = 𝜕g

𝜕x
, F =

𝜕f

𝜕x
, HRADAR = 𝜕hRADAR

𝜕x
, HLIDAR = 𝜕hLIDAR

𝜕x
due to lack of space.

However, these Jacobians can be computed using a symbolic

computer algebra system.

Figure 4: Exemplary LIDAR and RADAR bounding boxes of the same

object with a rear view point and possible reference points (circles).
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The extended object tracking fuses processed informa-

tion of the RADAR and LIDAR, which is sufficient to robustly

track pedestrians, bicyclists, and vehicles. State estimation

w.r.t. the extent of the object can be improved by also han-

dling the width and length of the object on manifold as

in [19].

2.2 Visual saliency

In general, a visual saliencymodel takes an input image and

detects areas likely to contain whole, partial, or groups of

objects based on salient features, such as size, color, and

shape [20]. The detected areas are typically displayed using

an intensity map, as illustrated in Figure 5. In the context

of AD, saliency maps have been used for object detection

applications. The salient areas in a map can serve as region

proposals for object detection [21], [22]. Similarly, saliency

maps also have been used to identify the areas of the scene

Figure 5: Coverage and agreement trade-off of saliency maps. Traffic

image and binary mask of traffic participants taken from the KITTI

semantic segmentation dataset [25].

[23] as well as the objects and traffic participants that attract

the driver’s attention [24].

Two applications of the saliency maps were investi-

gated in PRORETA 5: saliency-based traffic participant detec-

tion [26] and detection of driver attention over traffic partic-

ipants, along with the assessment of drivers’ attentive state

based on measures of gaze allocation [27].

By focusing on the overall detection results, previous

works on saliency-based object detection lack an analysis of

the quality of the saliency maps in terms of their correspon-

dence between the salient areas and the traffic participants

in the image. In order to fill this gap, a systematic evalu-

ation of different saliency models was conducted [26]. The

evaluation revealed that saliency models exhibit a trade-off

between the coverage of the salient areas and the agreement

with the image segments containing traffic participants [26].

This trade-off is illustrated in Figure 5 with a set of saliency

maps computed using the Spectral Residual model [28] at

different resolutions (width × height). A coarse resolution

produces amapwith large connected salient areas covering

several traffic participants. This results in good coverage

and bad agreement, as shown in the 64 × 19 map where the

smaller traffic participants in the background are contained

within a single salient area. At higher resolutions, themodel

produces maps with small and sparse salient areas. This

results in bad coverage and bad agreement for the traffic

participants in the foreground, as shown in the 256 × 77

map.

The coverage and agreement trade-off can be thus sum-

marized as follows: while a large salient area might cover

many trafficparticipants simultaneously (i.e., good coverage

with bad agreement), small and sparse salient areas might

only cover them partially (i.e., bad coverage and agree-

ment for mid-size traffic participants and good coverage

and agreement for small traffic participants). This trade-

off hinders the reliability of saliency models for detection

tasks in challenging situations, as in images containing large

traffic participants in the foreground and small ones in the

background. Furthermore, saliency models tend to produce

a large number of false positives due to high-contrast areas

of the image, such as the contours of trees and buildings

against the sky [26]. In conclusion, the results show that

saliency detection needs to be adjusted for traffic partici-

pants appearing in different dimensions and that false pos-

itives caused by elements of the surroundings and the land-

scape need to be minimized [26]. It is important to note that

saliency-based object detection was not integrated in the

PRORETA 5 system illustrated in Figure 1 and thus it is not

featured in the system demonstration reported in Section 5.

Nevertheless, the results are reported here in order to
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provide a complete overview of themethods investigated in

PRORETA 5.

2.3 Multimodal object trajectory prediction

In order to predict the future behavior of various traffic

participants, a multimodal trajectory prediction approach

is used, which is explained in detail in [29]. Trajectory pre-

diction plays an important role in the automated vehicle

industry, helping to anticipate the behavior of other road

users and helping the vehicle make informed decisions,

such as avoiding collisions or adjusting speed.

Therefore, this area of investigation has been

addressed by numerous researchers, particularly focusing

on diverse deep learning prediction techniques. Recent

papers that report the application of such methods are

reviewed in [30]. Currently, several benchmark datasets

are available, e.g. [31], [32], alongside active corresponding

competitions such as Argoverse [33].

To calculate an accurate trajectory prediction, multiple

inputs are considered, such as the observed movement of

the traffic participant, the movement of other surround-

ing traffic participants, road structure, traffic signs, and

other environmental information. An important aspect is

to consider the interactions of road users, e.g. overtaking

maneuvers, a pedestrian crossing the street that can lead

to different future trajectories based on the decision made

during the traffic situation.

The approach that is used in the PRORETA 5 project is

defined by a model with multimodal trajectory prediction

[29] for traffic participants like cars, buses, trucks, bicycles,

andpedestrians. Understanding the environment and inten-

tions of other traffic users can improve the quality of the

planned trajectory and offer a more stable and comfortable

experience for the passengers in an automated vehicle. The

methodimplemented for prediction is using vectors and an

original design of a neural network that combines informa-

tion about the observed objects, group context, and road

context. This network was developed using the in D dataset

[34] and a dataset created from real-world scenarios using

the PRORETA 5 vehicle.

Besides its real-time capabilities, that allow the model

to run on a real car, another advantage of this approach

is that it combines several types of data about the agents,

road information, and context and is capable of learning the

interactions between traffic participants.

As presented in Figure 6, the model has an encoding

part in order to extract information from the observed

object (past trajectory and the type of the object), the group

context (information about the surrounding objects near

Figure 6: Overview of the object trajectory prediction approach, based

on [29].

the observed object), and the road context (information

about the road structure), followed by the decoding part in

order to predictmultiple possible trajectories (modes),more

details in [29]. The encoding part consists in three fully con-

nected layers with a leaky ReLU activation function for each

observed agent, for the group context and also for the road

context. For the group and for the road context, a symmetric

functionmust beused, because such a function is insensitive

to the order in which its operands are considered. In our

case, amax pooling component is applied to the embeddings

of the other traffic participants and road structure. The

decoding part of the network extracts the information for

future trajectories using three fully connected layer with a

leaky ReLU activation function and a second fully connected

layer with a sigmoid (logistic) activation function. The out-

puts represent the future trajectories with a probability for

eachmode (trajectory). For this network, information about

past, group context, and road context were extracted in

order to learn different traffic interactions. In this way, the

network can associate a past trajectory with surroundings

information.

The training of the model is based on a conditional

loss function that consists of two terms. The first term is

a general loss that is applied to all modes and aims to

decrease the mean squared error (MSE) of the trajectories

weighted by their mode probabilities. The second term is

a specific loss that is used only for the best mode, i.e., the

mode with the smallest MSE. In order to integrate the object

prediction in the PRORETA 5 vehicle, the Frenet coordinates

are used. This improves the precision of the predicted tra-

jectories by transforming curved road segments to straight

ones.

Furthermore, the object trajectory prediction module

was verified on the test track for different types of traffic

participants in various traffic scenes. The prediction results

can be improved by including more variation (e.g. speed,

traffic participant type, and behavior) in the dataset.
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2.4 Anytime tree-based trajectory planning

To plan the future trajectory of the automated system, a

novel approach, CarPre trajectory planning (Monte Carlo

Model Predictive Trajectory Planner) is used, which is

explained in detail in [35]. In the following, the motivation

as well as a short overview of the planning approach is

presented.

In the state of the art, the planning problem is divided

into behavioral planning andmotion planning as in [36], [37]

to cope with the complex, non-convex planning problem.

While this approach is often chosen (e. g. [38], [39]), it has

its disadvantages in the urban domain, since the finite set

of high-level behavior classes must be chosen such that

all possible traffic scenarios can be handled. However, the

number of possible traffic scenarios is very large due to

the potential high number of other traffic participants as

well as the limited driving area. Therefore, determining

the set of discretized behavior classes is difficult, which

limits the approach of division. The common alternative

of determining a behavioral trajectory (e. g. [40]) has the

problem of ensuring that the motion planning maps the

behavioral trajectory anddoes not converge to another local

optimum. Therefore, the combined planning problem of

behavioral and motion planning is considered as in [41],

[42]. However, since this is complex and a long planning

horizon is needed to make foresighted decisions, efficient

algorithms are needed. One promising approach, which is

used in behavior planning, e. g. [43], is Monte Carlo tree

search (MCTS) [44]. MCTS is known to solve complex deci-

sionproblems efficiently and is therefore chosen as the basis

for CarPre planning. In our approach, a conversion to Frenet

coordinates as in, e. g. [45], is omitted since lateral accelera-

tions can no longer be taken into account during planning.

This results in problems with sharp curves [41], such as 90◦

curves which commonly appear in urban areas. Likewise,

a path-velocity decomposition as in e. g. [46] is omitted,

because the lateral vehicle movements depend directly on

the vehicle speed [47].

In CarPre trajectory planning, a trajectory tree is itera-

tively created by MCTS, where each tree node represents a

possible vehicle state xego and each edge a discretized action

uego. Here, each action is a composite pair of an acceleration

a and a steering rate value 𝜔. Applying an input uego,t for a

sampling timeT in, a new statexego,t+1 can be calculated from

the previous state xego,t using the kinematic single track

model of [35] with the reference point on the middle of the

front axle as discussed in [48]. This creates an equitemporal

graph to extract the planned trajectory. To discretize the

action space, the acceleration values are equally distributed

and limited by the minimum and maximum acceleration:

ad ∈ {amin ≤ p ⋅Δa ≤ amax | p ∈ ℤ}. (8)

For the lateral movements, the steering angle 𝛿 is dis-

cretized by equally distributing 𝛿 between the limits defined

by the speed-dependent transformation from [47]:

|𝛿max(𝑣)| = min

(
arcsin

(
𝜅max l

)
, arcsin

(
alat,max l

𝑣2

))
(9)

with the maximum drivable path curvature 𝜅max, the maxi-

mum lateral acceleration alat,max, and the wheelbase l of the

vehicle. This can be seen in Figure 7, where the extracted

boundaries from [47] (dashed red lines) are adapted for

the CarPre planner (red lines) to increase the comfort of

the system. The steering rate 𝜔 is then chosen so that no

discretization errors arise.

To estimate the long-term effect of each short-term

action of the vehicle, Monte Carlo simulations combined

with a heuristic are used. The heuristic, extracted from

human driving data, models steering to follow the driv-

ing lane as well as minimizing the jerk (i.e. choosing

the same acceleration value as before). With this, the

estimated reward for each node is always available and

is enhanced with more iterations of the algorithm. This

enables real-time applications since a planned trajectory

can be extracted at any time. The algorithm is put into oper-

ation on the PRORETA 5 vehicle and a first evaluation of the

algorithm can be found in [35], which reveals comfortable

and foresighted driving. For future work, the result of the

Monte Carlo simulations can be approximated using neural

Figure 7: Discretization of the steering angle 𝛿 (orange lines) compared

to extracted statistics of human drivers from [47] (2D histogram with a

logarithmic scale). Figure taken from [35].
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networks to increase the speed of convergence, which

enables longer planning horizons.

2.5 Logic-based safety check for AI functions

As Nascimento et al. [49] point out in their study, besides

their great potential in various fields of AD, AI approaches

also pose risks regarding safety. Since it is difficult to

gain information about the reasoning of AI algorithms,

approaches for enhancing safety of AI-driven automated

vehicles are e.g. to increase the amount of training data and

especially the coverage of critical scenarios [50]. However,

completeness of training data representing the entirety of

reality can hardly be reached. There are several approaches

for safeguarding an automated vehicle, like [51] and [52], but

they mostly assume ideally working sensors and thus only

safeguard a part of the automated vehicle. The goal of the

so called Safety Check (SC) concept, which was previously

presented in [53], [54], is to safeguard the results of the AI

algorithms during operation in a separate module before

the resulting trajectory is performed by the vehicle. Conse-

quently, the SC only uses conventional approaches without

learning-based AI approaches in order not to have the same

AI-caused safety issues as the modules of the normal oper-

ation behavior planner. Since another goal of the SC is to

be easily integrable, no additional safeguarding hardware

is used. The SC only has access to the same sensor data

as all other modules in the AD system but uses different

approaches of interpreting them.

To check the safety of the currently planned trajectory

and the state of the AD system, several submodules perform

different checks. Besides the system health check, which

checks if all modules and sensors in the AD system are

running and sending data, the plausibility of the sensor

data as well as the object list from the perception module

are checked. Thus, the SC can rely on the correctness and

completeness of the available sensor data or object lists for

the object criticality check, which is another SC submodule

used to identify collision critical objects. Furthermore, the

behavior space conformity (see Section 2.6), the physical

feasibility and the temporal stability of the planned trajec-

tory are checked. The latter means the consistency of suc-

cessively planned trajectories. The architecture of the SC is

depicted in Figure 8. Further details about the architecture

and the functionality of the submodules can be found in the

dissertation of Popp [54].

The value of the safety flag is set by the mentioned

submodules and can be set to safe or unsafe. If none of the

submodules rates the state of the AD system or the cur-

rently planned trajectory as unsafe, the planned trajectory

is forwarded to the motion controller. Otherwise, if at least

Figure 8: Architecture of the SC module, based on [54].

one submodule detects a safety issue, an emergency trajec-

tory is initiated. Since the considered ODD includes a speed

limit of 30 km∕h, braking to standstill is mostly preferable
to evasion maneuvers in safety critical situations. Thus,

the preferred strategy to reach a minimal risk condition is

to decelerate to standstill along the path of the currently

planned or the last safe trajectory, depending on the kind

of detected unsafe state.

The functionality of the safety checkwas verified on the

test track as well as in public traffic, focusing on object list

plausibility and object criticality [54]. The validation of the

safety check module is still pending.

2.6 Specifying and testing traffic rule
compliance

One major aspect of road safety is the conformity to traffic

regulations. As for all other traffic participants, an auto-

mated vehicle is required to behave according to the traf-

fic rules. Thus, within PRORETA 5, the consideration of

traffic rule compliance is incorporated in the development

process. From the stated requirement, it follows that a

holistic consideration of traffic rule compliance is indis-

pensible. This means that first the behavior constraints

for the vehicle based on traffic rules need to be speci-

fied. Then, necessary functionalities on system level within

the targeted ODD need to be derived and finally, test cri-

teria and methods need to be developed to verify these

functionalities.

Current approaches in the field of behavior frame-

works for automated vehicles consider traffic rules, but

either the rules are only regarded on a high level within a
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rule hierarchy [55] or they are modeled for specific scenar-

ios only [56], [57]. Apart from this, various approaches aim to

formalize traffic rules for testing general traffic rules at run-

time in the vehicle [58]–[61]. Also, there exist approaches

for specific traffic areas (e.g. specific intersections) [62], [63].

Still, there is no approach known to the authors that is

applicable to different traffic domains by using an universal

description of behavior constraints. Thus, within PRORETA

5 methods have been developed to close this gap.

In order to specify the behavior constraints, it is nec-

essary to delineate which behavior is rule compliant and

which is not within the entire ODD. This directly depends

on the local scenery,2 which represents the static traffic

environment. Present elements (e.g. traffic signs) instanti-

ate the rules that constrain the vehicle behavior. Current

description approaches represent the scenery as a human

perceives it, raising the questions: what is the actual nec-

essary information from behavioral perspective and how

may it be represented? These questions are answered with

the usage of the Behavior-Semantic Scenery Description

(BSSD), which was previously presented in [64] and [65].

This approach introduces a structure of attributes (speed

limit, boundary, reservation, and overtake) that assigns the

traffic-rule based behavioral information to the scenery and

thus, directly specifying the behavioral constraints. Because

these attributes directly describe behavioral rules and not

elements of the traffic environments, they are applicable to

any traffic area.

Figure 9 depicts one of the scenarios analyzed in

PRORETA 5 with the BSSD of the local scenery. The green

and red colored sections of the roadway depict lanes that

are own-reserved and externally-reserved, respectively. The

reservation describes the rules regarding priority and to

reside in a certain space. The lane pointing in the driving

direction of the ego vehicle is therefore own-reserved. The

ego vehicle has prioritywithin this lane and can stay perma-

nently in this lane. Shifting over the dashed lane marking

into the oncoming lane means moving into an externally-

reserved space because priority must be given to oncoming

vehicles. The ego vehicle is only allowed to stay in this lane

as long as it does not hinder oncoming vehicles. This is

expressed by the link (red arrow) of the reservation. As

a consequence of the dashed lane marking, the boundary

attribute is set to allowed. In both lanes, there exists a speed

limit of 30 km/h due to the respective speed limit sign in the

scenery. Because there are no further traffic signs, overtak-

ing is allowed. In [66], a method to derive these attributes

automatically from an HD-map is presented.

2 The term scenery is used according to Ulbrich et al. [71].

Figure 9: Overview of shift out of lane scenario with underlying BSSD

description.

With this representation, the constraints for vehicle

behavior are described semantically. To be able to evaluate

the vehicle behavior, it is necessary to quantify these con-

straints in order to receive test criteria. In [67], all behav-

ioral attributes are formalized using predicate logic. These

criteria were used within PRORETA 5 to evaluate the test

cases. By using the systematic approaches of Schuldt [68]

and Amersbach [69], a test plan for the validation of traffic

rule compliance was derived. The test effort was thereby

reduced by implementing equivalence partitioning [70, Part

4, p. 10], boundary value analysis [70, Part 4, p. 12] and com-

binatorial test design techniques [70, Part 4, p. 15]. A more

detailed insight into this process is given in the dissertation

of Glatzki [67].

For the introduced example in Figure 9, during devel-

opment, insufficiencies of the vehicle behavior were found

by applying the reservation attribute criterion. The criterion

was violated because the ego vehicle was leaving the lane in

front of the oncoming vehicle too late and thus, hindering it

to continue in its lane.

Further research revealed that the ego vehicle had

left the ego lane already in distance to the parked objects.

Because the environmental perception had not yet picked

up the oncoming object, the planner was unable to deter-

mine with sufficient reliability whether driving in the

oncoming lane constitutes a violation. When the approach-

ing of the oncoming object was eventually seen, though,

the ego vehicle also failed to reposition itself in the ego

lane. By modifying the cost function of the planner module,

the ego vehicle moves out of the lane closer to the parked

objects and the planner is thus able to better judge if it

can move into the oncoming lane. With this adaption, the

vehicle conformed to the reservation attribute. Therefore,

the introduced method helped finding behavioral insuffi-

ciencies of the system and improving the system such that

it conforms to the traffic rules.

Specifying and testing the traffic rule compliance

uncovered various functional insufficiencies in the system.
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Since not only traffic rules are influencing the behavior,

a clear hierarchy for all behavior specifications needs to

be determined (e.g. [55]) in the future. A violation of the

traffic rules might be reasonable if a collision is thereby

avoided. This hierarchy needs to account for misbehavior

of other traffic participants and possible compensation of

the ego vehicle. For this, knowing and understanding the

rules is essential, for which BSSD serves the basis for. An

international agreement of the regulating legislative bodies

on quantified limits for vehicle behavior will be needed.

3 System demonstration

The automated driving system has been extensively tested

in simulation and real-world driving scenarios on the

August-Euler airfield in the city of Griesheim, Germany.

A video showcasing the system’s capabilities is provided.3

Through the cohesive integration of the modules described

in the previous chapter, the vehicle has effectively executed

distinct driving scenarios with level 4 of SAE automation.

Figure 10 displays the scenarios that the test vehicle carried

out robustly and repeatedly on the test track. The scenarios

comprise following the lane, following a preceding car, shift

out of the lane to pass a parked vehicle, and approaching

objects that require an emergency braking. The maximum

velocity during the execution of the scenarios was 30 km/h.

For lane following, the test vehicle completed several laps

on the airfield without crossing lane boundaries. For the

second scenario, a vehicle or bicyclist preceded the test

vehicle with varying speeds forcing decelerations and accel-

erations of the automated car on its own lane. Furthermore,

the vehicle has also been able to shift out of a lane when

passing a parked car which extends onto the driving lane.

In order to examine the behavior during emergency situ-

ations, the object tracking module simulates a failure by

publishing an empty object list. The logic-based safety check

relying on raw point cloud data registers obstacles that

requires coming to a standstill and triggers an emergency

braking.

During a demonstration event, automotive industry

experts were invited to be passengers when performing the

scenarios described above. A total of 26 vehicle passengers

answered a questionnaire about the system. The results are

shown in Figure 11. The overall systemhas been rated 7.6 out

of 10 points after the demonstration, see Figure 11(a). The

given answers to five additional questions are illustrated

in Figure 11(b). The vast majority of passengers agreed that

3 https://www.continental-automotive.com/DE/Passenger-Cars/

Autonomous-Mobility/Functions/PRORETA.

Figure 10: Use case represented by typical urban scenarios.

Figure 11: Results of the demonstration survey. (a) Boxplot on a scale

from 1 to 10, (b) boxplots for five questions on a scale from−2 (strongly
disagree) to 2 (strongly agree).

driving in the automated vehicle felt comfortable and safe

during closed loop. According to the passengers, the reac-

tion time of the closed loop system was not too long. Note

that the representation of the answer in Figure 11(b) devi-

ates from the other boxes due to the formulation of the

question. The passengers also agreed that the safety check

module operated in an appropriate way and increased the

general trust into the autonomous system.

4 Conclusions

Within this article, building blocks for automated driving in

urban traffic have been presented that were developed in

the scope of the PRORETA 5 project. Addressing use cases

that are typical for residential areas like object following,

oncoming traffic, passing parked vehicles on the road and

https://www.continental-automotive.com/DE/Passenger-Cars/Autonomous-Mobility/Functions/PRORETA
https://www.continental-automotive.com/DE/Passenger-Cars/Autonomous-Mobility/Functions/PRORETA
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approaching crossing objects, several functional modules

with novel approaches were integrated and tested in a real

test vehicle.

In summary, the general applicability of the developed

building blocks and their interaction within the developed

systemwere verified in selected driving scenarios. The next

steps are improving robustness and general applicability of

the PRORETA 5 system and testing its safe functionality in

public traffic.
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