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Zusammenfassung: Systeme im Bereich Industrie 4.0 sol-
len interoperabel miteinander agieren kénnen. Damit dies
automatisiert realisiert werden kann, miissen sie seman-
tisch interoperabel sein. Hierfiir fokussiert der aktuelle In-
dustrie 4.0 Forschungsansatz einen semantisch homoge-
nen Sprachraum. In diesem Paper wird eine Methode vor-
gestellt, die diesen Ansatz um heterogene Semantik erwei-
tert. Die Abbildung unbekannter Vokabulare auf eine Ziel-
ontologie ermdglicht die Interaktionen heterogener Ver-
waltungsschalen. Basis der Abbildung sind Methoden aus
dem Bereich Natural Language Processing. Hierzu wer-
den auf ISO Standards vortrainierte language models und
sentence embeddings kombiniert. Dies fiihrt zu einer viel-
versprechenden Genauigkeit bei dem erstellten Evaluati-
onsdatensatz, welcher unterschiedliche Semantiken fiir
Identifikation- und Design-Teilmodelle des Projektes Pum-
pe 4.0 enthalt.

Schlagwdrter: Industrie 4.0, Semantische Interoperabili-
tat, Natural Language Processing, Verwaltungsschale

Abstract: Systems in the field of Industrie 4.0 should be
able to interact with each other in an interoperable man-
ner. In order for this to be realized automatically, they
must be semantically interoperable. For this purpose, the
current Industrie 4.0 research approach to the interaction
of systems focuses on a semantically homogeneous lan-
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guage space. In this paper, we present a method that ex-
tends the current approach to include heterogeneous se-
mantics. Mapping unknown vocabularies to a target on-
tology enables the interactions of semantically heteroge-
neous Industrie 4.0 asset administration shells. The map-
ping is based on methods from the field of Natural Lan-
guage Processing. For this purpose, language models pre-
trained on ISO standards and sentence embeddings are
combined. This leads to a promising accuracy in the cre-
ated evaluation dataset, which contains different seman-
tics for identification and design submodels of the Pumpe
4.0 project.

Keywords: Industrie 4.0, semantic interoperability, na-
trual language processing, asset administration shell
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1 Einleitung

Die breite Verfiigbarkeit von Systemen mit Self-X-
Fahigkeiten wird die ndchste Entwicklungsstufe der Au-
tomatisierungstechnik charakterisieren. Unter Self-X-
Fahigkeiten werden Funktionalitdten eines Systems ver-
standen, welche intrinsische Automatismen zur Erkun-
dung eines Netzwerks, Selbst-Konfiguration, -Diagnose
und -Optimierung ermdglichen. Self-X-Fahigkeiten von
Systemen ermdoglichen Interoperabilitdt und darauf ba-
sierend Automatisierung. Interoperabilitdt bedeutet, dass
Systeme aktiv miteinander kommunizieren und fiir eine
gemeinsame Funktionserfiillung zusammenarbeiten. Da-
mit diese Zusammenarbeit automatisiert realisiert werden
kann, miissen die Systeme ebenfalls semantisch interope-
rabel sein: Sie besitzen die Fahigkeit, ihre Daten unter-
einander korrekt auszutauschen und verstehen, was diese
bedeuten [40].

3 Open Access. © 2021 Both et al., publiziert von De Gruyter. Dieses Werk ist lizensiert unter einer Creative Commons Namensnennung 4.0
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Der aktuelle Forschungsansatz von Industrie 4.0 (14.0)
zur Interaktion von Systemen basiert auf homogenen se-
mantischen Beschreibungen. Solche Systeme beruhen auf
einem gemeinsamen Informationsmodell und sind se-
mantisch einheitlich beschrieben [33, 46]. Sprechen al-
le Teilnehmer eines Netzwerks dieselbe Sprache, kann
mittels automatisiert ausfiihrbarer Regeln eine Selbst-
Konfiguration von Interaktionen (z. B. die Einbindung von
Energiewerten in eine Monitoring-Anwendung) realisiert
und Engineering-Aufwendungen vermieden oder essen-
ziell reduziert werden. Basieren z. B. Merkmale zur Leis-
tungsaufnahme auf einem einheitlichen Vokabular, so
konnen diese Merkmale automatisiert in eine Monitoring-
Anwendung eingebunden werden. Ein Beispiel hierfiir ist
in Abbildung 1 gegeben. Komponenten verschiedener Her-
steller basieren alle auf dem gleichen 14.0-Vokabular. Dies
ermoglicht die automatisierte Einbindung der Werte in ei-
ne Monitoring-Anwendung, da diese ebenfalls auf dem sel-
ben Vokabular basiert und die Merkmale daher bekannt
sind.

Semantisch homogene 14.0-Systeme entstehen aktu-
ell durch Standardisierungs- und Harmonisierungsakti-
vitdten von I4.0-Teilmodellen fiir 14.0-Komponenten (z. B.
[9, 2, 43]).

Basieren Systeme jedoch auf heterogenen Vokabula-
ren und Informationsmodellen, so muss deren Interakti-
on durch manuellen Aufwand und Expertenwissen kon-
figuriert werden. Dies ist fiir den Grofdteil industrieller
und gebdudetechnischer Anwendungen aktueller Stand
der Technik. Aufgrund des Aufwands wégen Betreiber die
Implementierung herstelleriibergreifender Anwendungen

L8 D/”\ﬁ'
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- z. B. Plant Asset Management Anwendungen (Dokumen-
tationsmanagement, Energie- und Asset Monitoring etc.)
— sorgfaltig gegen ihren Nutzen ab. Der hohe Konfigurati-
onsaufwand steht der breiten Verfiigharkeit dieser Anwen-
dungen im Wege [39].

Semantisch heterogene Systeme konnen durch ei-
ne Abbildung aufeinander semantisch interoperabel ge-
macht werden. Dies kann entweder iiber Methoden aus
dem Bereich Linked Data [3] oder ein automatisiertes
Matching [41] erfolgen. Die Abbildung mittels Linked Data
erzeugt initial einen hohen manuellen Aufwand und be-
darf eines besonderen Expertenwissens [3, 44].

Dieser Beitrag stellt eine neue Methode vor, die
ein automatisiertes semantic matching ermoglicht (Ab-
bildung 2). Durch das automatisierte Matching sind Sys-
teme eines heterogenen Netzwerks fahig, ihre semanti-
sche Beschreibung selbststindig und konfigurationsfrei
auf einen Standard abzubilden. Dies erweitert den ak-
tuellen 14.0-Forschungsansatz von Interaktionen seman-
tisch homogener auf heterogene Systeme. Ausgangslage
des Matchings sind die Informationen der Verwaltungs-
schale. Die Informationen der Komponenten liegen also
in einer einheitlichen Struktur vor, folgen jedoch keinem
einheitlichen semantischen Standard. Das Matching er-
folgt auf Basis der Attribute von Merkmalen der Verwal-
tungsschale. Fiir den ersten Entwurf in dieser Arbeit wer-
den zunachst nur die Attribute definition und preferred Na-
me der Merkmale verwendet. Das Matching basiert also
ausschlieflich auf natiirlicher Sprache. Weitere Attribute
(z.B. Unit) und die Metainformationen der Verwaltungs-
schale werden in zukiinftigen Arbeiten als weitere Parame-
ter des Matchings miteinbezogen.

- Erkundung

Verwaltungsschale

Hersteller A Hersteller B

Verwaltungsschale

Z

Hersteller C

Abb. 1: Erkundung und Einbindung semantisch homogener Assets in eine Monitoringanwendung.
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Verwaltungsschale

Semantic matching

| =) |

Verwaltungsschale

Semantic Matching

Hersteller A Hersteller B

Verwaltungsschale

emantic Matching

Hersteller C

Abb. 2: Abbildung heterogener Semantik auf eine Zielontologie mittels semantic matching.

Der betrachtete Use Case des Matching Dienstes sind
nicht kritische Anwendungen (z. B. die Monitoringanwen-
dungen der Abbildungen 1 und 2). In kritischen automati-
sierungstechnischen Anwendungen wie der Prozessauto-
matisierung wird dieser nicht eingesetzt. Hierfiir wire eine
100 prozentige Genauigkeit des Dienstes notwendig, wel-
che durch die angewandten Methoden nicht erreicht wird.

Basis des Matchings sind Methoden des Natural Lan-
guage Processing (NLP) [25], die auch auf das Gebiet
der 14.0 iibertragen und dort im Bereich des semantic
matching angewandt werden kénnen. Durch den Einsatz
eines auf ISO-Normen erweitert trainierten (pretrained)
language models (PLM) (Schritt 1 (Abbildung 3)) in Kom-
bination mit sentence embeddings (SE), die auf allgemei-
nen Datensdtzen aus dem Bereich Paraphrase Identificati-
on verfeinert werden (Schritt 2), erméglicht die entwickel-
te Methode die Abbildung unbekannter Semantik auf eine
definierte Zielontologie. Zum Abschluss wird das Modell
mit einem eigens erstellten Datensatz evaluiert (Schritt
3). Der hierbei angewendete Trainingsprozess des Modells

@ ®

L

(Abbildung 3) benoétigt kein Training auf domé&nenspezifi-
schen Datensétzen und erméglicht Zero-Shot-Learning.

2 Hintergrund

Das entwickelte Konzept ermé6glicht Interoperabilitét se-
mantisch heterogener I4.0-Komponenten, indem Metho-
den aus dem Bereich NLP verwendet werden.

2.1 Industrie 4.0 Komponente

Der Wandel von starren Wertschopfungsketten zu flexi-
blen, hochdynamischen und weltweit vernetzten Wert-
schopfungsnetzwerken charakterisiert das aktuelle Be-
streben von Organisationen hin zu einer 14.0. Hierfiir wer-
den verschiedene Handlungsfelder bearbeitet, von denen
ein zentrales das Thema der Interoperabilitét ist [1]. Im Be-
reich der 14.0 hat sich als Basis fiir Interoperabilitdt das

®

Pretrained @ Erweitertes Fine Tuning DistIBERT-SE )
Language — Pretraining Sentence Evaluation
Model DistiBERT (&@Q Embeddings (@O
ISO-DiSiBERTL__ ) |SO-DistilBERT-SE
1SO- Datensétze Datensatz zu
Normen Paraphrase Identification &
Identification Pumpen Design

Abb. 3: Ablauf des Trainingsprozesses des semantic matching Modells.

Teilmodelle
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Konzept der Verwaltungsschale etabliert. Die Verwaltungs-
schale ist der digitale Reprasentant eines Asset in der digi-
talen Welt [46]. Ein Asset kann hierbei jede Entitit sein,
die einen Wert fiir eine Organisation hat [16]. Das Infor-
mationsmodell der Verwaltungsschale definiert die Struk-
tur, wie ausgetauschte Informationen verschiedener As-
sets strukturiert sein miissen [8]. Die Komposition aus Ver-
waltungsschale und Asset wird als 14.0-Komponente be-
zeichnet. Zentraler Baustein der Verwaltungsschale sind
Teilmodelle, welche Eigenschaften und Funktionalitdten
der Assets und deren Inhalte, bspw. in Form von Merk-
malen, abbilden [8]. Teilmodelle stehen z.B. fiir die The-
men Identifikation, Design oder Konfiguration. Neben der
spezifizierten Struktur durch das Informationsmodell wird
fiir die Interaktion von I4.0-Komponenten eine eindeuti-
ge Semantik bendtigt [33, 46]. Diese wird erreicht, wenn
die Teilmodelle in standardisierter Form vorliegen und de-
ren Semantik ebenfalls einheitlich standardisiert ist. Ver-
schiedene Initiativen standardisieren Teilmodelle fiir Kom-
ponenten der Industrie, bspw. Pumpen oder Antriebe [2,
4). Die Integration der Teilmodelle in Vokabulare wie den
ECLASS-Standard [11], oder das IEC Common Data Dictio-
nary [15], erméglicht die eindeutige Identifikation der Teil-
modelle sowie deren Merkmale und bereitet so den Weg
fiir eine eindeutige Semantik. Syntaktisch wird ein Key-
Value-Paar Konzept verwendet, das zwischen dem Key als
Identifikation fiir das entsprechende Modellelement und
der Zuordnung der Bedeutung unterscheidet. Das Modell
sieht explizit vor, dass ein Modellelement mehr als einen
Identifikator hat und dass die Identifikatoren von unter-
schiedlichen Typen sein kénnen. So wird z. B. fiir den Zu-
griff auf das Modellelement in OPC UA oder http/REST ein
frei definierbarer String verwendet, fiir den Verweis auf
den Dictionary-Eintrag ein standardisierter Identifier, wie
z.B. eine IRDI (International Registration Data Identifier)
oder eine URL (Universal Resource Locator). In dem Dic-

‘ Zuordnung der Transferein- und -ausgange ‘

ug(t) = ya(t)
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tionary, das ebenfalls eine standardisierte Struktur auf-
weist (IEC 61360), ist dann mittels Attribute das Element
definiert. Diese Attribute sind teilweise maschineninter-
pretierbar. Einige dieser Dictionaries wie z. B. ECLASS lie-
gen als Ontologie in OWL vor (http://www.heppnetz.de/
projects/eclassowl/) und konnen dann auch entsprechend
behandelt werden, wobei es bei der Umwandlung von
ECLASS in eine OWL Ontologie zu gewissen Einschran-
kungen hinsichtlich der Datentypen und Sonderzeichen
kommt [14]. Die Dictionaries sind in ihrer Doméne durch
die Identifikatoren jeweils eindeutig.

Im aktuellen 14.0-Ansatz wird Interoperabilitdat durch
eine einheitliche Struktur (Informationsmodel Verwal-
tungsschale) und Semantik (homogener Sprachraum) er-
reicht.

2.2 Homogener Sprachraum

Aus abstrakter Sicht findet die Interaktion zwischen zwei
Anwendungen statt. Im allgemeinen Fall kdnnen die An-
wendungen als Systemfunktion im Zustandsraum darge-
stellt werden [29]. Abbildung 4 zeigt dies beispielhaft mit
den Anwendungen A und B und ihren entsprechenden
Zustandsraumgleichungen. Die erste Gleichung ist jeweils
die sogenannte Zustandsgleichung, bei der x(t) der Zu-
standsvektor, u(t) der Eingangsvektor und y(t) der Aus-
gangsvektor ist. Die Matrix A ist die Systemmatrix, die Vek-
toren b und c Spalten- und Zeilenvektoren und d ein Ska-
lar. Die Matrix und die Vektoren haben konstante Wer-
te, die sich aus den Differentialgleichungen, die das Sys-
temverhalten beschreiben, ableiten. Die Ausgédnge der ei-
nen Anwendung miissen den Eingdngen der anderen An-
wendung zugeordnet werden. Konkret heif3t dies, dass der
Ausgang von Anwendung A y, mit dem Eingang von An-
wendung B ug gleichgesetzt werden muss und umgekehrt.

)

Anwendung A

a0 = Aa x4 (0 + baua®)
Ya(t) = caxa(t) + dauy(t)

Gemeinsames
standardisiertes
Vokabular

Anwendung B

- xp(®) = 45 xp(0) + bgup(t)
ye(t) = cpxp(t) + dpup(t)

t

uy(t) = yp(t)

Abb. 4: Interaktion zwischen zwei Anwendungen mit standardisierten Vokabularen.


http://www.heppnetz.de/projects/eclassowl/
http://www.heppnetz.de/projects/eclassowl/

944 — M. Both et al., Semantische Interoperabilitit durch NLP

Dies geschieht entweder wahrend der Planung der Sys-
temkopplung oder im operativen Betrieb. Im homogenen
Sprachraum wird diese Abbildung erleichtert, indem sich
auf ein gemeinsames Vokabular geeinigt wird. Beispiel-
weise werden Regler- bzw. Systemeingdnge immer mit u
bezeichnet und die Ausgédnge mit y. Dies entspricht einem
gemeinsamen Vokabular. Eine Zuordnung kann deshalb
von beiden Seiten unabhdngig voneinander durchgefiihrt
werden.

Dieses Vorgehen ist auch das Grundprinzip der
Eingang-/Ausgangszuordnung bei der Interaktion zwi-
schen Verwaltungsschalen oder einer Anwendung mit Ver-
waltungsschalen. Wie in Abschnitt 2.1 beschrieben, sind
in Verwaltungsschalen eine sehr grofde Vielfalt von Daten
enthalten. Diese beziehen sich auf die Anwendungen (d. h.
auch auf die Parameter der Matrizen A, die Vektoren b und
¢ sowie den Wert d) sowie andere nicht-funktionale Be-
schreibungen, wie z. B. Typenschildinformationen, Zerti-
fikatsaussagen und vieles mehr. In der Matrix A und den
Vektoren b und c befinden sich Kenngrof3en des techni-
schen Systems, die in die Differentialgleichungen einge-
hen. In einem elektrischen RLC Netzwerk sind dies z. B. die
Widerstandswerte, Kapazitdten und Induktivitidten, Kabel-
langen und Kabeltypen sowie Stréme, Spannungen, Fre-
quenzen und Phasen. Diese Daten ergeben sich aus kon-
struktiven Daten und werden in Informationsmodellen ab-
gelegt. Die Identifikation der Ein- und Ausgdnge sowie
der konstruktiven Daten erfolgt, indem fiir jede Informati-
onseinheit eine Referenz auf eine Beschreibung in einem
Dictionary hinterlegt werden soll ((1) in Abbildung 5). Es

Dictionary
ECLASS
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entstehen Key-Value Paare, wie in Abschnitt 2.1. beschrie-
ben. Diese Dictionaries werden in verschiedenen Bran-
chen standardisiert, so z.B. beim VDMA (Verband Deut-
scher Maschinen- und Anlagenbau) und bei ECLASS, ei-
nem der weltweiten ISO/IEC-normenkonformer Industrie-
standard fiir die Klassifizierung und eindeutige Beschrei-
bung von Produkten und Dienstleistungen. Tauschen die
Verwaltungsschalen Nachrichten aus ((2) in Abbildung 5),
so beinhalten sie die auszutauschenden Daten mit Verwei-
sen auf die jeweiligen Beschreibungen in den Dictiona-
ries ((3) in Abbildung 5). Im Nachrichtenkasten von Ab-
bildung 5 ist im mittleren Teil diese Referenzierung, in
dem Beispiel auf ECLASS (,value“: ,,0173-1#02-BAB216"),
zu sehen. Hinter dieser Referenz befinden sich im ECLASS
Dictionary die Beschreibungsattribute, wie z. B. Datentyp,
Maf3einheit, erlaubter Wertebereich des Senkdurchmes-
sers und anderes mehr. So konnen die Anwendungen je-
weils die Zuordnung der Daten zu den Ein- und Ausgdn-
gen und zu den Parametern der Systemfunktionen intern
vornehmen.

Heterogene Sprachrdaume, d.h. Sprachrdume, die
nicht in den standardisierten Dictionaries erfasst sind, wie
sie beispielsweise in herstellerspezifische Beschreibungen
vorliegen, werden im aktuellen 14.0-Ansatz nicht erfasst.

2.3 Semantische Interoperabilitat

Allgemein wird semantische Interoperabilitdt als die Fa-
higkeit von Assets definiert, welche ihre Informationen
untereinander austauschen kénnen und verstehen, was

oﬁ- , /H\ﬂ

i 0

Anwendung

®

{0173-1#02-
BAB216....}

,submodelElements":[

,value“: ,,5",

Lwvalueld®: null,
,hasDataSpecification": null,
»semanticld*: {

Dictionary

Nachrichten zwischen den 14.0-Komponenten untereinander oder zu anderen Anwendungen
Jkeys™: [
{

,,conétraints“: 0,
LdShort": ,Senkdurchmesser,
.category“: ,CONSTANT",

}

Jtype’: ,Property”,

Local*: false,

»value“: ,,0173-1#02-BAB216",

Jindex“: 0,

LidType™: ,IRDI* } ] 1
Y

VDMA

Verwaltungsschale

Verwaltungsschale

" Hersteller B

Hersteller C

Abb. 5: Nutzung von Dictionaries zur Identifikation von Vokabularen bei 14.0 Komponenten.
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diese bedeuten [40]. Neben dem Verwenden einer eindeu-
tigen Semantik kann semantische Interoperabilitdt jedoch
ebenfalls durch eine Abbildung heterogener Semantik auf-
einander erreicht werden. Dies kann entweder durch eine
manuelle Ubersetzung oder ein automatisiertes Matching
erfolgen (Abbildung 6). Das Matching kann hierbei sowohl
bei horizontalen (zwischen 14.0-Komponenten, dargestellt
in Abbildung 6) als auch vertikalen (I4.0-Komponente
und Anwendung, dargestellt in Abbildung 2) Interaktio-
nen stattfinden.

14.0-Komponente

Vokabular
A

14.0-Komponente

Vokabular
B

Interaktion

Abbildung
Semantik

Abb. 6: Interaktion semantisch heterogener 14.0-Komponenten.

Die Ubernahme gemeinsamer Funktionen bedingt ei-
ne Abbildung der beiden Vokabulare A und B aufein-
ander. Hierzu kénnen Ontologien dienen, die Konzep-
te und Beziehungen innerhalb einer Doméne in struk-
turierter Form darstellen [47]. Um Ontologien aufeinan-
der abzubilden, konnen grundsatzlich verschiedene Me-
thoden verwendet werden. Eine Moglichkeit besteht dar-
in, die Ontologien mittels Linked Data Methoden zu ver-
kniipfen [3, 48]. Ein Beispiel fiir die Darstellung einer sol-
chen Vernetzung verschiedener Ontologien stellt die Lin-
ked Open Data Cloud dar [44]. Hierbei findet eine Ver-
kniipfung der einzelnen Objekte der Ontologien statt. Bei
einer Interaktion von I4.0-Komponenten, deren Ontologi-
en mittels Linked Data aufeinander abgebildet sind, kén-
nen die semantischen Verkniipfungen dieser automati-
siert untersucht und so ein Verstdndnis {iber die jeweili-
gen Ontologien hergestellt werden. Zur Realisierung von
Linked Data Modellen miissen die Ontologien analysiert
und Beziehungen zwischen einzelnen Entitdten angelegt
werden. Die Modularisierung moglicher Ontologien in all-
gemeine und doménenspezifische Ontologien erlaubt ei-
ne Hierarchisierung der Ontologien und so die Wiederver-
wendbarkeit allgemeiner Module [7]. In einem umfassen-
den I14.0-Wertschopfungsnetzwerk ist jedoch eine grofie
Anzahl an domédnenspezifischen Ontologien unterschied-
lichster Komponenten zu erwarten. Diese alle miteinan-
der zu verkniipfen, erfordert einen hohen Analyse- und
Engineeringaufwand, was den Einsatz solcher Modelle er-
schwert.

M. Both et al., Semantische Interoperabilitit durch NLP =—— 945

Automatisiertes semantic matching stellt eine weite-
re Abbildungsmoglichkeit dar. Das in dieser Arbeit an-
gewandte Verfahren hierzu basiert auf den natiirlich-
sprachigen Beschreibungen der Merkmale von Vokabula-
ren. Automatisiertes semantic matching erlaubt die kon-
figurationsfreie Ubersetzung von Vokabularen, da die
I4.0-Komponenten weder auf einem gemeinsamen seman-
tischen Standard basieren noch hdndisch miteinander ver-
kniipft werden miissen. Auf Basis des semantic matchings
konnen I4.0-Komponenten eine konfigurationsfreie Er-
kundung der anderen Teilnehmer eines 14.0-Netzwerkes
durchfiihren und mit diesen interagieren. Die Basis des
Verfahrens zum semantic matching in dieser Arbeit bilden
Konzepte des NLP.

2.4 Natural Language Processing

Das Ziel von NLP ist, dass Computer menschliche Spra-
che verstehen und darauf aufbauend Interaktionen reali-
sieren [25]. In den letzten Jahren wurden die Methoden zur
Extraktion von Wissen aus Text weiterentwickelt, sodass
dieses in unterschiedlichen NLP Anwendungen, wie Text
Classification oder Question Answering, verwendet werden
kann. Die hier entwickelte Modellarchitektur setzt sich aus
einem PLM und darauf aufbauenden SEs zusammen, vgl.
Abbildung 3.

2.4.1 Pretrained Language Models

Aktuelle NLP Methoden basieren haufig auf PLMs. Diese
Modelle werden auf grofien Mengen Text vortrainiert (pre-
training). State-of-the-art Modelle basieren auf der Trans-
former Architektur [45]. Das Transformer Modell setzt sich
aus einem Encoder und Decoder zusammen und eignet
sich besonders fiir sequence-to-sequence Aufgaben (z. B.
Ubersetzungen) [45]. Um die Transformer Architektur fiir
andere Aufgaben als Ubersetzungen zu verwenden, wer-
den fiir die heutigen Modelle entweder der Encoder [10, 27,
38, 26, 6] oder Decoder [51, 34, 35] eingesetzt. Ergebnis die-
ser Trainings sind Vektoren, welche Worter so reprasentie-
ren, dass sie semantische Bedeutungen und Beziehungen
der Worter enthalten. Diese word embeddings (WE) kénnen
fiir die Erkennung von Ahnlichkeiten von Beziehungen
verwendet werden, z.B. ob ein Wortpaar wie Berlin und
Deutschland die gleiche Beziehung hat wie Madrid und
Spanien. Vortrainierte WEs werden in einem zweiten Trai-
ningsschritt mit spezifischen Datensdtzen eines konkreten
Anwendungsfalls (Text Classification etc.) verfeinert (fine
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tuning) [32]. Diese Art des Trainings, pretraining auf allge-
meinen Texten und fine tuning auf spezifischen Datensat-
zen, wird als transfer learning bezeichnet [31] und in die-
sem Beitrag angewandt. Im weiteren Verlauf wird das vor-
trainierte Modell DistilBERT [38] verwendet.

2.4.2 Erweitertes pretraining auf fachspezifischer
Literatur

DistilBERT ist ein auf englischer Literatur in Form des
BooksCorpus [52] und dem englischen Wikipedia trainier-
tes Modell [38]. Die im NLP-Bereich verwendeten Anwen-
dungsfille und Benchmarks zur Evaluierung der PLMs
sind allgemeiner Natur. Um diese Anwendungsfille abzu-
decken, werden die Modelle auf einer méglichst breitge-
facherten Literatur trainiert. Untersuchungen [13] zeigen,
dass die PLMs fiir domédnenspezifische Anwendungsfal-
le auf spezifischer Literatur weiter trainiert werden kén-
nen. Die Ergebnisse der Untersuchungen zeigen, dass ei-
ne zweite Phase des pretrainings auf Texten der Doméne
des Anwendungsfalls zu besseren Ergebnissen fiihrt. So
wurde das vortrainierte PLM RoBERTa [27] auf Veroffent-
lichungen aus dem Bereich Computer Science weiter trai-
niert, was zu einer Erh6hung des Makro-F1 Wertes um 3,5
Prozentpunkte bei der SCIERC [28] Benchmark gefiihrt hat
[13].

2.4.3 Sentence Embeddings fiir Paraphrase
Identification

Paraphrase Identification (Detection) bezeichnet die Fahig-
keit eines Modells zu erkennen, ob zwei Sitze die gleiche
Bedeutung haben [42]. Ein Beispiel fiir eine solche Anwen-
dung ist der Quora Question Pairs (QQP) Datensatz, bei
dem vorhergesagt werden soll, ob Fragen die gleiche Be-
deutung haben oder nicht [24]. Verschiedene PLMs haben
hohe Genauigkeiten von bis zu 90 Prozent fiir diesen Da-
tensatz erzielt, unter anderem das Modell Sentence-BERT

14.0-Komponente

Vokabular
A

Interaktion

Matching Interaktions- Interaktionsprotokoll

Dienst manager manager

Interaktions- |Matching
Dienst
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[37]. Bei diesem Modell werden die WEs von BERT zu ei-
nem SE mit einer fixen Dimension zusammengefasst. Mit-
tels der Kosinus-Ahnlichkeit kann im Anschluss iiberpriift
werden, ob sich die SEs zweier Sitze dhneln. Dies ermog-
licht den Abgleich, ob eine Frage des QQP Datensatzes ein
Duplikat im Korpus hat oder nicht [37]. Neben dem ur-
spriinglichen Sentence-BERT wurden weitere Modelle trai-
niert, die auf unterschiedlichen PLMs basieren und mit
verschiedenen Datensitzen trainiert wurden [36].

3 Semantische Interoperabilitat
durch Methoden des Natural
Language Processing

Der aktuelle 14.0 Ansatz fiir Interoperabilitdt basiert auf
drei Grundsitzen: Einheitliche Struktur (Metamodell der
Verwaltungsschale), eindeutiges Vokabular (homogener
Sprachraum) und Dialoggestaltung (Interaktionsprotokol-
le).

Die entwickelte Methode setzt am Grundsatz des ein-
deutigen Vokabulars an. Zur Erweiterung der Interaktio-
nen von Verwaltungsschalen von homogener auf hetero-
gene Sprachrdaume erfolgt die Auspragung eines Matching
Dienstes fiir das semantic matching.

3.1 Matching Dienst der Verwaltungsschale

Abbildung 7 zeigt den grundlegenden Aufbau der Verwal-
tungsschale. Fiir die in Abbildung 6 abstrakt dargestellte
Interaktion und Abbildung der Semantik werden der In-
teraktionsmanager und Matching Dienst eingesetzt.

Die zwei Verwaltungsschalen der 14.0-Komponenten
interagieren miteinander. Hierbei kennen sie das Voka-
bular der jeweils anderen nicht, basieren somit auf he-
terogener Semantik. Damit semantische Interoperabilitét
zwischen den beiden hergestellt werden kann, wird ein

14.0-Komponente

Vokabular
B

Abb. 7: Interaktionsmanager mit Matching Dienst in der Verwaltungsschale.
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Matching der beiden Vokabulare benétigt. Fiir die Abwick-
lung der Interaktionen ist der Interaktionsmanager verant-
wortlich, welcher die eingehenden Nachrichten verarbei-
tet [46]. Die Abbildung der unbekannten Semantik auf die
eigene wird durch den Matching Dienst realisiert. Dieser
ist Teil des Interaktionsmanagers und bildet die eingehen-
den Nachrichten auf das eigene Vokabular, die Zielonto-
logie, ab. Hierdurch kann heterogene Semantik verarbei-
tet und der Ansatz des homogenen Sprachraums auf einen
heterogenen Sprachraum erweitert werden.

Als konkreter Anwendungsfall werden unterschiedli-
che Semantiken auf die Identifikation und Design Teilmo-
delle des Projektes Pumpe 4.0 [4] abgebildet.

3.2 NLP-Modell zur Abbildung heterogener
Semantik

Die Basis des Modells bildet das vortrainierte PLM Distil-
BERT. Durch ein erweitertes pretraining auf doméanenspe-
zifischer Literatur wird grundsatzlich eine Erh6hung der
Genauigkeit erreicht. Hierbei sind Vorhersagen der Ver-
such des Modells, ein unbekanntes Merkmal des Evalua-
tionsdatensatzes dem korrekten Merkmal in der Zielonto-
logie zuzuordnen.

Anzahl korrekter Vorhersagen

G igkeit =
enauistet Gesamtzahl der Vorhersagen

Das pretraining von DistilBERT wird mit ISO-
Standards, die Identifizierung und die Informationen
von Pumpen beschreiben, erweitert (Schritt 1 aus Abbil-
dung 3). Dieses Modell wird im Anschluss verwendet,
um mit Datensdtzen aus dem Bereich Paraphrase Identi-
fication verfeinert zu werden (Schritt 2 aus Abbildung 3).
Durch diesen Trainingsablauf erlernt das Modell die Se-
mantik des Anwendungsfalls (pretraining) und Methoden
zur Losung der Aufgabe des Paraphrase Identification (fine
tuning). Die Kombination aus pretraining und fine tuning
ermoglicht Zero-Shot-Learning hinsichtlich der eigentli-
chen Aufgabe. Zero-Shot-Learning bedeutet, dass kein fine
tuning mit einem Trainingsdatensatz des spezifischen An-
wendungsfalls stattfindet. Es wird lediglich ein Datensatz
zur Evaluation des Modells erstellt (Schritt 3 Abbildung 3).
Dieser enthdlt unterschiedliche Definitionen und Namen
fiir Merkmale aus dem Bereich Identifikation und Design
von Pumpen.

Die Auswahl der ISO Standards umfassen die Bereiche
Identifikation von Assets allgemein und spezifische Inhal-
te von Pumpen. Insgesamt bilden 303 Standards die Ba-
sis fiir das erweiterte pretraining [17, 18, 19, 20, 21, 22, 23].
Diese wurden in das XML-Format umgewandelt [12] und zu
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Textpassagen weiterverarbeitet, ohne Tabellen, Bildunter-
schriften oder Literaturangaben. Die extrahierten Passa-
gen wurden eingelesen, weiter gesdubert und in eine ein-
zelne Text-Datei geschrieben. Auf diesem Text wurde das
durch [50] zur Verfiigung gestellte DistilBERT Modell wei-
tertrainiert.

Die Texte der Standards ergeben drei Millionen To-
kens. Tokens reprasentieren Worter oder Teile von Wor-
tern. Fiir die Tokenisierung wurde das WordPiece Modell
verwendet [30]. Die Tokens wurden in das Modell inner-
halb von Sequenzen eingelesen. Untersuchungen [27] zei-
gen, dass die hochste Genauigkeit erzielt wird, wenn satz-
iibergreifende Sequenzen eingelesen werden. In das Mo-
dell werden Sequenzen von 400 Tokens eingelesen. Mit ei-
ner Batch-Size von acht sowie zwolf Durchgédngen und ei-
ner Gradienten-Akkumulation von zwei ergeben sich 5.724
Schritte fiir das Training des Modells. Das trainierte Mo-
dell, ISO-DistilBERT, wurde im weiteren Verlauf verwen-
det, um SEs zu trainieren.

Fiir das Training der SEs wurde [36] und die Daten-
sdtze MultiNLI [49], STS-Benchmark [5] und QQP [24] ver-
wendet. Die drei Datensitze werden haufig eingesetzt, um
im Bereich Paraphrase Identification neue Modelle zu trai-
nieren. Da fiir den Anwendungsfall der semantischen In-
teroperabilitidt von 14.0-Verwaltungsschalen aktuell keine
Datensétze fiir ein fine tuning zur Verfiigung stehen, wur-
den diese allgemeinen Datensdtze verwendet. Hierdurch
erlernt das Modell die Aufgabe des Paraphrase Identifica-
tion und kann diese auf den konkreten Anwendungsfall
adaptieren. Das Modell wurde nacheinander mit den drei
Datensatzen verfeinert, sodass zum Abschluss das Modell
ISO-DistilBERT-SE erstellt wurde.

4 Evaluation und Diskussion

Zur Evaluierung des Modells wurde ein Datensatz erstellt,
der als Basis 39 Merkmale aus den Teilmodellen Identifika-
tion und Design der Teilmodelle fiir Pumpen als Zielonto-
logie verwendet [4]. Fiir das Matching wurden ausschlief3-
lich die Namen und Definitionen der Merkmale verwen-
det. Fiir jedes Merkmal wurden bis zu elf Paraphrasen, be-
stehend aus Name und Definition, erstellt (Auszug in Ta-
belle 1).

Insgesamt wurden 406 Paraphrasen der 39 Merkma-
le erstellt. Um zu vergleichen, ob das pretraining auf den
Standards einen positiven Effekt auf das Ergebnis hat,
wird das Modell ISO-DistilBERT-SE mit DistilBERT-SE [36]
verglichen. Bei diesem Modell wurde das allgemeine Distil-
BERT Modell mit den drei Datensdtzen fiir SEs verfeinert
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Tab. 1: Beispiele fiir Paraphrasen der Merkmale der Teilmodelle.
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Merkmal aus der Zielontologie

Beispiel Paraphrase

Name Definition

Name Definition

Name of product Product designation under which the
device is marketed

Manufacturer Name of the manufacturer of a device
Maximum allowable

ambient temperature

Highest allowable ambient temperature
for which the equipment (or any part to
which the term refers) is suitable

Optimum rate of flow Rate of flow at the point of best efficiency

Product title Title under which the product is known

Producer Company or organization that transforms
raw material into a product

Maximum temperature that may be
present in the immediate exterior
environment of the operation resource.
This is the maximum environmental
temperature not ever to be exceeded in
which the operating resource can be
operated without permanent changes in
its characteristics

Optimum volume flow of a component

Highest permissible
ambient temperature

Best volume flow

Name of the
manufacturer

|4.0-K0mponente of a device

f

ISODistiIBERT-SE

f

Company or organization
that transforms raw
material into a product

Interaktions- |Matching

manager Dienst

Definition Name

Manufacturer

Producer

Vokabular A

Vokabular B

Abb. 8: Matching heterogener Semantik innerhalb des Matching Dienstes.

(Abbildung 3). Der Evaluationsdatensatz kann als fiir Ver-
waltungsschalen unbekanntes Vokabular angesehen wer-
den.

Ein Beispiel fiir den Ablauf innerhalb des Matching
Dienstes zeigt Abbildung 8. Der in Abbildung 7 eingefiihr-
te Matching Dienst wird durch das ISO-DistilBERT-SE Mo-
dell implementiert. Die Verwaltungsschale bildet die Se-
mantik des unbekannten Vokabulars B auf ihr eigenes ab,
beispielhaft dargestellt durch die Definition und den Na-
men des Producers, die auf das eigene Merkmal (Manu-
facturer) abgebildet werden. Hierfiir durchlaufen sowohl
die eigenen Merkmale als auch die unbekannten Merkma-
le den Matching Dienst.

Von den 39 Merkmalen des eigenen Vokabulars A wer-
den zundchst 39 SEs gebildet. Hierbei durchlaufen Name
und Definition der Merkmale getrennt das Modell, sodass
sich zwei Vektoren bilden. Diese werden im Anschluss mit-
einander zu einem SE verkettet. Ebenso durchlaufen die
406 Paraphrasen das gleiche Modell. Fiir jede dieser SEs
wird die Kosinus-Ahnlichkeit mit den 39 SEs des Korpus
berechnet. Das jeweilige Paar mit der hdchsten Ahnlich-

keit wird von dem Modell als Paraphrase klassifiziert. Zur
Bewertung von ISO-DistilBERT-SE und DistilBERT-SE wird
die Bewertungsmetrik Genauigkeit verwendet. Bei dem
allgemeinen Modell DistilBERT-SE wurde fiir den Evalua-
tionsdatensatz eine Genauigkeit von 91,87 % erreicht. Bei
dem auf Normen vortrainierten Modell ISO-DistilBERT-SE
wurde eine Genauigkeit von 94,33 % erreicht, was einer
Steigerung von 2,46 Prozentpunkten entspricht.

Die Ergebnisse zeigen, dass der Einsatz der SEs gut
funktioniert, um die Ahnlichkeit von Merkmalen auf Ba-
sis des Namens und der Definition zu bestimmen. Dies
zeigt die erreichte Genauigkeit von 91,87 % des allgemei-
nen Modells. Auflerdem zeigt das Ergebnis, dass trans-
fer learning angewendet werden kann. Das Modell wurde
mit keinen Daten aus dem Evaluationsdatensatz trainiert,
sondern hat diese lediglich fiir die Evaluation verwendet.
Hierdurch wurde Zero-Shot-Learning ermdglicht, was bei
Anwendungsfallen ohne grofie Datenmengen relevant ist.
Die Verbesserung der Genauigkeit um 2,46 Prozentpunk-
te des ISO-DistilBERT-SE zeigt aufierdem, dass das pretrai-
ning mit internationalen Standards zu Erfolg gefiihrt hat.
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Durch die so erlernte Semantik der technischen Doma-
ne konnte das Modell Ahnlichkeiten von Definitionen und
Namen der Merkmale besser erkennen.

Die entwickelte Methode bildet die Basis fiir Interak-
tionen von semantisch heterogenen Verwaltungsschalen.
Durch die automatisierte Abbildung unbekannter Seman-
tik auf eine Zielontologie wird ein Beitrag zu Interopera-
bilitdt von Verwaltungsschalen geleistet. Ein einheitliches
Vokabular oder die hdndische Verkniipfung unterschied-
licher Vokabulare ist nicht notwendig.

5 Fazit

Die Ergebnisse erweitern den aktuellen 14.0-Forschungs-
ansatz zur Interaktion von semantisch homogenen auf se-
mantisch heterogene Verwaltungsschalen. Hierzu wurden
NLP-Methoden verwendet, um ein automatisiertes seman-
tic matching auf eine Zielontologie zu realisieren. Die er-
reichte Genauigkeit von 94 % zeigt, dass die entwickelte
Methodik ein vielversprechender Ansatz ist, um semanti-
sche Interoperabilitdt zu erreichen. Zur Akzeptanz in der
Praxis muss die Genauigkeit des Modells jedoch weiter er-
hoht werden. Diese reicht bspw. zur Anwendung in auto-
matisierungstechnischen Funktionen wie der Prozessfiih-
rung nicht aus. Auflerdem stellt der betrachtete Anwen-
dungsfall, Identifikation und Design Merkmale von Pum-
pen, nur einen kleinen Ausschnitt der etwaigen Merkmale
von [4.0-Komponenten dar. Fiir konkrete Anwendungssze-
narien, wie ein umfangreiches Plant Asset Management,
miissen mehr Merkmale in der Zielontologie abgebildet
werden. Zudem wurde das Modell nur auf einem kleinen
Ausschnitt internationaler Normen trainiert. In weiteren
Schritten wird das pretraining auf mehr Normen durch-
gefiihrt, der Zielontologie werden mehr Merkmale hinzu-
gefiigt und der Evaluationsdatensatz wird erh6ht. Die Er-
gebnisse werden in relevante Spezifikationsarbeiten ein-
gespeist, um den Interaktionsmanager der Verwaltungs-
schale um einen semantic matching Dienst zu erweitern.

Finanzierung: Die Autoren bedanken sich fiir die finanzi-
elle Unterstiitzung durch die KSB-Stiftung in dem Projekt
Automatische Interaktion von semantisch heterogenen In-
dustrie 4.0-Verwaltungsschalen durch generische Uberset-
zungsmechanismen auf Basis von Methoden des Natural
Language Processing (1.1359.2020.1).
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