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Abstract 
Computer image analysis techniques used for identifying textile products, especially 
linear textile products, are presented in this paper, together with a brief review of the 
historical development of these methods. Automatic and semi-automatic image correction 
methods are described, which are often applied for identification of linear textile products, 
and can also be used to identify spliced yarn-end connections. 
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Introduction 
The dynamic development of computer techniques creates broad possibilities for their application, 
including identifying and measuring the geometrical dimensions of very small objects including textile 
objects. Using digital image analysis permits a more detailed analysis of such basic structural 
parameters of linear textile products as thickness, hairiness and number of twists. What is more, this 
technique also enables the estimation of other characteristic features of the external structure of linear 
textile products, such as twist parameter and linear density coefficient [6]. The process of identifying 
structural yarn parameters is a significant problem, in the light of both hitherto conducted scientific 
investigations and current industrial practice. On the basis of the literature considering this problem, 
we can state that the image processing technique enables images of longitudinal & transversal cross-
sections of fibres to be obtained, the fibres’ diameters to be further assessed, and images of linear 
textile products create which allow the observation of possible yarn faults and the determination of 
their causes. The images obtained can help to create two-dimensional and three-dimensional textile 
products, including images of spliced yarn-end connections and estimates of their correctness. On the 
basis of the literature, it can also be concluded that digital image processing of the textile products’ 
images mainly considers the computer processing of 2D-images. 
 

Basic concepts used for digital image processing 
The digital analysis of two-dimensional images is based on processing the image acquirement, with 
the use of a computer. The image is described by a two-dimensional matrix of real or imaginary 
numbers presented by a definite number of bytes [1]. The system of digital image processing may be 
presented schematically as shown in Figure 1. 
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Figure 1. Scheme of the sequence of the basic functions realised by a typical digital image processing system [1] 
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Digital image processing includes: 
• image acquirement and modelling, 
• image quality improvement and highlighting its distinguishing features, 
• reinstating the desired image features, and 
• compression of image data. 

 
Image modelling [1] is based on digitising the real image. This process consists of sampling and 
quantifying the image. The digital image can be described in the form of a two-dimensional matrix, 
whose elements include quantified values of the intensity function, referred to as grey levels. The 
digital image is defined by the spatial image resolution and the grey level resolution. The smallest 
element of the digital image is called the pixel. The number of pixels and the number of brightness 
levels may be unlimited, although while presenting computer technique data it is customary to use 
values which are multiplications of the number 2, for example 512×512 pixels and 256 grey levels. 
 
Image quality improvement and highlighting its distinguished features are the most often used 
application techniques for image processing. The process of image quality improvement does not 
increase the essential information represented by the image data, but increases the dynamic range of 
selected features of the acquired object, which facilitates their detection. 
 
The following operations are carried out during image quality improvement: 

• changes of the grey level system and contrast improvement, 
• edge exposition, 
• pseudo-colorisation, 
• improvement of sharpness, 
• decreasing the noise level, 
• space filtration, 
• interpolation and magnification, and 
• compensation of the influence of interference factors, e.g. possible under-exposure. 

 

Methods of image correction 
The histogram method is one of the simplest image correction procedures. Woźnicki [1] defined a 
histogram as a statistic distribution of particular grey level features occurring in the digital image. This 
procedure is used mainly for increasing contrast, raising the shade of over-exposed images, and 
highlighting under-exposed images [1]. The modification of a histogram changes the histogram edge’s 
function. An example of applying this method for levelling a histogram is presented in Figures 2 and 3. 
The method of averaging a histogram is often used by intuition. 

 

    
 

Figure 2. Image of a woven fabric before the procedure 
of levelling the histogram (elaborated by the authors) 

Figure 3. Image of the woven fabric from Figure 2 after 
the operation of levelling the histogram (elaborated by 

the authors) 
 

Another method of image correction is averaging the brightness function, which is called the averaging 
mask procedure. Applying this procedure results in substituting the primary brightness of the given 
pixel by the average brightness of a selected surrounding. This procedure aims to eliminate the small 
deformations which are manifested when exposed points or spots occur [1]. The use of the averaging 
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mask procedure in digital image processing increases the sharpness of the objects’ shapes. The result 
of using such a mask is shown in Figure 4. 

 

 
 
Figure 4. Image of the woven fabric from Figure 2 after 
the operation of levelling the histogram and using the 
procedure of the averaging mask (elaborated by the 

authors) 

 

 
Median filtration refers to the option of averaging the brightness function, and is based on a different 
rule of determining the new pixel value than is done in the averaging mask procedure. The median 
filtration is not based on using the average pixel value of a selected surrounding, but accepts the 
nearest brightness value which exists in the given surrounding. The median filtration stresses and 
marks off the contours existing in the image. An example of the application of this procedure is 
presented in Figure 5. By using the median filtration together with averaging filters, we can obtain 
better effects than without these filters, as averaging increases the efficiency of contour allocation. The 
median filter may be used at all colour modes, with the exception of the 48-bit RGB mode, the 16-bit 
grey range, the colour mode with palette, and the black-and white mode. 
 

    
 

Figure 5. Image of the woven fabric from Figure 2 after 
the median filtration operation (elaborated by the 

authors) 

Figure 6. Image of the woven fabric from Figure 2 after 
the threshold procedure (elaborated by the authors) 

 
The threshold procedure, which is one of the gradient methods, is used for extracting the contours 
from the image analysed. It is based on changing the brightness function value of the particular image 
pixels. Many kinds of mask can be used for applying gradient methods. The Laplace filter is an 
example of a gradient filter which enables a contour to be extracted, while at the same time it 
maintains the previous brightness inside the marked–off area. The grey-scale thresholding process 
enables image segmentation. It can be carried out by applying a process in which the grey level of the 
surface of the image analysed is compared with a defined grey level. As the result of this comparison, 
every area is accepted as white, if its grey level is higher than that of the defined threshold, and as 
black, if the grey level is smaller than the value of the defined threshold. The threshold procedure 
enables boundary brightness values to be determined and set, in other words, setting a threshold. 
Pixels with values higher or lower than the threshold value are projected as white or black depending 
on the selected option. The remaining pixels are not changed, and maintain their previous colour. The 
option of ‘both levels’ causes all pixels to change into white or black, according to the value relation of 
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their brightness to the threshold value defined. The threshold can be determined for the whole mask of 
the image analysed or for a selected colour channel only [2]. An example of applying the threshold 
procedure is presented in Figure 6. 
 
Autocorrelation is a different image processing technique, which combines all the analysed image 
fragments, and is often used to characterise repeated mask structures of the image analysed. 
Applying autocorrelation creates the possibility to determine the average dimensions of repeated units 
of the object’s analysed mask. This technique makes it easy to reproduce the repeated pixel units in 
relation to the whole image analysed [3]. An image processed by this procedure is presented in  
Figure 7. 
 
Frequency methods, in turn, are based on modification of the Fourier transform of the intensity 
function. An improvement of the analysed image is obtained by determining the reverse transform. 
Frequency methods require great calculation power, as filtration includes all the points of the image in 
the frequency space, and not only some limited surrounding of the given pixel. Frequency methods 
enable such factors to be eliminated or compensated, such as illumination inhomogeneity and the 
geometrical faults of the image acquirement path. Application of low-pass and high-pass filters 
enables the intensity function and contour underlining to be smoothed out. An example of applying this 
method is presented in Figure 8. 
 

    
 

Figure 7. Image of the woven fabric from Figure 2 after 
application the technique of integrating the object’s 

mask structure by the autocorrelation procedure 
(elaborated by the authors) 

Figure 8. Image of the woven fabric from Figure 2 after 
application of the frequency method based on the 

Fourier transform (elaborated by the authors) 

 
 

Erosion and dilatation are among the commonly applied morphological operations used to correct the 
image analysed. The correction procedure of erosion and dilatation is based on adding or eliminating 
pixels from the mask of the binary image, according to the rules formulated on the basis of standards 
obtained from neighbouring pixels. An example is shown in Figure 9. 

 

 
 
Figure 9. Image of the woven fabric from Figure 2 after 
application of the erosion and dilatation procedure on 

the mask previously processed by the threshold 
procedure (elaborated by the authors) 
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Reinstating desired image features 
Reinstating desired image features [4] is connected with eliminating and minimising any image 
features which lower its quality. Acquiring images by optical, opto-electronic or electronic methods 
involves the unavoidable degradation of some image features during the detection process. 
Aberrations, internal noise in the image sensor, image blurring caused by camera defocusing, as well 
as turbulence and air pollution in the surrounding atmosphere may cause a worsening of quality [1]. 
Reinstating the desired image features differs from image improvement, whose procedure is related to 
highlighting or bringing to light the distinctive features of the existing image. Reinstating the desired 
image features mainly includes the following corrections: 

• reinstating the sharpness lowered as the result of disadvantageous features of the image 
sensor or its surrounding, 

• noise filtration, 
• distortion correction, and 
• correction of sensors’ nonlinearity 

 

Image data compression 
Image data compression [1] is based on minimising the number of bytes demanded for image 
representation. The compression effect is achieved by transforming the given digital image to a 
different number table in such a manner that the preliminary information amount is packed into a 
smaller number of samples. 
 

Application of image processing techniques to analyse and recognise objects 
On the basis of a review of the literature, it can be stated that the image processing technique is 
based on using analogue and digital optoelectronic devices and systems which allow an image with 
special information distribution to be placed at the input or output of the system. Independently of 
analogue and digital image processing units, the image processing technique includes image 
recognition and computer graphics. The image analysis and recognition is connected with image 
detection and processing, its projection, transmission and information storage, as well as image 
recognition and generation [5]. The broad interdisciplinary field of image techniques includes more and 
more subsequent areas of theoretical and experimental knowledge, of constructional, technological, 
system, hardware, and software experience. The dynamic development of the image processing 
technique means that application of this technique is broadened, and covers other areas of science, 
including textile science, which results from significant development into fields such as material 
engineering and technology, as well as digital techniques and computer engineering. 
 
Image processing is not a new field of processing techniques. During the long preliminary period, 
optics had a fundamental impact on the formation and development of this field of science. At present, 
informatics (information science and technology) and microprocessing technology have broadly 
influenced the rapid development of the image processing technique. 
The image processing technique includes the following notions: 

• image processing, which includes changing the image or sequences of this image, 
characterised by certain features, into images of other desired features, 

• image recognition, with the aim of identifying selected image features and objects which are 
the subject of interest; image recognition enables image selection, and 

• computer graphics with the aim of creating images on the basis of the assumed description. 
 

A brief historical review of image processing techniques designed for 
identifying textile fabrics 
Digital analysis can be applied for identifying and measuring the geometrical dimensions of textile 
objects with very small dimensions; in particular it enables the structure of the objects investigated to 
be analysed. The process of identifying structural parameters is an essential matter when considering 
the methodical analysis of scientific investigations, as well as from the point of view of industrial 
practice [6, 7]. On the basis of the literature connected to this problem, we can state that the image 
processing technique enables pictures of objects, longitudinal and perpendicular fibre cross-sections 
to be prepared, and on the basis of the latter, that fibre diameters can also be determined. In turn, it is 
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possible to prepare views of linear textile objects in order to observe possible yarn faults and 
determine the reasons why they occur, especially views of yarn end joints, and on this basis it is 
possible to estimate their correctness. By using this technique, researchers can measure the basic 
structural parameters of linear textile products, such as thickness, hairiness, and number of twists [6]. 
The technique discussed also enables images of flat and three-dimensional textile objects to be 
prepared. 
 
Pohole [7] first applied digital computer image analysis in the textile field. In the 1970s, he used it to 
estimate the cross-section areas of wool fibres. New ways of applying the image processing 
techniques created possibilities of analysing results of measurements of fibres’ cross-section areas, 
estimating the irregularities of fibre blending on the surface of yarn blends, of cotton maturity, and of 
damage to wool fibres. These problems have been the subject of research carried out by Berlin, 
Worley, Raey [8], Thibodeaux, Evans [9], Watanabe, Kurosaki, Konoda [10], Zhao, Johnson, Willard 
[11], Żurek, Krucińska, and Adrian [12], among others. The quick development of image processing 
techniques in the 1990s paved the way for research into new procedures of this analysis. 
 
A new quality of the digital image analysis is characterised by the works of Wood [13], and Wu, 
Pourdeyhomi & Spivak [14], who tested and estimated carpets during usage. These researchers used 
frequency methods based on the Fourier transform for image analysis. Thanks to this new procedure it 
became possible to identify structural faults. 
 
An algorithm for image digitisation, which served to estimate morphological nonwoven features such 
as porosity, fibre orientation distribution in the nonwoven, and estimation of the fibres’ regularity 
distribution in webs has been developed by Huang and Bresee [15]. These researchers also applied 
an automatic measurement process based on the procedure of image correction by using the 
procedure of grey scale thresholding. 
 
Zhang and Bresee [16] compared various image analysis techniques aimed at recognising and 
classifying two kinds of faults, those of yarn joints and thick places occurring in woven fabrics. They 
applied image segmentation using threshold values of the object’s mask. Independently, they also 
carried out procedures of image quality improvement using correction operations such as histogram 
levelling, autocorrelation, erosion, and dilatation. They stated that applying image correction with the 
use of the method of statistically determining the image’s grey level (threshold procedure) is more 
efficient than morphological operations using simple procedures of removing the differences of the 
object’s mask by erosion or dilatation. According to Zhang and Bresee, applying morphological 
methods for the image processing technique requires greater calculation power compared with using 
the statistical methods, considering the higher quality of processing the image mask which is 
demanded. 
 
Describing Polish achievements, it should first be stated that Cybulska [6], [17] and Masajtis [18-19] 
developed an image digitisation algorithm used for estimating the surface of threads. 
 
Cybulska [6], [17] also proposed her own methods for estimating yarn structure using digital image 
analysis. She carried out an assessment of the yarns’ basic structural parameters such as thickness, 
hairiness, and twist, applying the image processing technique expanded by numerical methods. The 
method proposed enabled numerical structural characteristics to be obtained at every point of the yarn 
length, as well as acceptable average values and dispersion measures for the yarn’s structural 
parameters. 
 
The team directed by Krucińska [20] elaborated a digitisation algorithm serving for web estimation. 
 
In turn, Kopias, Mielicka and Stempień [21] used image digitisation to  evaluate pneumatically spliced 
polyurethane and textured yarns. For the image digitisation they applied a method based on a scanner 
connected to a computer stand equipped with software programs designed for automatic object 
recognition. Abnormalities in the automatic image recognition process were eliminated manually. 
 
The segmentation technique, which joins the level of preliminary image processing with the analysis 
thresholds of the particular objects, is used in the computer image analysis. It enables the selection of 
image areas which fulfil the defined homogeneity criteria of the mask; this means distinguishing 
objects in the digitisation process which differ from the background. A comparative analysis of 
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selected segmentation methods based on the colour intensity gradient was carried out by Krucińska 
and Graczyk [22], who measured the area of the fibres’ surface. Based on Materka’s investigations 
[23], they measured the number of pixels which belonged to the given object, and next multiplied that 
by the real area in pixels. The analysis indicated that the segmentation based on the intensity colour 
gradient of neighbouring pixels yields an almost identical result to manual segmentation. This results 
from the similar working principle of both the algorithms and the human mind, as a human who looks 
at an object distinguishes its boundary firstly at places characterised by the greatest changes in colour 
intensity. According to Woźnicki [1], the resolution of the electronic path of the mask’s image 
digitisation has the greatest influence on the final resolution of the digital image and the digitisation 
process, and the resolution of the optical system only to a lesser degree. Woźnicki, in his book on the 
basics of image processing technique [1], also describes the sources of errors of the image 
acquirement, indicating the need for special attentionto be paid to image geometry errors. These 
errors are especially important in the sampling processing; they lie in a deformation of the rectangular 
net accepted as the test image, and represent the distortion aberration. The greatest image 
deformations occur at the image border, and this is the reason that the measurements should be 
performed in the middle of the image. The illumination also has a great influence on the quality of the 
digital image acquirement. According to Kopias and Jurasz [24, 25], while measuring the geometry of 
textiles, it is most advantageous to analyse images of flat structures obtained by illumination with 
reflected and transmitted light. Using optical systems with CCD transducers enables the best results to 
be obtained by image re-acquirement; deformations can occur only at the margins of the image mask. 
According to Tadeusiewicz and Korohoda [26], the image’s non-linearity can be corrected by special 
software, which would (after the transducer) experimentally correct the coordinates, using standards 
or combining these both methods. Investigations into the geometry of standard objects and estimation 
of their inhomogeneity have been carried out by Perzyna, who described these problems in his Ph.D. 
thesis [27]. 
 

Conclusions 
The development of computer techniques offers many opportunities for its applying in textile science 
and practice. Use of computer image analysis, among other techniques, has enabled the identification 
of geometrical dimensions of very small textile objects. Using image correction techniques allowed the 
elimination of structural faults in the fabric which earlier would have been ignored. Applying image 
correction techniques enables a detailed identification of the structure and geometry of linear textile 
fabrics. Elaborating the digitisation algorithm, combined with numerical methods, allows the numerical 
characteristics of a textile product’s structure to be obtained. 
 
On the basis of an analysis of the hitherto applied digital image analysis methods in textile science 
and practice, and as a result of many attempts, the authors have developed an original method of 
digital image analysis designed for estimating the parameters of spliced yarn-end joints. The 
procedure of digital image analysis used enabled the estimation of the parameters of the external 
structure of spliced yarn-end joints of unlimited length, together with numerical characteristics. The 
microphotos obtained as a result of the computer image analysis may serve for further investigations 
into the estimation of the quality of the spliced yarn-end joints, and could allow a quick recognition of 
the possible inaccuracies of the process of joining yarns without knots. 
 

References  
1. Woźnicki, J. ‘Podstawy techniki przetwarzania obrazu’, Wydawnictwa Komunikacji i Łączności, 

Warszawa 1996r. 
2. www.corel.com 
3. Zhang Y.F., Bresee, R. R.  ‘Fabrik Detection and Classification Using Image Analysis’, Textile 

Research Journal, 65, 1, 1995, pp.1-9. 
4. Katsaggelos A. K. (ed.), Digital Image Restoration. Springer-Verlag, Berlin 1991. 
5. Górkiewicz-Gulwas, H., Woźnicki, J., ‘Contemporary significance of the ‘image technique’ 

notion and its relation to other notions connected with them (in Polish)’, Kwartalnik Elektroniki i 
Telekomunikacji, 41, 1995, pp.131. 

6. Cybulska, M., ‘Analysis of Warp Destruction in the Process of Weaving Using the System for 
Assessment of the Yarn Structure’, Fibres & Textiles in Eastern Europe, vol. 5, No 4., 1997, 
pp. 68 – 72. 



AUTEX Research Journal, Vol. 6, No 1, March 2006 © AUTEX 

http://www.autexrj.org/No1-2006/0199.pdf 47 

7. Pohle E., Interlaboratory Test for Wool Fineness Using the PiMc.’, J. Testing Eval., 3, 1975, 
pp. 24-26. 

8. Berlin J., Worley S., Ramey H., ‘Measuring the Cross-Sectional Area of Cotton Fibers with an 
Image Analyzer’, Textile Research Journal, 51, 1981, pp. 109-113. 

9. Thibodeaux D., Evans J., ‘Cotton Fiber Maturity by Image Analysis’, Textile Research Journal, 
56, 1986, pp. 130-139. 

10. Watanabe A., Kurosaki S., Konoda F. ‘Analysis of Blend Irregularity in Yarns Using Image 
Processing’, Textile Research Journal, 62, 1992, pp. 729-735. 

11. Zhao W., Johnson N., Willard A., ‘Investigating Wool Fiber Damage by Image Analysis’ Textile 
Research Journal, 56, 1986, pp. 464-466. 

12. Żurek W., Krucińka I., Adrian H. ‘Distribution of Component Fibers on the Surface of Blend 
Yarns’ Textile Research Journal, 52, 1982, pp. 473-478. 

13. Wood E. ‘Applying Fourier and Associated Transforms to Pattern Characterization in Textiles’, 
Textile Research Journal, 60, 1991, pp. 212-220. 

14. Wu Y., Pourdeyhimi B., Spivak M. ‘Texture Evaluation of Carpets Using Image Analysis’ , 61, 
1991, pp. 407-419. 

15. Huang X., Bresee R., ‘Characterizing Nonwoven Web Structure Using Image Analysis 
Techniques’, INDA, 5, 1993, pp. 143 – 21. 

16. Zhang Y. F., Bresee R.R., ‘Fabric Defect Detection and Classification Using Image Analysis’, 
Textile Research Journal, 65, 1995, pp. 1 – 9. 

17. Cybulska M., ‘Assessing Yarn Structure with Image Analysis Methods’, Textile Research 
Journal, 69, 1999, pp.369-373. 

18. Masajtis J., Cybulska M., ‘Computer estimation of the thread twist’ (in Polish), Proceedings of 
the IMTEX’ 95 International Scientific Conference, Technical University of Łódź, 22 – 23 May 
1995. 

19. Masajtis J., ‘Thread Image Processing in the Estimation of Repetition of Yarn Structure’,  
Fibres & Textiles in Eastern Europe, vol. 10, No. 4, 1997, pp.68-72. 

20. Krucińska I., Kruciński S., ‘Evaulating Fibrous Architecture of Nonwovens with Computer-
Assigned Microscopy’, Textile Research Journal, 69, 1999, pp. 363-369. 

21. Kopias K., Mielicka F., Stempień Z., ‘An attempt to estimate spliced yarn using computer 
image analysis’ (in Polish’, IMTEX’ 98 International Scientific Conference, Technical University 
of Łódź, June 1998. 

22. Krucińska I., Graczyk M., ‘Review of selected methods of image analysis used for quality 
estimation of fibres and yarns (in Polish)’, Proceedings of the 2nd Scientific Conference of the 
Textile faculty of the Technical University of Łódź, 1999, J-22, pp. 5 – 8. 

23. Materka A., ‘Elementy cyfrowego przetwarzania i analizy obrazów’ PWN, Warszawa 1991. 
24. Jurasz J., ‘Estimation of the woven fabric structure during the weaving process (in Polish)’, 

Przegląd Włókienniczy, No. 6, 1994, pp.235 – 237. 
25. Jurasz J., ‘Application of the stereophotogrammatry method for identification of structure 

distortions of raw fabrics’ (in Polish), Przegląd Włókienniczy, No. 7, 1994, pp.269 – 274. 
26. Tadeusiewicz R., Korohoda P., ‘Komputerowa analiza i przetwarzanie obrazów’, 

Wydawnictwo Fundacji Postepu Telekomunikacji , Kraków 1997. pp. 243-265. 
27. Perzyna M. Integrated estimation method of geometrical and mechanical properties of knitted 

fabrics by a system computer image analysis (in Polish). Ph.D. thesis, Technical University of 
Łódź, Branch in Bielsko-Biała, 2000. 

28. Bissman D., ‘Knotfree – Yarn joins by splicing’, Int. Textile Bull. Spinning, No. 3, 1981. 
29. Mashaly, R., Helw, E. El-Aki, K., ‘Factors Affecting Spliced Yarn Quality’, India. Textile J. 

Journal, 8, 1990, pp. 60-64. 
30. Cheng K.P.S., H..L.. Lam H.L., ‘Physical Properties of Pneumatically Spliced Cotton Ring 

Spun Yarns’ – Textile Research Journal, 70, 2000, pp. 1053-1057. 
31. Cheng K.P.S., H..L.. Lam H.L., ‘Strength of Pneumatic Spliced Polyester/Cotton Ring Spun 

Yarns’, Textile Research Journal, 70, 2000 pp. 243-246. 
32. Cheng K.P.S., Chan, K.K., How Y.L. and Lam H. L. I., ‘Spliced Yarn Qualities—Breaking 

Strength and Flexural Rigidity of Spliced Yarns’, Textile Asia 5, 1997, pp.45-47. 
33. Drobina R., Machnio M., ‘Estimation of the properties of spliced combed woollen yarn-ends’ 

(in Polish), Przegląd Włókienniczy i Technik Włókienniczy, vol. 54, No. 10, 2000, pp.3 –7. 
34. Drobina R., Machnio M., ‘Visual estimation of spliced combed woollen yarn-ends’ (in Polish), 

Przegląd Włókienniczy i Technik Włókienniczy, vol. 55, No. 1, 2001, pp. 12 – 14. 
35. Gebald G., ‘Splicing technology in auto-winding’, Textile Month, 7,1982.  



AUTEX Research Journal, Vol. 6, No 1, March 2006 © AUTEX 

http://www.autexrj.org/No1-2006/0199.pdf 48 

36. Kaushik R.C.D., Hari P.K., ‘Performance of spliced yarn in warping and weaving’, Textile 
Research Journal, 57, 1987, pp.670. 

37. Kuo Hung-Feng Jeffrey, Lee Ching-Jeng, ‘A Back-Propagation Neural for Recognizing Fabric 
Defects’, Textile Research Journal, 73, 2003, pp. 147-151. 

38. Chen, P. W., Liang, T. C., Yau, H. F., ‘Classifying Textile Faults with a Back-Propagation 
Neural Network Using Power Spectra’, Textile Research Journal 68, 1998, pp. 121-126. 

39. Cheng K.P.S., Lam H.L.L.., ‘Evaluating and Comparing the Physical Properties of Spliced 
Yarns by Regression and Neural Network Techniques’, Textile Research Journal 73, 2003, 
pp. 161-164. 

40. Huang Chang-Chiun, Chen I-Chun, ‘Neural-Fuzzy Classification for Fabric Defects’, Textile 
Research Journal 71, 2001, pp. 220-224. 

41. Chiu Shih-Hsuan, Chen Hung-Ning, Chen Jyh-Yeow., ‘Appearance Analysis of False Twist 
Textured Yarn Packages Using Image Processing and Neural Technology’ , Textile Research 
Journal, 71, 2001, pp. 313-317. 

42. Sakaguchi A., Guang Hua-Wen, Matsumoto Y, Toriumi K., Kim Hyungsup., ‘Image Analysis of 
Woven Fabric Surface Irregularity’ , Textile Research Journal, 71, 2001, pp. 666-671. 

43. Wen Che-Yen., ‘Defect Segmentation of Texture Images with Wavelet Transform and a Co-
occurrence Matrix’ , Textile Research Journal, 71, 2001, pp. 743-749. 

44. Kuo Chung-Feng Jeffrey, Lee Ching-Jeng, Tsai Cheng-Chih., ‘Using a Neural Network to 
Identify Fabric Defects in Dynamic Cloth Inspection’ , Textile Research Journal, 73, 2003, pp. 
238-244. 

45. Kuo Chung-Feng Jeffrey, Shih Chung-Yang, Kao Chih-Yuan, Lee Jiunn-Yih., ‘Color and 
Pattern Analysis of Printed Fabric by an Unsupervised Clustering Method’, Textile Research 
Journal, 75, 2005, pp. 9-12. 

46. Documentation of the Microscan 1.5 system for computer image analysis. 
47. Reports of research work financed from the resources for science provided for the years 2005 

and 2006, as the promoter research project No. 3 T08E09629 directed by Mieczysław S. 
Machnio Ph.D., D.Sc., Professor of Bielsko-Biała University. 

 
∇∆ 

 


