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Abstract: In this paper we prove a Morse Lemma for degenerate critical points of a function u which satisfies

−∆u = f(u) in B1,

where u ∈ C2(B1), B1 is the unit ball ofℝ2 and f is a smooth nonlinearity. Other results on the nondegeneracy
of the critical points and the shape of the level sets are proved.

Keywords:Morse Theory, Elliptic Equations, Level Sets

MSC 2010: 35J15
||
Communicated by: Antonio Ambrosetti

1 Introduction and Statement of the Main Results
A famous result of Morse theory concerns the classification of nondegenerate critical points of a smooth
function u. We recall it in the particular case of the plane,

Lemma 1.1 (Morse Lemma). If (0, 0) is a nondegenerate critical point of u, then there exists a C2 change of coor-
dinates in a neighborhood of (0, 0) such that the function u expressed with respect to the new local coordinates
(x, y) takes one of the following three standard forms
∙ u(x, y) = u(0, 0) − x2 − y2 if (0, 0) is a maximum point for u,
∙ u(x, y) = u(0, 0) + x2 + y2 if (0, 0) is a minimum point for u,
∙ u(x, y) = u(0, 0) + x2 − y2 if (0, 0) is a saddle point for u.

By saddle point we mean a critical point for u which is neither a maximum nor a minimum. We recall that
(0, 0) is a nondegenerate critical point of a function u ∈ C2(B1) if the Hessian matrix

Hu((0, 0)) = (
uxx(0, 0) uxy(0, 0)
uxy(0, 0) uyy(0, 0)

)

is invertible.
A lot of study has been devoted to the case where the critical point is degenerate, mainly addressed to

study the topological properties of the sublevels of u (critical groups, Betti number, etc.). It is virtually impos-
sible to provide a complete bibliography on this subject; we simply mention the classic books by Conley [6]
and Milnor [14] and the paper [8] where some applications to (1.1) have been considered.

Anyway if the critical point is degenerate, a complete classification like in theMorse Lemma is impossible
without some additional assumptions. Here we require that u is a solution to

−∆u = f(u) in B1, (1.1)
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where u ∈ C∞(B1) and B1 is the unit ball of ℝ2. We assume that f : ℝ → ℝ is a smooth nonlinearity, say
f ∈ C∞. In many cases this assumption can be relaxed, we do not care about the optimal regularity for f
and u.

We would like to stress that a Morse Lemma for solutions to (1.1) provides a precise qualitative informa-
tion on the shape of u in a neighborhood of the critical points. This local information, jointly with some global
properties like Dirichlet boundary conditions allows to derive some important properties of u as the number
of critical points or the shape of the level sets. Some examples will be given in Sections 4 and 5.

In this paper we want to extend the Morse Lemma to degenerate critical points of solutions of prob-
lem (1.1). We would like to stress that
∙ we do not assume any sign assumption on f ,
∙ our result is local, so no boundary condition is needed,
∙ the critical point (0, 0) does not need to be isolated.

In order to state our results, we need to fix a suitable setting. For a complex number z = x + iy ∈ ℂ, let us
denote by Re(z) and Im(z) the real and imaginary part of z. Moreover, if (0, 0) is a degenerate critical point
of u, it is not restrictive to assume that (up to a suitable rotation)

uxx(0, 0) = uxy(0, 0) = 0. (1.2)

Finally, if ux ̸≡ 0, let us consider the minimum integer n ≥ 3 such that

∂nu
∂xn−k∂yk (0, 0) ̸= 0 for some k = 0, . . . , n − 1. (1.3)

By classical results (see [3] or [5, p. 422]), if ux ̸≡ 0, such an n always exists. Throughout the paper, we refer
to n as the integer satisfying (1.3).

Our first result considers the case where (0, 0) is a degenerate maximum point.

Theorem 1.2 (Morse Lemma for Degenerate Maximum Points). Let u be a nonconstant solution to (1.1). If
(0, 0) is a degenerate maximum point of u satisfying (1.2), then

uyy(0, 0) < 0. (1.4)

Moreover, if ux ̸≡ 0, the following expansions hold:
(i) If n is even, we have that

u(x, y) = u(0, 0) +
uyy(0, 0)

2 y2 +
∂nu
∂xn (0, 0)

n! Re(zn) +
∂nu

∂xn−1∂y

n! (0, 0) Im(z
n) + O(|z|n+1), (1.5)

with ∂nu
∂xn (0, 0) < 0.

(ii) If n is odd, we have that ∂nu
∂xn (0, 0) = 0,

∂nu
∂xn−1∂y (0, 0) ̸= 0 and there exists an integer l ∈ [n + 1, 2n − 2] such

that
∂lu
∂xl
(0, 0) < 0 (1.6)

and

u(x, y) = u(0, 0) +
uyy(0, 0)

2 y2 +
∂nu

∂xn−1∂y (0, 0)
n! Im(zn) +

∂lu
∂xl (0, 0)

l! Re(zl) + O(|z|n+1). (1.7)

Finally, if l = 2n − 2, we have that

(
∂nu

∂xn−1∂y (0, 0))2 ≤ 2[(n − 1)!]2(2n − 2)! uyy(0, 0)
∂2n−2u
∂x2n−2 (0, 0). (1.8)

Before we give an idea of the proof, let us make some comments on Theorem 1.2.

Remark 1.3. The same result holds if (0, 0) is a degenerate minimum point of u. In this case, uyy(0, 0) > 0,
∂nu
∂xn (0, 0) > 0,

∂lu
∂xl (0, 0) > 0 and (1.8) does not change.
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Remark 1.4. Note that in Theorem 1.2 the assumption ux ̸≡ 0 is not restrictive. Indeed, if ux ≡ 0, then (1.1)
becomes

−u󸀠󸀠 = f(u), u󸀠(0) = 0,
and expansions of the solution u follows immediately. This case appears when u(x, y) = cos y, which verifies
−∆u = u and admits y = 0 as maximum points.

In our opinion, (1.4) is the most relevant result of the theorems (see [2] for some properties of solutions
satisfying (1.11)). In particular, we get that there is no u verifying (1.1) such that u(x, y) ∼ u(0, 0) − x4 − y4
in a neighborhood of (0, 0)!

Some similar properties to (1.5) and (1.7) can be found in [5], where the authors study the properties of
the zero-set of solutions u to

∆u = f(x, u, ∇u),

with
|f(x, u, ∇u)| ≤ A|u|α + B|u|β , A, B > 0, α, β ≥ 1.

Our result can be seen as an extension of [5, Theorem 1.2] in an appropriate setting.
An interesting particular case of Theorem 1.2 is when the maximum (minimum) point is non-isolated.

Here we show that equality holds in (1.8).

Proposition 1.5. Let u be a nonconstant solution to (1.1) and assume that (0, 0) is not an isolated degenerate
maximum point of u satisfying (1.2). Then n is odd, l = 2n − 2 and the equality holds in (1.8).

A known case is that of radial functions. Here we have that n = 3 always occurs in Theorem 1.2.

Corollary 1.6. Let u be a nonconstant solution to (1.1)and suppose that (0, 0) verifies (1.2)and it is amaximum
point of a radial function u = u(r), with r2 = x2 + (y − P)2, P ̸= 0. Then the following expansion holds:

u(x, y) = u(0, 0) − ( f(u(P))2 + o(1))y
2 + (

f(u(P))
6P + o(1))(3x

2y − y3)

− (
f(u(P))
8P2
+ o(1))(x4 − 6x2y2 + y4), (1.9)

and
(uxxy(0, 0))2 =

f 2(u(P))
P2
=
uyy(0, 0)uxxxx(0, 0)

3 . (1.10)

The next step is to get an analogous result of Theorem1.2when (0, 0) is a saddle point of a solution u to (1.1).
Here we cannot expect that (1.4) holds for any saddle point to u. Indeed, if we consider

u(x, y) = Re(zn), with n ≥ 3,

we get that u satisfies ∆u = 0, uyy(0, 0) = 0, and (0, 0) is a degenerate saddle point. Note that in this case
i[u, (0, 0)] = 1 − n ≤ −2, where i[u, (0, 0)] denotes the index of ∇u at (0, 0).

Recall that if (0, 0) is an isolated critical point, then the index of ∇u at (0, 0) is given by (denoting by
B(0, ϵ) the ball centered at the origin with radius ϵ)

i[∇u, (0, 0)] = lim
ϵ→0deg(∇u, B(0, ϵ), (0, 0)).

The next result shows that if (0, 0) is an isolated saddle point with index greater than −2, then the condition
uyy(0, 0) ̸= 0 is again verified.

Theorem 1.7 (Morse Lemma for Degenerate Saddle Points). Let u be a solution to (1.1) and assume (1.2).
If (0, 0) is an isolated degenerate saddle point of u verifying

i[∇u, (0, 0)] ≥ −1,

then we have that
uyy(0, 0) ̸= 0. (1.11)
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Moreover, if i[u, (0, 0)] = −1, the following expansions hold:
(i) If n is even, we have that

u(x, y) = u(0, 0) +
uyy(0, 0)

2 y2 +
∂nu
∂xn (0, 0)

n! Re(zn) +
∂nu

∂xn−1y (0, 0)
n! Im(zn) + O(|z|n+1), (1.12)

and if ∂nu
∂xn (0, 0) ̸= 0, then

∂nu
∂xn
(0, 0)uyy(0, 0) < 0. (1.13)

(ii) If n is odd, we have that

u(x, y) = u(0, 0) +
uyy(0, 0)

2 y2 +
∂nu

∂xn−1y (0, 0)
n! Im(zn) + O(|z|n+1). (1.14)

Finally, if i[u, (0, 0)] = 0, we can only say that

u(x, y) = u(0, 0) +
uyy(0, 0)

2 y2 +
∂nu
∂xn (0, 0)

n! Re(zn) +
∂nu

∂xn−1y (0, 0)
n! Im(zn) + O(|z|n+1).

We stress that (1.11) holds even if i[u, (0, 0)] = 0. In general this is the “worst” critical point to handle,
since its existence does not imply a change of topology in the sub-levels of u. A typical example is given
by u(x, y) = y2 − x3 + 3xy2. Despite this, (1.11) is still valid.

Now we describe the proof of Theorems 1.2 and 1.7. The basic idea is to mix some algebraic identities
satisfied by the derivatives of u and topological properties of ∇u.

The first step (Proposition 3.2) is to prove that if uyy(0, 0) = 0, then necessarily (0, 0) is isolated and
furthermore we have that

i[∇u, (0, 0)] ≤ −2,

where i[∇u, (0, 0)] denotes the index of ∇u at (0, 0). In this way, recalling that a maximum (minimum) point
has index 1 (see Theorem 2.4), we have the claim of (1.4) and (1.11). Next, assuming that (1.11) holds, we
use again some algebraic identities satisfied by the derivatives of u in order to write the following expansion
(Proposition 3.2):

u(x, y) = u(0, 0) +
uyy(0, 0) + o(1)

2 y2 +
∂nu
∂xn (0, 0)

n! Re(zn) +
∂nu

∂xn−1y (0, 0)
n! Im(zn) + R(x, y), (1.15)

with R(x, y) = O(|x|n + |y|n) and n given by (1.3). If (0, 0) is a maximum point from (1.15), we deduce (1.5)–
(1.8). If u is a saddle point, of course is more difficult to deduce general properties of the coefficients of (1.2).
However, if i[∇u, (0, 0)] = −1, some topological arguments allow to deduce (1.13) and (1.14).We believe that
Theorems 1.2 and 1.7 are very useful tools for studying qualitative properties of solutions to (1.1).

The last part of the paper (Section 4) is strongly influenced by the paper [4]. Here we assume that u has
a unique critical point satisfying

{{{
{{{
{

−∆u = f(u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,

(1.16)

and extend some results of [4] without requiring that u is a semi-stable solution to (1.1).
More precisely, we want to understand if the maximum point is degenerate or not jointly with the prop-

erties of the level set of u. First let us recall some known results where nondegeneracy is proved:
∙ The Gidas–Ni–Nirenberg theorem [11] in convex and symmetric domains.
∙ The Cabré–Chanillo Theorem [4] for semi-stable solutions in strictly convex domains.
∙ Solutions which concentrate at some point [12].
All the previous examples will be discussed with more details in Section 2.
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Now we want to explore more closely the properties of the solution u according the degeneracy of its
critical points. Our first result generalizes those considered in the previous examples because neither the
symmetry of the domain nor any hypothesis on the solution is required.

Theorem 1.8. Let us consider a solution u to (1.16)andassume that ∂Ω has strictly positive curvature, f(0) ≥ 0,
and (0, 0) is the only critical point of u in Ω. Then (0, 0) is nondegenerate.

Note that f(0) ≥ 0 is used to apply the Hopf lemma to the boundary of Ω but it can be relaxed to ∇u ̸= (0, 0)
on ∂Ω (see Remark 4.1).

The proof of Theorem 1.8 relies on the study of the zero-set of some partial derivatives of u. Similar tech-
niques was used in [7] (see also [15]). An interesting consequence of the previous theorem is the following
result.

Corollary 1.9. Let us consider a solution u to (1.16) with f(0) ≥ 0. Suppose that (0, 0) is the only critical point
of u. Then the following alternative holds: either
(a) (0, 0) is a nondegenerate critical point for u, or
(b) all level sets of u have a point with nonpositive curvature.

A curious consequence of the previous proposition is that the behavior of the level sets of a solution to (1.16)
seems to be more difficult to predict if the maximum point of u is nondegenerate! In fact, in this case, we
can have both convex and non-convex super-level sets (the latter case appears in [13]). An explicit example
where (b) holds is given in Example 4.4.

Another consequence of Theorem 1.8 concerns solutions in the whole space.

Corollary 1.10. Suppose that u verifies
−∆u = f(u) inℝ2,

with f(0) ≥ 0. Assume that (0, 0) is the only critical point of u and all level set of u are Jordan curves. Then the
following alternative holds: either
(a) (0, 0) is a nondegenerate critical point for u, or
(b) all level sets of u have a points with nonpositive curvature.

We end this introduction by pointing out that Theorems 1.2 and 1.7 suggest some nice explicit examples.
In one of them we prove the existence of a star-shaped domain Ω, where a semi-stable solution for (1.16)
admits exactly two critical points. This proves that the assumption on the positivity of the curvature of ∂Ω in
Cabré–Chanillo’s result cannot be relaxed.

Our project is to continue to study properties of the level sets of u and the degeneracy of its critical points
when u admits two or more critical points.

The paper is organized as follows. In Section 2we recall some useful preliminaries. In Section 3we prove
Theorems 1.2 and1.7. In Section 4weprove Theorem1.8 and its consequences. Finally, in Section 5weprove
Proposition 1.5 and Corollary 1.6.

2 Known Results
The first result of this section is a direct consequence of the Gidas–Ni–Nirenberg theorem [11]. Since in [11]
it is not explicitly stated, we give the proof.

Theorem 2.1. Let Ω an arbitrary bounded domain inℝN , which is convex in the xi direction and symmetric with
respect to the plane xi = 0 for any i = 1, . . . , N. Let u ∈ C2(Ω) ∩ C(Ω) be a positive solution to

{{{
{{{
{

−∆u = f(u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,

with f ∈ C1(Ω). Then the Hessian matrix at the origin is diagonal and strictly negative definite.
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Proof. We give the proof only for N = 2; there is no difference in higher dimensions. By the Gidas–Ni–
Nirenberg theorem, the function v = ∂u

∂x1 satisfies

{{{
{{{
{

−∆v = f 󸀠(u)v in Ω ∩ {x1 < 0},
v > 0 in Ω ∩ {x1 < 0},
v = 0 on Ω ∩ {x1 = 0}.

Since v(0, x2) = 0 in Ω, we get that 0 = ∂v
∂x2 (0, 0) =

∂2u
∂x1∂x2 (0, 0), and by the Hopf lemma, it follows that

∂2u
∂x21
(0, 0) < 0. In the same way, we get that ∂2u

∂x22
(0, 0) < 0, which ends the proof.

The second result, due to Cabré and Chanillo, removes the symmetry assumption requiring that u belongs to
a suitable class of solutions.

Theorem 2.2. Let Ω be a smooth bounded and convex domain in ℝ2 whose boundary has positive curvature.
Let u be a smooth nontrivial solution to

{
{
{

−∆u = f(u) in Ω,
u = 0 on ∂Ω,

(2.1)

with f ∈ C1(Ω) and f ≥ 0. Moreover, assume that u is a semi-stable solution to (2.1), i.e., the first eigenvalue of
the linearized operator L to (2.1) at u defined as

L = −∆ − f 󸀠(u)I
is nonnegative. Then u has a unique critical point x0 in Ω. Moreover, x0 is the maximum of u and it is nondegen-
erate.

For the proof, see [4].
The last result concerns solutions which concentrate at some points. There are several results of this type

(also in higher dimensions) for various nonlinearities. We just mention one of them.

Theorem 2.3. Let Ω ⊂ ℝ2 be a smooth bounded domain and let uλ be a solution to

{
{
{

−∆u = λeu in Ω,
u = 0 on ∂Ω,

satisfying λ ∫Ω e
u → 8π as λ → 0. Let xλ ∈ Ω be the point where uλ(xλ) = ‖uλ‖∞. Then xλ is a nondegenerate

critical point of uλ for λ small enough.

Proof. In [12, Lemma 5] it was shown that

zλ(x) = uλ(δλx + xλ) − uλ(xλ) → log 1
(1 + |x|28 )2 in C2loc(ℝ

2),

with δ2λ =
1

λeuλ (xλ ) → 0. Hence, for i, j = 1, 2, we get

det{ ∂2u
∂xi∂xj
(xλ)} = det{

∂2z
∂xi∂xj
(0, 0)} → 1

4 ,

and so the claim follows.

The next result is classical and it will be used in the proof of Theorem 1.2.

Theorem 2.4. Let (0, 0) be an isolated minimum (maximum) point of f : B1 → ℝ, where B1 ⊂ ℝ2. Then

i[∇f, (0, 0)] = 1,

where i(∇f, (0, 0)) denotes the index of f at (0, 0).

For the proof, see [1].
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In the proof of Theorem 1.7 we need to compute the index of some suitable vector field. The next lemma
will be useful for it.

Lemma 2.5. For m > 1 being an integer, and B1 ⊂ ℝ2 being an open neighborhood of (0, 0), assume that
f ∈ C(B1,ℝ2) can be written in the form

f(x, y) = L(x, y) + Hm(x, y) + R(x, y),

where L : ℝ2 → ℝ2 is linear and not invertible, Hm is homogeneous of order m and R(x, y) verifies

lim(x,y)→(0.0) R(x, y)
(x2 + y2) m2

= 0.

If Hm(x, y) ̸∈ Im(L) for any x(x, y) ∈ Ker(L) \ {(0, 0)}, then i(f, (0, 0)) is well defined and

i(f, (0, 0)) = i(L + JP, (0, 0)) ⋅ i(J−1QHm|Ker(L), (0, 0)),
where Q is any projector such that Ker(Q) = Im(L) and J : Ker(L) = Im(Q) any isomorphism.

For the proof, see [10, Corollary 6.5.1, p. 51].

3 Proof of Theorems 1.2 and 1.7
In this section we prove Theorems 1.2 and 1.7. We have the following.

Proposition 3.1. Let us suppose that (0, 0) is a degenerate critical point of a nonconstant function u satisfying
(1.1) and (1.2). If

uyy(0, 0) = 0,

then we have that i[∇u, (0, 0)] is well defined and

i[∇u, (0, 0)] ≤ −2. (3.1)

Proof. Differentiating (1.1) with respect to x and y, we get that ux and uy are solutions to

−∆v = f 󸀠(u)v in Ω. (3.2)

First let us consider the case where ux ≡ 0, and consider z(y) = uy(0, y) which satisfies (since uyy(0, 0) = 0)

{
{
{

−z󸀠󸀠 = f 󸀠(u(0, y))z in (−δ, δ),
z(0) = z󸀠(0) = 0.

So, z ≡ 0 and u(0, y) is constant. Since ux ≡ 0, we get that u is constant in B1, which contradicts our assump-
tion.

Hence, ux ̸≡ 0, and since ux solves (3.2) as pointed out in the introduction, there is an integer n ≥ 3 such
that

∂nu
∂yn−k∂xk (0, 0) ̸= 0 for some 1 ≤ k ≤ n. (3.3)

Let us choose the minimum integer n such that (3.3) holds for some 1 ≤ k ≤ n.
Next we prove that all derivatives of u with order less than n are zero, i.e.,

∂mu
∂ym−h∂xh (0, 0) = 0 for any 0 ≤ h ≤ m < n, m ≥ 3. (3.4)

This is obvious if h > 0 by the definition of n. Hence, consider h = 0 and by contradiction suppose that

∂mu
∂ym
(0, 0) ̸= 0, (3.5)
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where we take the minimum integer m such that (3.5) holds. Differentiating (1.1) m − 2 times, we get (using
the minimality of m)

0 ̸= ∂
mu
∂ym
(0, 0) = − ∂mu

∂ym−2∂x2 (0, 0),
which is not possible again by the definition of n. Hence, (3.4) holds.

Finally, we differentiate (1.1) n − 2 times with respect to x and y. We get that

∂nu
∂yn−k∂xk (0, 0) = − ∂nu

∂yn+2−k∂xk−2 (0, 0) for any k = 2, . . . , n, n > 2, (3.6)

An important consequence of (3.6) is that

{{{{
{{{{
{

∂nu
∂xn
(0, 0) = − ∂nu

∂xn−2∂y2 (0, 0) = ⋅ ⋅ ⋅ ⇒ ∂nu
∂xn−2h∂y2h (0, 0) = (−1)h ∂nu∂xn

(0, 0),

∂nu
∂xn−1∂y (0, 0) = − ∂nu

∂xn−3∂y3 (0, 0) = ⋅ ⋅ ⋅ ⇒ ∂nu
∂xn−2h−1∂y2h+1 (0, 0) = (−1)h ∂nu

∂xn−1∂y (0, 0). (3.7)

This gives, by the definition of n, that

(
∂nu
∂xn
(0, 0), ∂nu

∂xn−1∂y (0, 0)) ̸= (0, 0). (3.8)

The previous computations allow to write the following Taylor formula for u:

n!u(x, y) = n!u(0, 0) +
n
∑
k=0(nk) ∂nu

∂xn−k∂yk (0, 0)xn−kyk + R(x, y)
= n!u(0, 0) +

[ n2 ]
∑
h=0( n2h) ∂nu

∂xn−2h∂y2h (0, 0)xn−2hy2h
+
[ n−12 ]
∑
h=0 ( n

2h + 1)
∂nu

∂xn−2h−1∂y2h+1 (0, 0)xn−2h−1y2h+1 + R(x, y)
= n!u(0, 0) + ∂

nu
∂xn
(0, 0)

[ n2 ]
∑
h=0( n2h)(−1)kxn−2hy2h + ∂nu

∂xn−1∂y (0, 0)
+
[ n−12 ]
∑
h=0 ( n

2h + 1)(−1)
hxn−2h−1y2h+1 + R(x, y)

= n!u(0, 0) + ∂
nu
∂xn
(0, 0)Re(zn) + ∂nu

∂xn−1∂y (0, 0) Im(zn) + R(x, y), (3.9)

with R(x, y) = O(|x|n+1 + |y|n+1). Note that in the last line of (3.9), we used that
zn = (x + iy)n =

[ n2 ]
∑
k=0( n2k)(−1)kxn−2ky2k⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

Re(zn) +i
[ n−12 ]
∑
k=0 ( n

2k + 1)(−1)
kxn−2k−1y2k+1

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
Im(zn) .

Then differentiating (3.9) with respect to x and y, we get

{{{
{{{
{

ux(x, y) =
∂nu
∂xn
(0, 0) 1
(n − 1)! Re(z

n−1) + ∂nu
∂xn−1∂y (0, 0) 1

(n − 1)! Im(z
n−1) + ∂R(x, y)

∂x
,

uy(x, y) = −
∂nu
∂xn
(0, 0) 1
(n − 1)! Im(z

n−1) + ∂nu
∂xn−1∂y (0, 0) 1

(n − 1)! Re(z
n−1) + ∂R(x, y)

∂y
,

(3.10)

with
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∂R(x, y)

∂x
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
,
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∂R(x, y)

∂y
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ C

n
∑
k=0 |x|n−k|y|k ≤ C(|x|n + |y|n) ≤ C|z|n .
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Set
α = ∂

nu
∂xn
(0, 0), β = ∂nu

∂xn−1∂y (0, 0).
A first consequence of (3.10) is that (0, 0) is an isolated critical point. Indeed, if (ux(x, y), uy(x, y)) = (0, 0),
by (3.10), we get

(α2 + β2)([Re(zn−1)]2 + [Im(zn−1)]2) = [(n − 1)!]2[(∂R(x, y)∂x )
2
+ (

∂R(x, y)
∂y )

2
]

⇔ (α2 + β2)|z|2n−2 ≤ C|z|2n (3.11)

and since (α, β) ̸= (0, 0), we get that any other critical point satisfies |z| ≥ C. Hence, the index i(∇u, (0, 0)) is
well defined.

The final step of the proof is to show that i(∇u, (0, 0)) ≤ −2. Let us introduce the vector field

L = (L1,L2) = (
α
(n − 1)! Re(z

n−1) + β
(n − 1)! Im(z

n−1), β
(n − 1)! Re(z

n−1) − α
(n − 1)! Im(z

n−1))
and the following homotopy for t ∈ [0, 1]:

H(t, x, y) = t∇u + (1 − t)L.

Let us show that H(t, x, y) ̸= (0, 0) for any t ∈ [0, 1] and x2 + y2 = δ > 0 small. By contradiction, suppose
that H(t, x, y) = (0, 0) for some t ∈ [0, 1] and x2 + y2 = δ small enough. Then arguing as in (3.11), we get a
contradiction. This means that

i(∇u, (0, 0)) = i(L, (0, 0))

(in other words we can neglect the remainder term ∇R in (3.10)). Finally, let us compute i(L, (0, 0)). Suppose
that α ̸= 0 (if α = 0, then, by (3.8), β ̸= 0 and the proof is the same) and set

M = α(n − 1)!(Re(zn−1), − Im(zn−1)).
Using again the homotopy H(t, x, y) = tL + (1 − t)M for t ∈ [0, 1], we get that H(t, x, y) = (0, 0) implies

α Re(zn−1) + tβ Im(zn−1) = 0, tβ Re(zn−1) − tα Im(zn−1) = 0,
and then z = 0. This implies that

i(L, (0, 0)) = i(M, (0, 0)),

and by known arguments (see, for example, [9, Theorem 3.1]),

i(M, (0, 0)) = 1 − n.

So, we have that
i(∇u, (0, 0)) = 1 − n ≤ −2,

since n ≥ 3. Then (3.1) follows.

Proposition 3.2. Let us suppose that (0, 0) is a degenerate critical point of u satisfying (1.1) and (1.2) with

i[∇u, (0, 0)] > −2. (3.12)

Then if ux ̸≡ 0, the following expansion holds:

u(x, y) = u(0, 0) +
uyy(0, 0) + o(1)

2 y2 +
∂nu
∂xn (0, 0)

n! Re(zn) +
∂nu

∂xn−1∂y (0, 0)
n! Im(zn) + R(x, y), (3.13)

with R(x, y) = O(|x|n + |y|n) and n is given by (1.3). Moreover,

(
∂nu
∂xn
(0, 0), ∂nu

∂xn−1∂y (0, 0)) ̸= (0, 0). (3.14)
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Proof. By (3.12) and Proposition 3.1, we get that uyy(0, 0) ̸= 0.
Next we prove (3.13). Since ux ̸≡ 0, as in Proposition (3.1), let us consider the integer n ≥ 3 such that

(1.3) holds. Then we have that

∂mu
∂xm−k∂yk (0, 0) = 0 for any m < n and k = 0, . . . ,m − 1. (3.15)

Note that, unlikewhat happens in (3.4) of Proposition 3.1, since uyy(0, 0) ̸= 0, (3.15) does not hold for k = m.
Next let us differentiate (1.1) n − 2 times with respect to x and y. We get that

∂nu
∂xn−k∂yk (0, 0) = − ∂nu

∂xn+2−k∂yk−2 (0, 0) + ∂n−2(f(u))
∂xn−k∂yk−2 (0, 0) for any k = 2, . . . , n. (3.16)

Observe that in ∂n−2(f(u))
∂xn−k∂yk−2 (0, 0) appear the derivatives of uwith order 1, . . . , n − 2. All these are zero by (3.15)

except when k = n. So, we have

∂n−2(f(u))
∂xn−k∂yk−2 (0, 0) = 0 for any k = 2, . . . , n − 1. (3.17)

As in the proof of Proposition 3.1, we get, from (3.16) and (3.17),

{{{{{{{{{{{{{
{{{{{{{{{{{{{
{

∂nu
∂xn
(0, 0) = − ∂nu

∂xn−2y2 (0, 0) = ⋅ ⋅ ⋅
⇒

∂nu
∂xn−2k∂y2k (0, 0) = (−1)k ∂nu∂xn

(0, 0), k = 1, . . . , [n − 12 ],

∂nu
∂xn−1∂y (0, 0) = − ∂nu

∂xn−3∂y3 (0, 0) = ⋅ ⋅ ⋅
⇒

∂nu
∂xn−2k−1∂y2k+1 (0, 0) = (−1)k ∂nu

∂xn−1∂y (0, 0), k = 1, . . . , [n − 22 ],

By the previous equality and the definition of n, we get (3.14).
Now using the previous identities in Taylor’s formula, we get

u(x, y) = u(0, 0) +
uyy(0, 0)

2 y2 +
n
∑
m=3 ∂mu∂ym

(0, 0)ym + 1
n!

n−1
∑
k=0(nk) ∂nu

∂xn−k∂yk (0, 0)xn−kyk + R(x, y)
= u(0, 0) +

uyy(0, 0) + o(1)
2 y2 + 1

n!

[ n2 ]
∑
k=0( n2k) ∂nu

∂xn−2k∂y2k (0, 0)xn−2ky2k
+
1
n!

[ n−12 ]
∑
k=0 ( n

2k + 1)
∂nu

∂xn−2k−1∂y2k+1 (0, 0)xn−2k−1y2k+1 + R(x, y)
= u(0, 0) +

uyy(0, 0) + o(1)
2 y2 +

∂nu
∂xn (0, 0)

n!

[ n2 ]
∑
k=0( n2k)(−1)kyn−2kx2k

+
∂nu

∂xn−1∂y (0, 0)
n!

[ n−12 ]
∑
k=0 ( n

2k + 1)(−1)
kxn−2k−1y2k+1 + R(x, y)

= u(0, 0) +
uyy(0, 0) + o(1)

2 y2 +
∂nu
∂xn (0, 0)

n! Re(zn) +
∂nu

∂xn−1∂y (0, 0)
n! Im(zn) + R(x, y),

with R(x, y) = O(|x|n + |y|n). This ends the proof.

Now we are in position to give the proof of our theorems.

Proof of Theorem 1.2. Since (0, 0) is a maximum point, by Theorem 2.4, we get that i[∇u, (0, 0)] = 1. Hence,
Propositions 3.1 implies (1.4). Next to verify (1.5) and (1.7), we consider the cases n even and n odd sepa-
rately.
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The case n even. From (3.13), we have to show that ∂nu
∂xn (0, 0) < 0. If

∂nu
∂xn
(0, 0) ̸= 0,

taking y = 0 in (3.13) and using that (0, 0) is a maximum point, we get

u(0, 0) ≥ u(x, 0) = u(0, 0) +
∂nu
∂xn (0, 0)

n! xn + O(|x|n+1),
and because n is even the claim follows by choosing |x| small enough. Hence, suppose that ∂nu

∂xn (0, 0) = 0. By
(3.14), we have that ∂nu

∂xn−1∂y (0, 0) ̸= 0, and choosing y = Bx
n−1 in (3.13), we get

u(0, 0) ≥ u(x, Bxn−1) = u(0, 0) + (B2 uyy(0, 0) + o(1)2 + B
∂nu

∂xn−1∂y (0, 0)
n! )x2n−2 + o(|x|2n−2) > u(0, 0)

if B satisfies

B2
uyy(0, 0) + o(1)

2 + B
∂nu

∂xn−1∂y (0, 0)
n! > 0.

This gives a contradiction.

The case n odd. First let us prove that ∂nu
∂xn (0, 0) = 0. As in the previous case let us test (3.13) for y = 0. We

get

u(0, 0) ≤ u(x, y) = u(0, 0) +
∂nu
∂xn (0, 0)

n! xn + O(|x|n+1),
and since n is odd we necessarily have that ∂nu

∂xn (0, 0) = 0 and by (3.14) we deduce that
∂nu

∂xn−1∂y (0, 0) ̸= 0.
Now we prove (1.7) and (1.8). We claim that

there exists l ≤ 2n − 2 such that ∂
lu
∂xl
(0, 0) ̸= 0. (3.18)

By contradiction, let us suppose that

∂n+1u
∂xn+1 (0, 0) = ∂n+2u∂xn+2 (0, 0) = ⋅ ⋅ ⋅ = ∂2n−2u∂x2n−2 (0, 0) = 0, (3.19)

and complete the expansion in (3.13) adding the terms up to the order 2n − 2. We get

u(x, y) = u(0, 0) +
uyy(0, 0) + o(1)

2 y2 +
∂nu

∂xn−1∂y (0, 0)
n! Im(zn) + 1

(n + 1)!

n+1
∑
k=1(n + 1k ) ∂n+1u

∂xn+1−k∂yk (0, 0)xn+1−kyk
+ ⋅ ⋅ ⋅ +

1
(2n)!

2n
∑
k=1(2nk ) ∂2nu

∂x2n−k∂yk (0, 0)x2n−kyk + R(x, y), (3.20)

with R(x, y) = O(|x|2n+1 + |y|2n+1). Setting y = Axn−1 in (3.20) (A > 0 will be chosen later) and observing that
l − k + (n − 1)k > 2n − 2 for any k ≥ 1 and l ∈ [n + 1, 2n − 2], we derive that

u(x, xn−1) = u(0, 0) + (uyy(0, 0)2 A2 +
∂nu

∂xn−1∂y (0, 0)
(n − 1)! A + o(1))x2n−2 + o(x2n−2).

Choosing
uyy(0, 0)

2 A2 +
∂nu

∂xn−1∂y (0, 0)
(n − 1)! A > 0

and |x| small enough, we have that u(x, xn−1) > u(0, 0), which contradicts the fact that (0, 0) is a maximum
point. Hence, (3.18) holds, and choosing the minimum integer l in (3.18), we get that (3.20) becomes

u(x, y) = u(0, 0) +
uyy(0, 0) + o(1)

2 y2 + (
∂nu

∂xn−1y (0, 0)
n! + o(1)) Im(zn) + (1l! + o(1))

∂lu
∂xl
(0, 0)xl ,
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which is equivalent to (1.7). Since (0, 0) is a maximum point, we get that ∂lu
∂xl (0, 0) < 0 for l ∈ [n + 1, 2n − 2]

and, finally, if l = 2n − 2, setting y = Axn−1 in (1.7), we get
u(x, y) = u(0, 0) + (

uyy(0, 0)
2 A2 +

∂nu
∂xn−1y (0, 0)
(n − 1)! A +

∂lu
∂xl (0, 0)

l! + o(1))x2n−2,
which implies

uyy(0, 0)
2 A2 +

∂nu
∂xn−1y (0, 0)
(n − 1)! A +

∂lu
∂xl (0, 0)

l! ≤ 0 for any A ∈ ℝ.

Then (1.8) holds and this ends the proof.

Proof of Theorem 1.7. Since i[∇f, (0, 0)] ≥ −1, Proposition 3.1 applies and so uyy(0, 0) ̸= 0.
In order to prove (1.12)–(1.14), we first remark that ux ̸≡ 0. Otherwise, we get that u = u(y) verifies

−u󸀠󸀠 = f(u), and since uyy ̸= 0, we deduce that (0, 0) is a maximum or minimum point for u. So, Proposi-
tion (3.2) applies, and as in the proof of Theorem 1.2 we use (3.13) to handle the cases n even and n odd.
However, here the condition

i(∇u, (0, 0)) = −1

plays a crucial role.

The case n even. From (3.13), we get that

{{{{{
{{{{{
{

ux =
∂nu
∂xn (0, 0)
(n − 1)! Re(zn−1) + ∂nu

∂xn−1∂y (0, 0)
(n − 1)! Im(zn−1) + ∂R(x, y)

∂x
,

uy = (uyy(0, 0) + o(1))y −
∂nu
∂xn (0, 0)
(n − 1)! Im(zn−1) + n ∂nu

∂xn−1∂y (0, 0)
(n − 1)! Re(zn−1) + ∂R(x, y)

∂y
.

(3.21)

Then let us consider the vector field f(x, y) = (f1(x, y), f2(x, y)) given by

{{{{{
{{{{{
{

f1(x, y) =
∂nu
∂xn (0, 0)
(n − 1)! Re(zn−1) + ∂nu

∂xn−1∂y (0, 0)
(n − 1)! Im(zn−1) + ∂R(x, y)

∂x
,

f2(x, y) = uyy(0, 0)y −
∂nu
∂xn (0, 0)
(n − 1)! Im(zn−1) + ∂nu

∂xn−1∂y (0, 0)
(n − 1)! Re(zn−1) + ∂R(x, y)

∂y
.

(3.22)

If ∂nu
∂xn (0, 0) ̸= 0, then f satisfied the assumptions of Lemma 2.5, with

m = n − 1, L(x, y) = (0, uyy(0)y),

Hn−1(x, y) = ( ∂nu∂xn (0, 0)
(n − 1)! Re(zn−1) + ∂nu

∂xn−1∂y (0, 0)
(n − 1)! Im(zn−1), − ∂nu∂xn (0, 0)

(n − 1)! Im(zn−1) + ∂nu
∂xn−1∂y (0, 0)
(n − 1)! Re(zn−1)),

R(x, y) = (∂R(x, y)∂x
, ∂R(x, y)

∂y )
.

Moreover,

N(L) = (x, 0), with x ∈ ℝ, R(L) = (0, y), with y ∈ ℝ,
Q(x, y) = (x, 0) = P(x, y) and J = I.

We claim that themain assumption in Lemma 2.5 , Hn−1|N(L)\0 ̸∈ R(L), is satisfied. Indeed, if (x, y) ∈ N(L) \ 0,
then y = 0 and x ̸= 0. Hence,

Hn−1(x, 0) = 1
(n − 1)!(

∂nu
∂xn
(0, 0)xn−1, ∂nu

∂xn−1y (0, 0)xn−1),
and since ∂nu

∂xn (0, 0) ̸= 0, this does not belong to R(L) = (0, y). Then the claim of Lemma 2.5 yields

i[f, (0, 0)] = i[L + JP, 0]i[J−1QHn−1|N(L), 0],
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and since in our case,

(L + JP)(x, y) = L(x, y) + P(x, y) = (0, uyy(0, 0)y) + (x, 0) = (x, uyy(0, 0)y),

we get that
i[L + JP, (0, 0)] = sgn(uyy(0, 0)).

On the other hand, we have that

(J−1QHn−1)(x, 0) = Q 1
(n − 1)!(

∂nu
∂xn
(0, 0)xn−1, ∂nu

∂xn−1y (0, 0)xn−1) = ( 1
(n − 1)!

∂nu
∂xn
(0, 0)xn−1, 0),

and since n is even,
i[J−1QHn−1|N(L), (0, 0)] = sgn(∂nu∂xn

(0, 0)).

Hence, we get that
i[f, (0, 0)] = sgn(uyy(0, 0))sgn(

∂nu
∂xn
(0, 0)).

Finally, by (3.21) and (3.22), we get that∇u is a small perturbation of the vector field f in a suitable small ball
centered at (0, 0). Then i[f, (0, 0)] = i[∇u, (0, 0)] and, since by assumption i[∇u, (0, 0)] = −1, (1.13) follows.

The case n odd. Here we proceed as in the case where n is even. Let us suppose that ∂nu
∂xn (0, 0) ̸= 0 and using

the same notation, we get that i[f, (0, 0)] is well posed and again

i[f, (0, 0)] = i[L + JP, 0]i[J−1QHn−1|N(L), 0].
However, since in this case n is odd, we have that (J−1QHn−1)(x, 0) = 0, and so i[f, (0, 0)] = 0. As in the
previous case, this implies i[∇u, (0, 0)] = 0, a contradiction. Then we have that

∂nu
∂xn
(0, 0) = 0. (3.23)

Hence, (3.13) and (3.23) imply (1.14).

4 Nondegeneracy of Solutions with One Critical Point
In this section we consider a solution u to (1.16) with f(0, 0) ≥ 0 and ∂Ω with positive curvature. Moreover,
we assume that (0, 0) ∈ Ω is the unique critical point of u (of course its maximum).

First let us recall some results proved in [4]. For θ ∈ [0, π), set

uθ = cos θux + sin θuy ,

and
Nθ = {(x, y) ∈ Ω : uθ(x, y) = 0}.

We have the following result.

Lemma 4.1. Wehave thatNθ ∩ ∂Ω consists of exactly two points P1 and P2 and, around each Pi,Nθ is a smooth
curve that intersects ∂Ω transversally at its end-point Pi, i = 1, 2.

Proof. Let P ∈ Nθ ∩ ∂Ω and let ν = (νx , νy) be the exterior unit normal to Ω. Then, since u = 0 on ∂Ω, we have
that uθ(P) = ∂u

∂ν (P)(cos θνx(P) + sin θνy(P)). Since f(0) ≥ 0, by the Hopf lemma, we get that ∂u
∂ν (P) < 0, and so

uθ(P) = 0 if and only if the vector (cos θ, sin θ) is orthogonal to the normal ν, and since the curvature of ∂Ω
is positive, it happens exactly at two points P1 and P2.

Next let us show that around each Pi, i = 1, 2,Nθ is a smooth curve. We have that

⟨∇uθ , (cos θ, sin θ)⟩ = cos2 θuxx + 2 cos θ sin θuxy + sin2 θuyy , (4.1)
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and using that u = 0 on ∂Ω and (cos θ, sin θ) is orthogonal to ν, we get that

cos θ =
uy(P)
∂u
∂ν (P)

and sin θ = − ux(P)∂u
∂ν (P)

.

Hence, (4.1) becomes

⟨∇uθ , (cos θ, sin θ)⟩ = u2y (P)uxx + 2uxuy(P)uxy + u2x(P)uyy ̸= 0,

because the curvature of ∂Ω is positive. Then the implicit function theoremapplies and the claim follows.

Remark 4.2. The condition f(0) ≥ 0 is used to apply the Hopf Lemma on ∂Ω and deduce that ∂u
∂ν < 0. What

we need in the proof of Lemma 4.1 is that ∇u ̸= (0, 0) on ∂Ω.

We say that P ∈ Ω is a singular point for uθ if

∇uθ(P) = (0, 0).

Lemma 4.3. If P ∈ Nθ is a singular point for uθ, then the curve Nθ “encloses” a subdomain ω ⊂ Ω. More pre-
cisely, there exists a subdomain ω ⊂ Ω such that
∙ ∂ω is a Jordan curve,
∙ ∂ω ∩ ∂Ω = 0,
∙ ∂ω ⊂ Nθ.

For the proof, see [4].
Now we are in position to prove Theorem 1.8.

Proof of Theorem 1.8. By contradiction, let us suppose that (0, 0) is degenerate. Up to a rotation, we can
assume (1.2) and then

∇ux(0, 0) = 0.

By Lemma 4.3 the curveN0 encloses a region ω ⊂⊂ Ω. Moreover, ux verifies

{
{
{

−∆ux = f 󸀠(u)ux in ω,
ux = 0 on ∂ω,

(4.2)

and we can suppose that ux > 0 in ω. Next let us take Q ∈ ω and set

w(x, y) = uy(Q)ux(x, y) − ux(Q)uy(x, y)

and
M = {(x, y) ∈ Ω : w(x, y) = 0}.

Of course Q ∈M, and since∇u(Q) ̸= (0, 0) (uniqueness of the critical point), the definition of w is well posed.
Moreover, w satisfies

−∆w = f 󸀠(u)w in Ω,

and by [5], we have that around Q the setM consists of a finite number of curves intersecting transversally
at Q (this is actually a smooth curve if ∇w(Q) ̸= 0).

We have the following alternative:

Case 1:M ∩ ∂ω is given by at most one point. In this case, we have thatM encloses at least one region in ω
and there exists D ⊂ ω such that

{
{
{

−∆w = f 󸀠(u)w in D,
w = 0 on ∂D.

This implies that the first eigenvalue λ1(−∆ − f 󸀠(u)I) < 0 in ω, and this contradicts (4.2).

Case 2: M ∩ ∂ω is given by at least two points. In this case we would have that the derivatives uθ and w
intersect at two different points and this contradicts the uniqueness of the critical point unless w = Cux. This
implies that uθ(Q) = Cw(Q) = 0 and so Q ∈ ∂ω. This is a contradiction, which ends the proof.
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Proof of Corollary 1.9. Let us suppose that (0, 0) is a degenerate critical point of u and consider a level set
C = {u = c} with 0 < c < ‖u‖∞. Since (0, 0) is the unique critical point, we have that C is a smooth closed
curve. By contradiction, suppose that the curvature of C is positive everywhere. We have that u solves the
following problem:

{
{
{

−∆u = f(u) in {u > c},
u = c on C.

The proof of Theorem1.8 applieswith ∂Ω replaced byC. The only difference is that here the condition f(0) ≥ 0
is not sufficient to apply the Hopf Lemma to C in Lemma 4.1 because c ̸= 0. However, if ∂u

∂ν (P) = 0 for some
P ∈ C, then∇u(P) = 0 and this contradicts the uniqueness of the critical point. The claimof Theorem1.8 gives
that (0, 0) is nondegenerate, a contradiction. This means that any level set {u = c}must contain a point with
nonpositive curvature. This ends the proof.

The proof of Corollary 1.10 is the same as that of Corollary 1.9.
We end this section with two interesting examples of solution to (1.16), both suggested by Theorems 1.2

and 1.7. The first one shows that (b) of Corollary 1.9 can occur.

Example 4.4. If we put n = 4 in (1.5), we are lead to consider the set

Dα = {(x, y) ∈ ℝ2 :
1
2 y

2 + x4 − 6x2y2 + y4 < α}.

It is not difficult to show that there exists α0 > 0 such that for any 0 < α < α0, the set ∂Dα is a closed curve.
Note that ∂Dα shrinks to the origin as α → 0. Fix ᾱ ∈ (0, α0) and let us consider the function

u(x, y) = ᾱ − (12 y
2 + x4 − 6x2y2 + y4).

We have that u verifies
{{{
{{{
{

−∆u = 1 in Dᾱ ,
u > 0 in Dᾱ ,
u = 0 on ∂Dᾱ ,

(4.3)

and (0, 0) is the unique critical (maximum) point to u in Dᾱ, provided that we choose ᾱ suitably smaller.
Moreover, u is a semi-stable solution to (4.3). A straightforward computation shows that the curvature at a
point (0, y) ∈ {u = c} with 0 < c < ᾱ is given by

k(0, y) = −
uxxu2y − 2uxyuxuy + uyyu2x

(u2x + u2y )
3
2

= −
12|y|
1 + 4y3

< 0

for y < 0. This means that there is always at least a point in {u = c} with negative curvature, which gives the
claim.

Next example shows that semi-stable solutions to (1.16) can have two critical points in star-shaped domains.

Example 4.5. Theorem 1.7 with n = 3 suggested the construction of this example.
For c small enough, let us consider

Dc = {(x, y) ∈ ℝ2 :
1
2 y

2 + x3 − 3xy2 + A(x4 − 6x2y2 + y4) < c}.

Some tedious computations show that for A > 35
2 and c small enough, Dc is a closed curve.

For the same parameters A and c let us consider the function

u(x, y) = c − (12 y
2 + x3 − 3xy2 + A(x4 − 6x2y2 + y4)).

We have that u verifies
{{{
{{{
{

−∆u = 1 in Dc ,
u > 0 in Dc ,
u = 0 on ∂Dc .



16 | M. Grossi, A Morse Lemma for Degenerate Critical Points of Solutions of Nonlinear Equations

A straightforward computation shows that u admits exactly two critical points, P0 = (0, 0) (saddle point) and
P1 = (− 3

4A , 0) (maximum point). As remarked in the introduction, Dc is a star-shaped domain with respect to
the origin. Since u is a semi-stable solution to (1.16), this example shows that in Cabré–Chanillo’s theorem,
the assumption of positive curvature cannot be relaxed to star-shapedness with respect to some point.

5 Non-isolated Maximum Points
In this section we show some consequences of Theorem 1.2 when the maximum (minimum) points of u is
not isolated.

Proof of Proposition 1.5. Since (0, 0) is not isolated we have that the sets

Sϵ = {x2 + y2 = ϵ} and C = {(x, y) ∈ B1 : u(x, y) = u(0, 0)}

verify
Sϵ ∩ C ̸= 0 (5.1)

for ϵ > 0 small enough. Let us consider (xϵ , ye) ∈ Sϵ ∩ C. If, by contradiction, n is even in Theorem 1.2, using
that for (x, y) ∈ Sϵ,

Re(zn) = xn + o(y2) and Im(zn) = nxn−1y + o(y2),
we get, by (1.5) and (5.1) and the Young inequality,

0 = (
uyy(0, 0)

2 + o(1))y2ϵ + (
∂nu
∂xn (0, 0)

n! + o(1))(ϵ
2 − y2ϵ )

n
2 + (

∂nu
∂xn−1∂y (0, 0)
(n − 1)! + o(1))x

n−1
ϵ yϵ

= (
uyy(0, 0)

2 + o(1))y2ϵ + (
∂nu
∂xn (0, 0)

n! + o(1))ϵ
n ,

which implies yϵ = ϵ = 0, contradicting (5.1).
So, n is odd and repeating the previous computation for (1.7), we obtain

0 = (
uyy(0, 0)

2 + o(1))y2ϵ + (
∂nu

∂xn−1y (0, 0)
(n − 1)! + o(1))yϵ(ϵ

2 − y2ϵ )
n−1
2 + (

∂lu
∂xl (0, 0)

l! + o(1))(ϵ2 − y2ϵ )
l
2

= (
uyy(0, 0)

2 + o(1))y2ϵ + (
∂nu

∂xn−1y (0, 0)
(n − 1)! + o(1))ϵ

n−1yϵ + ( ∂lu∂xl (0, 0)
l! + o(1))ϵl . (5.2)

From (5.2), we deduce that

2
l!uyy(0, 0)

∂lu
∂xl
(0, 0)ϵl − 1

(n − 1)!2
(

∂nu
∂xn−1y (0, 0))2ϵ2n−2 ≤ 0, (5.3)

and if l < 2n − 2, we get uyy(0, 0) ∂
lu
∂xl (0, 0) ≤ 0, contradicting Theorem 1.2. So, l = 2n − 2 in (5.3) and using

(1.8), we deduce that
2
l!uyy(0, 0)

∂lu
∂xl
(0, 0) = 1

(n − 1)!2
(

∂nu
∂xn−1y (0, 0))2,

which ends the proof.

Proof of Corollary 1.6. Assume that u = u(r) is a radial function, with r2 = x2 + (y − P)2, P ̸= 0, and u solves

−∆u = f(u).

Suppose that u󸀠(P) = 0 and u󸀠󸀠(P) < 0, and so (0, 0) belongs to a circle of maximum points. The derivatives
at (0, 0) are given by

{{{{{{
{{{{{{
{

uyy(0, 0) = u󸀠󸀠(P) = −f(u(P)),
uxxx(0, 0) = 0,
uxxy(0, 0) = − 1P u

󸀠󸀠(P) = 1
P f(u(P)),

uxxxx(0, 0) = 3
P2 u
󸀠󸀠(P) = − 3

P2 f(u(P)).

(5.4)
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So, by (1.7), we get (1.9), and by (5.4), we have

u2xxy(0, 0) =
f 2(u(P))

P2
=
uyy(0, 0)uxxxx(0, 0)

3 .

So, the equality is achieved in (1.8) (equivalently in (1.10)).

Remark 5.1. We do know examples of solutions with a curve of maximum point for l > 3 in Proposition 1.5.
It should be interesting to construct it (if there exist!).

We end this section with some additional properties of solutions with curves of maximum points.

Proposition 5.2. Assume the same assumptions of Theorem 1.2 and suppose that γ is a smooth curve of max-
ima for u. Then, denoting by k(0, 0) the curvature of γ at (0, 0) the following alternative holds: either

k(0, 0) ̸= 0

or
ux consists of 4 curves intersecting transversally at (0, 0). (5.5)

Proof. Let us suppose that k(0, 0) = 0 and show that (5.5) holds. Let us parametrize γ as follows:

γ(t) =
{
{
{

x = x(t),
y = y(t), t ∈ (−ϵ, ϵ),

with γ(0) = (0, 0). Then since u(γ(t)) = u(0, 0) for any t ∈ (−ϵ, ϵ), a straightforward computation gives

{{{
{{{
{

0 = d2

dt2
u(γ(t))
󵄨󵄨󵄨󵄨󵄨󵄨t=0 = uyy(0, 0) (ẏ(0))2 ⇒ ẏ(0) = 0,

0 = d4

dt4
u(γ(t))
󵄨󵄨󵄨󵄨󵄨󵄨t=0 = uxxxx(0, 0)ẋ(0))4 + 5uxxy(0, 0)(ẋ(0))2 ÿ(0) + 3uyy(0, 0)(ÿ(0))2. (5.6)

Since k(0, 0) = 0, from ẏ(0) = 0, we get that ÿ(0) = 0 and by (5.6), we deduce that

uxxxx(0, 0) = 0. (5.7)

Since by Proposition 1.5 we have that n is odd, (5.7) and (1.8) imply that n ≥ 5 in Theorem 1.2. Finally, from
(1.7), we deduce that in a neighborhood of (0, 0), it holds

ux(x, y) = (A + o(1))Re(zn−1) + (B + o(1)) Im(zn−1),
with n − 1 ≥ 4 and (A, B) ̸= (0, 0). This gives (5.5) and the claim follows.

Let us recall that the Morse index m(u) of a solution u to

{
{
{

−∆u = f(u) in Ω,
u = 0 on ∂Ω,

(5.8)

is given by the number of negative eigenvalue of the operator

L = −∆ − f 󸀠(u)I.
Our final result is a consequence of Proposition 5.2.

Corollary 5.3. Assume the sameassumptionsas inTheorem1.2and suppose that γ is a smooth curve ofmaxima
for u. Then if u is a solution to (5.8) with m(u) < 3, then

k(0, 0) ̸= 0.

Proof. By Proposition 5.2 it is enough to prove that (5.5) cannot occur. Indeed, if it happens, we deduce that

N = {(x, y) ∈ Ω : ux(x, y) = 0}
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encloses at least three nodal regions ω1, ω2, ω3 ⊂ Ω (straightforward extension of Lemma 4.3). So, the func-
tions

vi(x, y) =
{
{
{

ux if (x, y) ∈ ωi ,
0 if (x, y) ∈ Ω \ ωi , i = 1, 2, 3,

verify that vi ∈ H1
0(Ω), ∫Ω ∇vi∇vj = 0 for i ̸= j and ∫Ω|∇vi|

2 − f 󸀠(u)v2i = 0 for i = 1, 2, 3. Then, by the definition
of Morse index, we derive that m(u) ≥ 3 and this gives a contradiction.

References
[1] H. Amann, A note on degree theory for gradient mappings, Proc. Amer. Math. Soc. 85 (1982), no. 4, 591–595.
[2] J. Arango and O. Perdomo, Morse theory for analytic functions on surfaces, J. Geom. 84 (2005), no. 1–2, 13–22.
[3] N. Aronszajn, A unique continuation theorem for solutions of elliptic partial differential equations or inequalities of second

order, J. Math. Pures Appl. (9) 36 (1957), 235–249.
[4] X. Cabré and S. Chanillo, Stable solutions of semilinear elliptic problems in convex domains, Selecta Math. (N. S.) 4

(1998), no. 1, 1–10.
[5] L. A. Caffarelli and A. Friedman, Partial regularity of the zero-set of solutions of linear and superlinear elliptic equations,

J. Differential Equations 60 (1985), no. 3, 420–433.
[6] C. Conley, Isolated Invariant Sets and the Morse Index, CBMS Reg. Conf. Ser. Math. 38, American Mathematical Society,

Providence, 1978.
[7] L. Damascelli, M. Grossi and F. Pacella, Qualitative properties of positive solutions of semilinear elliptic equations in

symmetric domains via the maximum principle, Ann. Inst. H. Poincaré Anal. Non Linéaire 16 (1999), no. 5, 631–652.
[8] E. N. Dancer, Degenerate critical points, homotopy indices and Morse inequalities, J. Reine Angew. Math. 350 (1984),

1–22.
[9] S. Derivière, T. Kaczynski and P.-O. Vallerand-Beaudry, On the decomposition and local degree of multiple saddles, Ann.

Sci. Math. Québec 33 (2009), no. 1, 45–62.
[10] G. Dinca and J. Mawhin, Brouwer degree and applications, in preparation.
[11] B. Gidas, W. M. Ni and L. Nirenberg, Symmetry and related properties via the maximum principle, Comm. Math. Phys. 68

(1979), no. 3, 209–243.
[12] F. Gladiali and M. Grossi, Some results for the Gelfand’s problem, Comm. Partial Differential Equations 29 (2004),

no. 9–10, 1335–1364.
[13] F. Hamel, N. Nadirashvili and Y. Sire, Convexity of level sets for elliptic problems in convex domains or convex rings:

Two counterexamples, Amer. J. Math. 138 (2016), no. 2, 499–527.
[14] J. Milnor,Morse Theory, Princeton University, Princeton, 1963.
[15] L. E. Payne, On two conjectures in the fixed membrane eigenvalue problem, Z. Angew. Math. Phys. 24 (1973), 721–729.


	A Morse Lemma for Degenerate Critical Points of Solutions of Nonlinear Equations in $\mathbb{R}^2$
	1 Introduction and Statement of the Main Results
	2 Known Results
	3 Proof of Theorems 1.2 and 1.7
	4 Nondegeneracy of Solutions with One Critical Point
	5 Non-isolated Maximum Points


