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1 Introduction
In the last decade great attention has been paid to the theory of non-local operators, in particular integro-
di�erential operators which naturally arise in a huge number of applications as for instance in finance, biol-
ogy andphysics. Themain feature of this type of operators is that they are suitable to be amodel to anomalous
di�usion processes (as for instance Brownian motions with jumps) or Lévy processes. For a gentle introduc-
tion to these issues we refer the reader to [30, 31] and references therein.

Though the theory of non-local operators is nowadays highly developed (e.g. the regularity theory, see for
instance [4, 6, 8] and related papers), our aim is to provide a general unified framework to existence, unique-
ness and weak regularity for general boundary values problems involving non-local operators on bounded
domains and highly irregular data (namely measures).

To be more concrete let Ω be a bounded domain ofℝn and let us consider the boundary value problem

{
Lsu = μ in Ω,
u(x) = 0 onℝn\Ω,

(1.1)

where μ is a bounded Radon measure on Ω and Ls is a non-local operator of fractional order s, for instance
(we will be more precise below) let Ls be an integro-di�erential operator with kernel K such that

K(x, y) ∼ 1
|x − y|n+2s

.
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Following the idea introduced in [16] (and inspired by [27]) for fractional Laplacian type problems inℝn
we will introduce the notion of duality solutions for problems such as (1.1) and we will prove the existence
of a unique solution for this problem with minimal assumptions on both the domain and the data.

We want to stress that some of the results we will present here can be found (or deduced) spread in the
current literature. In particular, the case Ls = (−∆)s (i.e. is the fractional Laplacian of order s) and Ω = ℝn,
as we already mentioned, was treated in [16], while Dirichlet boundary values problems with smooth data
in bounded domains were considered for instance in [11, 22, 23]. Again in the fractional Laplacian case,
boundary value problems with measure data in smooth domains (namely C2) were recently considered in
[10].

For more general operators the theory is less complete and, besides the classical books by E. Stein [28]
and N. S. Landkof [20], we refer the reader to [5, 13, 14, 17, 21]. We also mention the recent paper by Kuusi,
Mingione and Sire [19] in which the regularity theory for the so-called SOLA solutions was considered.

As we said, one of our goals is to provide a common framework for all these previous results: we will
indeed consider general non-local operators on bounded domains and measure data. We will address the
question of existence, uniqueness and weak (e.g. fractional) regularity for solutions to Dirichlet problems
such as (1.1).

The paper is organized as follows. In Section 2 we give our concept of solution for rather general integro-
di�erential boundary value problems, we investigate the relation of such a concept with the classical weak
notion, andwe state and prove the existence and uniqueness of a duality solution. Section 3 is devoted to the
discussion of fractional Sobolev regularity for duality solutions as well as further remarks and comments.

2 General Integro-Di�erential Equations
In this section we describe and prove our main existence and uniqueness result. As we shall stress later
the Stampacchia’s duality method we are going to use is robust enough to be applied to very general lin-
ear non-local operators (see also Remark 2.12 below). Despite this fact, for the sake of concreteness we will
develop our argument in the (anyhow large) class of symmetric integro-di�erential operators. In particular,
for s ∈ (0, 1), we are interested in solving the Dirichlet boundary value problem

{
Lsu = μ in Ω,
u = 0 inℝn\Ω,

(2.1)

where μ is any bounded Radonmeasure and Ω is any bounded domain ofℝn, n ≥ 2. The operatorLs is given
by

Lsu(x) = PV ∫
ℝn

(u(x) − u(x + y))K(y)dy,

where K is a non-negative kernel satisfying
λ

|y|n+2s
≤ K(y) ≤ Λ

|y|n+2s
,

with 0 < λ ≤ Λ.
This class of kernels is, for instance, the one consideredbyCa�arelli andSilvestre [8, 9] (see also [13, 21]),

and it contains as a particular case the fractional Laplacian case, that is,

(−∆)su(x) := cn,sPV ∫
ℝn

u(x) − u(x + y)
|y|n+2s

dy (2.2)

with

cn,s =
4ss(s − 1)Γ( n+2s2 )

π n
2 Γ(2 − s)

,

where Γ is the Euler Gamma function.
Here is our notion of solution which extends the one given in [27] (see also [16]).
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Definition 2.1. We say that a function u ∈ L1(ℝn) is a duality solution for problem (2.1) if u ≡ 0 inℝn \ Ω and

∫
Ω

ug dx = ∫
Ω

wdμ (2.3)

for all g ∈ C∞0 (Ω), where w is the weak solution of

{
Lsw = g in Ω,
w = 0 inℝn\Ω.

(2.4)

Remark 2.2. Some remarks are in order. First of all, the existence of a weak solution (whose definitionwill be
recalled later, see Definition 2.8 below) for problem (2.4) is an easy consequence of the Lax–Milgram lemma
(see, e.g., [14] or [21]).

In order for all terms in (2.3) to be well defined we need w ∈ C(Ω) (or, at least, w ∈ L∞(Ω) if μ ∈ L1(Ω));
this will be shown in Lemma 2.11 below.

We refer to Section 2.2 below for further comments on this definition, the relations with the other avail-
able definitions and to the sense in which the boundary data is assumed.

Before stating our main result we need to recall the following definition.

Definition 2.3. We say that Ω satisfies the uniform exterior ball condition if there exists sΩ > 0 such that for
every x ∈ ℝn\Ω with dist(x, ∂Ω) < sΩ, there is zx ∈ ∂Ω such that |x − zx| = dist(x, ∂Ω) and B(x0, sΩ) ⊂ ℝn \ Ω
with x0 := zx + sΩ x−zx

|x−zx | . In an analogous way, one can define the uniform interior ball condition by replacing
ℝn \ Ω with Ω.

In order to better understand the previous definition, let us recall from [2, Corollary 3.14] that a domain
with compact boundary is of class C1,1 if and only if it satisfies both a uniform interior ball condition and an
exterior one.

Here is our existence and uniqueness result.

Theorem 2.4. Let Ω be a bounded open set satisfying the uniform exterior ball condition. Then there exists a
unique duality solution for problem (2.1) in the sense of Definition 2.1. Moreover, u ∈ Lq(ℝn) for any q < n

n−2s .

Remark 2.5. As we will deduce from the proof of Theorem 2.4 the regularity condition on Ω is essential in
order to get continuity estimates up to the boundary for the solution. In the case of a general boundeddomain,
if μ ∈ L1(Ω), with the same proof, one can obtain existence and uniqueness of a duality solution for problem
(2.1) which turns out to coincide with the one obtained in [21].

Also observe that, as already noticed in [16] for the solutions in ℝn, the regularity of the solution we
find is optimal, since the fundamental solution (i.e. the solution with datum μ = δ0) for these operators is
comparable to |x|2s−n near the origin. Finally, observe that, as s goes to 1−, we formally obtain the sharp
regularity of [27] for boundary value problems involving linear second order di�erential equations. This latter
fact is completely formal, since, as s approaches 1, non-local integro-di�erential operators may degenerate.

2.1 Some Useful Notations and Tools

We will make use of some basic results concerning fractional Sobolev spaces (also called spaces of Bessel
potentials). For a review we refer the reader to [1, 28] (see also [12]). Let us recall the following definition.

Definition 2.6. For 0 < s < 1 and 1 ≤ p < ∞. We define the fractional Sobolev space W s,p(ℝn) as the set of all
functions u in Lp(ℝn) such that

∫
ℝn

∫
ℝn

|u(x) − u(y)|p

|x − y|n+sp
dxdy < ∞,
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endowed with the norm

‖u‖W s,p(ℝn) = ‖u‖Lp(ℝn) + ( ∫
ℝn

∫
ℝn

|u(x) − u(y)|p

|x − y|n+sp
dxdy)

1
p
. (2.5)

If p = 2, we will use the usual notationW s,p(ℝn) = Hs(ℝn).

If Ω is any bounded domain ofℝn, the spaceW s,p(Ω) is defined in a similar way, whileW s,p
0 (Ω) is defined as

the closure of C∞0 (Ω) with respect to the norm defined in (2.5).
The following embedding theorem is valid in domains satisfying the so-called extension propertywhich,

roughly speaking, consists in the fact that functions in W s,p(Ω) can be extended to functions in W s,p(ℝn).
Concretely one can think, for instance, of Ω to be an open domain with Lipschitz boundary.

We recall from [1] the fractional Sobolev embedding result we shall use.

Theorem 2.7 (Sobolev embedding). Let Ω be a bounded domain of ℝn with the extension property and let
sp < n. Then, there exists a constant C depending only on s and n, such that

‖v‖Lp∗s (Ω) ≤ C‖v‖W s,p(Ω) for all v ∈ W s,p(Ω),

where p∗s = np
n−sp is the fractional Sobolev critical exponent, p > 1 and 0 < s < 1. Moreover, if Ω has no external

cusps and ps > n, then
‖v‖Cã(Ω) ≤ C‖v‖W s,p(Ω) for all v ∈ W s,p(Ω),

where ã = sp−n
p .

2.2 Weak Solution vs Duality Solution

Due to the generality of the results we presented, some important features of the duality formulation we
introduced could be missed. At first glance, in such a non-regular framework, one could ask whether the
duality formulation is the good one in order to give sense to the boundary datum u = 0 onℝn\Ω.

In order to give some insights towards the question of the boundary datum we restrict ourselves to the
toy model of the fractional Laplacian case. The reader will easily deduce that the following arguments keep
working in more general cases as an integration by parts formula in all of ℝn is available for functions in
Hs(ℝn).

Let Ω be a bounded open set ofℝn and let us consider the problem

{
(−∆)su = μ in Ω,
u(x) = 0 onℝn\Ω,

(2.6)

where μ is a bounded Radon measure on Ω ofℝn, and (−∆)s is the fractional Laplace operator introduced in
(2.2) with s ∈ (0, 1).

As we already noticed, for data regular enough (namely if μ ∈ H−s(Ω)), the existence of a finite energy
solution (i.e. weak solutions in Hs(Ω)) for problem (2.6) is an easy consequence of the Lax–Milgram lemma
(see, e.g., [21]). Existence, uniqueness and regularity up to the boundary for solutions to problem (2.6) can
be found in [22] in the case of bounded data μ ∈ L∞(Ω).

In Definition 2.1 we added the boundary condition u = 0 onℝn\Ω. This seems to be quite artificial and it
needs to be better explained. If u satisfies (2.3), then, at least formally, using the integration by parts formula
in allℝn, we have

∫
Ω

w dμ = ∫
Ω

u(−∆)sw = ∫
ℝn

u(−∆)sw − ∫
ℝn\Ω

u(−∆)sw

= ∫
ℝn

(−∆)su w − ∫
ℝn\Ω

u(−∆)sw = ∫
Ω

w (−∆)su − ∫
ℝn\Ω

u(−∆)sw,

where in the last equality we have used w ≡ 0 inℝn \ Ω.
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The previous identity can be recast as

∫
Ω

w dμ = ∫
Ω

w (−∆)su + ∫
Ω

∫
ℝn\Ω

w(x)u(y)
|x − y|n+2s

dx dy. (2.7)

In particular, (2.7) is satisfied for all w ∈ C∞c (Ω). That is,

(−∆)su(x) + ∫
ℝn\Ω

u(y)
|x − y|n+2s

dy = μ(x) inD�(Ω).

The second term is a function of x that depends on the values of u outside. This suggests to impose u = 0 on
ℝn\Ω. Proposition 2.9 below clarifies that this is the right choice. First of all we need the following definition
(see [22]) recalling that, by Theorem 2.7, L(2∗s )� (Ω) ⊂ H−s(Ω).
Definition 2.8. Let μ ∈ L(2∗s )� (Ω). A weak solution for problem (2.6) is a function u ∈ Hs(ℝn) such that u ≡ 0
a.e. onℝn\Ω, and

∫
ℝn

(−∆)
s
2 u(−∆)

s
2 v dx = ∫

Ω

μv dx

for any v ∈ Hs(ℝn) such that v ≡ 0 (a.e.) onℝn\Ω.

Proposition 2.9. Let μ ∈ L(2∗s )� (Ω). Then u is a duality solution of problem (2.6) in the sense of Definition 2.1 if
and only if u is a weak solution of problem (2.6).

Proof. Let u be a weak solution of problem (2.6), and let g ∈ C∞0 (Ω). If w is the corresponding solution with
datum g, then, integrating by parts and using that u = 0 outside Ω, we have

∫
Ω

ug dx = ∫
Ω

u(−∆)sw dx = ∫
ℝn

u(−∆)sw dx − ∫
ℝn\Ω

u(−∆)sw dx

= ∫
ℝn

(−∆)
s
2 u(−∆)

s
2wdx = ∫

Ω

μw dx.

Now, let u be the duality solution of problem (2.6) and let ũ be the weak solution of the same problem. Then,
reasoning as before, we have

∫
Ω

ũg dx = ∫
Ω

μw dx

for any g ∈ C∞0 (Ω). Then, subtracting the formulation of u, we get

∫
Ω

(u − ũ)g dx = 0

for any g ∈ C∞0 (Ω), which implies u = ũ.

Remark 2.10. The previous result shows the equivalence between the duality and the weak formulations in
the case of finite energy solutions for homogeneous problems in bounded domains. In the case of general
non-homogeneous integro-di�erential problems of the form

{
Lsu = 0 in Ω,
u = ϕ inℝn\Ω,

(2.8)

it is worth introducing the further notion of viscosity solution at least for smooth data ϕ (see, e.g., [3, 8]).
For instance, let ϕ be a bounded function in Cã(ℝn\Ω) for some positive ã < 1, and let Ω satisfy the uni-

form exterior ball condition. The existence of a unique viscosity solution for problem (2.8) can be proved by
Perron’s method in a standard way through the construction of suitable barriers (see [9, 18]). As pointed out
in [22] (see also [25]) the unique viscosity solution for problem (2.8) turns out to coincide with the weak one
due to both the interior regularity for viscosity solutions (see, e.g., [8]) and the existence and uniqueness of
a weak solution for the same problem (see, e.g., [14]).
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2.3 Existence and Uniqueness of a Duality Solution

Before proving Theorem 2.4 we need a preliminary result which is based on a result by Dong and Kim [13]
who proved that if Lsv = h inℝn and h ∈ Lp(ℝn), with p > 1, then

‖v‖W2s,p(ℝn) ≤ C‖h‖Lp(ℝn).

By the Sobolev embedding theorem, this implies that

‖v‖Cã(ℝn) ≤ C‖h‖Lp(ℝn) whenever p >
n
2s . (2.9)

Lemma 2.11. Let Ω be any bounded domain, p > n
2s , f ∈ L

p(Ω), and u be a solution of (2.6) with μ = f .
(a) The solution u is bounded and

‖u‖L∞(Ω) ≤ C‖f‖Lp(Ω).

(b) If in addition Ω satisfies the uniform exterior ball condition, then u is C(Ω).

Proof. Without loss of generality, we assume that f ≥ 0 (if not, using linearity, we can consider |f| and then
apply the result). Let ũ be the non-negative weak solution in all ofℝn of

Ls ũ = fχΩ inℝn .

By (2.9), we have
‖ũ‖Cã(ℝn) ≤ C‖f‖Lp(Ω),

where ã = 2s − n
p .

Let us now consider v = ũ − u. This function satisfies

{
Lsv = 0 in Ω,
v = ũ inℝn\Ω,

(2.10)

with ũ ≥ 0 and ũ ∈ Cã(ℝn). Let us prove now (a) and (b).
(a) By the maximum principle, since ũ ≥ 0, we have v ≥ 0. Thus,

0 ≤ u = ũ − v ≤ ũ ≤ C‖f‖Lp(Ω),

and hence
‖u‖L∞(Ω) ≤ C‖f‖Lp(Ω).

(b) As Ω satisfies the uniform exterior ball condition and ũ is Cã(ℝn) ∩ L∞(ℝn), then v, the solution of
(2.10), is C(Ω) (see [9, 18] and Remark 2.10 above). This concludes the proof of Lemma 2.11 as u = ũ − v.

Proof of Theorem 2.4. In order to get the optimal regularity of u we will consider less regular functions g in
Definition 2.1. The equivalence between the two definitions relies on a straightforward density argument. Let
us fix p > n

2s . For any g ∈ Lp(Ω), let us define the operator T : Lp(Ω) Ü→ ℝ through

T(g) := ∫
Ω

w(x) dμ.

Using Lemma 2.11, T is well defined, and we can write

|T(g)| ≤ ‖w‖L∞(Ω)|μ|(Ω) ≤ C‖g‖Lp(Ω),

where C depends only on Ω, μ, n, s and p. Then T is a bounded continuous linear functional on Lp(Ω), so
that by Riesz’ representation theorem, there exists a unique function u ∈ Lp� (Ω) such that

∫
Ω

w dμ = ∫
Ω

ug. (2.11)

Of course, we can repeat the argument for any p > n
2s andwe find a unique u ∈ Lp� (Ω) (and so p� < n

n−2s ) such
that (2.11) holds.
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Uniqueness easily follows by the fundamental theoremof calculus of variations because for two solutions
u and v in the sense of Definition 2.1 one has

∫
Ω

(u − v)g = 0

for any g ∈ C∞0 (Ω) and so u = v.

Remark 2.12. Let us notice that our existence and uniqueness result for these general integro-di�erential
operators does not rely at all on the knowledge of the fundamental solution. Moreover, continuity of solution
to problem (2.6) with su�ciently smooth data is what is needed here in order to apply the duality method.
However, more precise regularity results up to the boundary can be found in the literature in some particular
cases: for instance the fractional Laplace case [22] or the case of anisotropic α-stable processes [24] (see also
Section 3.1 below for a precise definition of these latter types of operators).

We also would like to stress a general fact about the method we used. As it is well known (and, as one
can easily deduce from the proof of Theorem 2.4), Stampacchia’s duality method relies essentially on two
main ingredients: linearity (in particular on the possibility to define an adjoint operator Ls itself in Theo-
rem 2.4 as Ls is self-adjoint) and a regularity result. For the sake of exposition we restricted ourselves on the
integro-di�erential case with symmetric kernels. Anyhow, it is clear that a formally identical existence and
uniquenessmetatheorem can be proved in the sameway for very general boundary value problems involving
(local or) non-local linear operators. For a review onmore general non-local operators (x-dependent kernels,
non-symmetric case, etc.) we refer the reader to, e.g., [14] and references therein. Roughly speaking, such a
metatheorem reads as: let L be a non-local linear operator, μ a bounded Radon measure on Ω, and let G∗ be
the Green operator for the homogeneous Dirichlet boundary value problem associated to the adjoint opera-
tor L∗. If G∗ maps continuously Lq(Ω) into C(Ω), for any q > q0, then there exists a unique duality solution
u ∈ Lp(Ω) for any p < q0

q0−1 to

{
Lu = μ in Ω,
u = 0 onℝn\Ω.

3 Further Remarks and Extensions
This final section is devoted to present some further remarks on the regularity of the duality solutions found
in Theorem 2.4. One of the main tools in order to study Sobolev fractional regularity for solutions to Dirichlet
integro-di�erential problems relies on the use of Bessel potentials associated with this kind of operators. A
general treatment of this issue would be beyond the scope of this paper. For the sake of concreteness, we will
describe the method in some particular cases.

3.1 Local Regularity for α-Stable Processes

As one can imagine, Sobolev fractional regularity of duality solutions can be deduced if we have some in-
formation on the exact behavior of the fundamental solution for this operator. For the sake of exposition we
consider the case of anisotropic α-stable process and we readapt the result in [16] in order to get sharp local
Sobolev regularity for the solution of (2.6).

Let Ω be a bounded open set ofℝn. Consider

{
Lαu = μ in Ω,
u = 0 inℝn\Ω,

(3.1)

where μ is a Radon bounded measure on Ω. The operator Lα is given by

Lαu(x) = PV ∫
ℝn

(u(x) − u(x + y))a(y/|y|)
|y|n+α

dy,
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where 0 < α < 2 and a : Sn−1 → ℝ is a non-negative and symmetric function that satisfies the uniform ellip-
ticity condition

λ ≤ a(θ) ≤ Λ for all θ ∈ Sn−1

with 0 < λ ≤ Λ.
These operators are infinitesimal generators of a very special class of Lévy processes: the so-called

α-stable processes. With respect to the previous section here we use the usual convention α = 2s.
It is proved in [29] that the potential kernel K associated to Lα (i.e., the fundamental solution of the

operator) satisfies
c1

|y|n−α
≤ K(y) ≤ c2

|y|n−α

for suitable positive constants c1 ≤ c2, and

K(y) = |y|α−nK( y
|y| )

.

Moreover, by [7, Theorem 1], we have that K belongs to the Hölder space C2α−ϵloc (ℝn \ {0}) for all ϵ > 0.
Thus, it follows that K is a fractional kernel of order α and regularity 2α − ϵ in the sense of [15, Defini-

tion 4.1]. In particular, we have the following result (see [15, Theorem 5.2]).

Theorem 3.1. The Riesz potential associated to Lα,

Iα(f)(x) = ∫
ℝn

f(y)K(x − y)dy, (3.2)

maps Lp(ℝn) boundedly into Cα−
n
p (ℝn) whenever p > n/α. That is,

‖Iα(f)‖Cα− np (ℝn) ≤ C‖f‖Lp(ℝn),
with C depending only on p, n, λ, Λ and α.

Due to Theorem 3.1 and in particular to the integral representation (3.2) it is straightforward to reproduce
the argument in [16] in order to show the existence of a unique duality solution ũ for problem

Lαu = μ inℝn ,

whenever μ is set to be zero outside Ω. Moreover, ũ ∈ W1−(2−α)/q,q
loc (ℝn) for any q < n+2−α

n+1−α .
For simplicity, in what follows we also assume α > 1, i.e., s > 1

2 (see [16, p. 2] and Remark 3.4 below for
further comments on this restriction), and μ to be non-negative.

We have the following local result.

Theorem 3.2. The duality solution u of problem (3.1) belongs to W1−(2−α)/q,q
loc (Ω) for any q < n+2−α

n+1−α .

Proof. Let ũ be the duality solution of
Lα ũ = μ inℝn ,

where, as we said, μ is extended by zero outside Ω. Let us consider now v := ũ − u. This function is a non-
negative function in all of ℝn, and it satisfies (−∆)sv = 0 in Ω. Moreover, v = ũ outside Ω, and in particular
ũ ∈ L∞(ℝn\Ω). This implies that v is locally smooth inside Ω (see, e.g., [8, 26]). Therefore v also satisfies that
v ∈ W1−(2−α)/q,q

loc (Ω) for any q < n+2−α
n+1−α . The proof is complete since u = ũ − v.

3.2 Towards a Global Regularity Result

Let us come back to the general integro-di�erential Dirichlet boundary value problem

{
Lsu = μ in Ω,
u = 0 inℝn\Ω,

(3.3)
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where Ls is of the type we considered in Section 2. As we already said, a fine study of the Bessel potentials
associated with these operators goes beyond the scope of the paper. So, for the sake of presentation, we are
going to straighten the assumptions on both the operators Ls and on the admissible domains Ω. We assume
that Ls satisfies the following Calderón–Zygmund type property: for ν ≥ 0 and r > N + 2 − 2s, there exists
C > 0 such that

‖L−sg‖W2s−ν,r(Ω) ≤ C‖g‖W−ν,r(Ω) (3.4)

for any g ∈ W−ν,r(Ω), where L−sg is the solution of

{
Lsw = g in Ω,
w = 0 inℝn\Ω.

Properties as (3.4), which are established for instance in the fractional Laplace case, are natural for gen-
eral operators of fractional order s at least for a su�ciently smooth domain (see, e.g., [13, 32]).

Concerning the regularity of the domain, for simplicity wemay think at ∂Ω ∈ C1,1. Anyway, this assump-
tion is not sharp. The same argument will work formore general bounded domains ofℝn satisfying the exten-
sion property, the uniform ball condition and with no external cusps. Moreover, as the proof will essentially
be based on Sobolev embeddings, if μ ∈ L1(Ω) then one can remove the exterior ball assumption on Ω (e.g.
Lipschitz domains).

Theorem 3.3. LetLs and Ω be as above. Then the duality solution of problem (3.3) belongs to u ∈ Wη,q
0 (Ω) for

any q < n+2−2s
n+1−2s , where η = 1 − 2−2s

q .

Remark 3.4. We notice that the derivation exponent η = 1 − 2−2s
q can be negative. This is not the case if, for

instance, s > 1
2 , so, for the sake of exposition wewill assume this restriction on s in the following proof. How-

ever, the result is formally correct for any s ∈ (0, 1) once we interpret the spaceWη,q(Ω) in the distributional
sense as the dual ofW−η,q

�
0 (Ω) (see [12]).

Finally, we want to emphasize that, as s → 1−, we formally recover the classical optimal summability
of the gradient for linear elliptic boundary value problems with measure data (see again [27]), u ∈ W1,q

0 (Ω),
for any q < n

n−1 . Also notice that, as before, the result is optimal, as it coincides with the regularity of the
fundamental solution for the fractional Laplacian G(x) = c|x|2s−n.

Proof. Let us fix q as in the statement of Theorem 3.3 and let η = 1 − 2−2s
q . Observe that (2s − η)q� > n if and

only if q < n+2−2s
n+1−2s . In particular, under this assumption we can use Theorem 2.7 in order to have

‖w‖L∞(Ω) ≤ C‖w‖W2s−η,q� (Ω) for all w ∈ W2s−η,q� (Ω),
Hence, we reason as in the proof of Theorem 2.4, and, using (3.4), we have

|T(g)| ≤ ‖w‖L∞(Ω) |μ|(Ω) ≤ C‖w‖W2s−η,q� (Ω) ≤ C‖g‖W−η,q� (Ω) for any g ∈ C∞0 (Ω),

from which we deduce that T, defined as

T(g) := ∫
Ω

w(x) dμ = ∫
Ω

ug,

is a linear and continuous operator onW−η,q� (Ω), which implies u ∈ Wη,q
0 (Ω) as u ≡ 0 outside of Ω.
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