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Abstract: In this article, we propose a model describing laminar shallow water flows with two velocities to
handle an uneven bottom. The model is established by taking the different velocities into account. The source
terms generated from the bottom topography prevent us from solving the Riemann problem directly. We first
derive the elementary waves including the stationary wave where the global entropy condition is used to
ensure uniqueness. Then, we analyze the resonance phenomenon and coalescence of waves by classifying the
initial data into different regions. Finally, the Riemann problem is resolved explicitly on a case-by-case basis.
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1 Introduction

Recently, the multilayer shallow water equations have been of great interest. On the one hand, it is very
efficient in describing flows with different densities and varying velocities both theoretically and numerically.
On the other hand, the multilayer models have wide applications in the two-phase and multiphase flows,
which play a key role in the research of modern industry. The two-layer shallow water system is one of the
representatives of the multilayer flows, it can be obtained by taking the vertical averaging of the layer depth
[1,2,4]. In this work, we consider the two-layer shallow water equations with non-flat bottom topography as
follows:
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where hi and =u i 1, 2i ( ) represent the approximation of the layer thickness and the horizontal velocity of the
ith layer, me denotes the mass exchange from the second layer to the first layer, u

in
is the velocity of the
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interface between two layers, B x( ) denotes the bottom elevation. The system contains the source terms
resulting from the bottom topography and mass exchange between the layers. For more details about the
derivation of the model, we refer to [2,6] and references therein.

The reasons we are interested in the two-layer shallow water equations (1.1) are twofold: (i) It is equivalent
to the bilayer version of the layerwise model introduced in [6], which was used to approximate the 3D
hydrostatic equations; (ii) System (1.1) also takes into consideration of the mass exchange between the layers,
which can be seen as an extension of the model proposed in [4]. There are a lot of research studies on the two-
layer flows in the literature [7,11,20,23–25]. Audusse et al. [6] introduced a multilayer model with mass
exchange between the neighboring layer from the Navier-Stokes system. The local well-posedness of the
two-layer shallow water equations was obtained in [22]. Abgrall and Karni [1] introduced a relaxation
approach where two artificial equations have been added so that the extended system is hyperbolic as the
original two-layer flow is conditionally hyperbolic (see also in [14]). Numerical simulations are also available.
A well-balanced scheme was introduced in [16] for both one-dimensional (1D) and two-dimensional (2D) two-
layer shallow water equations. A time-splitting approach proposed in [15] is implemented without having the
full eigenstructure of the system. Several upwind schemes were developed in the last decade, including the
finite-volume and finite-element types [1,14]. More related works can be found in [5,9,10, 12,13,26].

Recently, an interesting approach dealing with the two-layer model with flat bottom has been proposed in
[2]. For convenience, we post the 1D case here for later use,
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where h denotes the total height of the water flows, the notations ū and û represent the average of the vertical
velocity and the oriented standard deviation, respectively, which are given by
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In order to derive (1.2), the authors have made the assumption that all the layers have a homogeneous
thickness, i.e., =h h

1 2
, and the interface velocity is defined by =u ū

in
. The detailed derivations can be found in

[2]. One may note that system (1.2) is hyperbolic and can be used to describe laminar flows with two velocities.
The major advantage of investigating (1.2) is that the Riemann problem has been fully solved for both 1D and
2D cases, which provides direct Riemann solvers for numerical simulations of the two-layer flows. Another
reason we are focusing on (1.2) is that the wave interaction and numerical investigation on (1.2) are still
lacking, which have already been studied in [8,17,19,30] for the single-layer shallow water equations. The
comparison of system (1.2) with other two-layer models are also given in [2].

In this work, we are interested in extending the results obtained in [2] to the non-flat bottom case (1.1),
which has a more practical application when considering the multilayer flows. Besides, it is also interesting to
investigate the Riemann structures with the existence of the bottom function B x( ). We should emphasize here
that although the extension is quite natural, the bottom topography introduces a non-conservative term in
system (1.2) as we will see below, which is the major difficulty in solving the Riemann problem due to the non-
strictly eigenstructure of the system. As indicated in [21], the weak solution can be obtained by defining a path
connecting the left-hand and the right-hand states WL and WR, respectively. For the two-layer shallow water
equations, it does not offer a clear definition of such a path. A different approach is proposed in [18] for duct
flows by adding a trivial equation where a linear degenerate characteristic field was introduced. This
approach is efficient and shows its robustness in the two-phase flows [3], the blood flows in arteries [27,28],
traffic flow models [29] and so on. In this article, we take this approach and introduce a linear degenerate
characteristics for the bottom function B x( ). We then analyze the characteristics of the system before solving
the Riemann problem. The elementary waves include rarefaction wave, shock wave, and particularly, sta-
tionary wave. After we present the main property of the stationary wave, the Riemann problem is solved

2  Fan Wang et al.



explicitly on a case-by-case basis. The resonance phenomenon and coalescence of waves are also considered.
The solution may be useful for the design of numerical schemes in future study.

This article is organized as follows. Section 2 includes some preliminaries and notations for (1.1). Parti-
cularly, we give the detailed derivation of the two-layer shallow water equations with bottom topography. In
Section 3, the elementary waves for the presented system are concerned, which includes the rarefaction wave,
the shock wave, and the stationary wave. In particular, the global entropy condition is proposed to ensure the
uniqueness of the stationary solution. Section 4 deals with the Riemann problem explicitly. The initial datum is
classified in the phase plane and the Riemann solution is constructed case by case where the resonance
phenomenon and coalescence of waves are concerned.

2 Preliminaries

2.1 Model derivation and characteristics analysis

In this section, we begin to derive the two-layer shallow water equations with bottom topography. Basically,
we follow the assumption made in [2] that the two layers share the same thickness = = ∕h h h 2

1 2
. By adding the

two mass equations of (1.1), it yields
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Besides, in order to make the system completed, we subtract the two momentum equations, which yields
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which is obtained by just subtracting the mass equations.
By using the notations u u

¯
, ˆ defined in (1.3), and combine (2.1), (2.2), and (2.3), we arrive at
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We note that system (2.5) has a time-independent function B x( ). In order to investigate the Riemann
problem of (2.5), it is convenient to introduce a trivial equation associated with B x( ), namely

=B 0.t (2.6)

This equation will be our starting point to define the weak solution of the Riemann problem, which is also used
in the duct flows and traffic flows [18,29].

Before we make characteristic analysis of system (2.5), we can compare (1.2) with the Euler equations.
Recall in [2], the authors have made the analogous with (1.2) and the Euler equations by setting
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= + = ∕p
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where p and S are the pressure and the entropy in the gas dynamics, respectively. However, the main
difference between system (2.5) and the Euler system is h cannot be expressed explicitly as a function of p,
which brings difficulties in the theoretical and numerical analysis. For notation convenience, here we use the
variables h u S,

¯
,( ) instead of the original variables h u u,

¯
, ˆ( ) to express the system. Of course, here p and S do

not have the meanings of pressure and entropy as in gas dynamics. As is pointed out in [2], system (2.5) is
analogous to the full Euler equations at least for smooth solutions under the transformation (2.7). With the help
of (2.7), one can rewrite (2.5) and (2.6) as follows:

+ =U A U U 0,t x( ) (2.8)
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The matrix A U( ) has four eigenvalues, namely
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where c is the celerity given by
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We can further compute the corresponding eigenvectors as follows:
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One can see that λ λ,
1 2

, and λ
3
may coincide with λ

4
, which means that the system is not strictly hyperbolic.

More precisely, if we set
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In the u p
¯
,( ) phase plane, the three curves ±Γ and Γ

0
separate the whole plane by four parts such that in

each part, system (2.5) is strictly hyperbolic. We should point out here that the construction of the Riemann
problem is also based on the separation. For convenience, we will view these regions as supercritical regions
(D D,

1 4
), and subcritical regions (D D,

2 3
), namely,
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3 Elementary waves

In this section, we present the elementary waves of systems (2.5) and (2.6). Generally, the elementary waves
include the rarefaction waves, the shock waves, the contact discontinuity, and the stationary wave. We will
discuss them in the following section.
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3.1 Rarefaction wave

The rarefaction solution is a continuous solution that depends on the self-similar variable = ∕ξ x t. The solu-
tions are associated with the two nonlinear characteristic fields λ

1
and λ

3
. We compute the Riemann invariants

ωi corresponding to λi ( =i 1, 3) from

∇ ⋅ → = =ω r i0, 1, 3.i i
(3.1)

Consequently, the Riemann invariants ω
1
and ω

3
are given by [2]
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From (3.2), we see that for the rarefaction wave, the bottom function B x( ) remains constant; thus, the system
degenerates to the flat case in [2]. For a given left-hand state h u S,
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Similarly, for a given left-hand state h u S,
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( ), the 3-rarefaction wave curve that can be connected on the
right is given by
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3.2 Shock wave

For the discontinuous solution with the propagating speed σ , we start with the Rankine-Hugoniot condition
associated with (2.6), which is given by

=σ B 0,[ ] (3.5)

where = −+ −B B B[ ] is the jump of the bottom function B x( ). From (3.5), we have that either the shock speed
vanishes ( =σ 0) or the bottom remains constant ( =B 0[ ] ) across the non-zero shock.

We first look at the shock wave with non-zero speed, the bottom function keeps constant in this case. Thus,
system (2.5) degenerates to
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The Rankine-Hugoniot condition associated with the above system reads
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In order to ensure uniqueness solution, we assume that the shock wave satisfies the Lax entropy condition
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where U
0
and U represent the left- and right-hand states of the shock wave, respectively. By using the Lax

entropy condition, we determine the 1-shock wave curve as follows:
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In order to solve the Riemann problem of (2.1), it is necessary to know when the shock speeds in the
nonlinear characteristic fields equal to zero. From (3.7), for the shock speed σ , we have that
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We take the 1-shock wave as an example. For a given left-hand state h u S,
¯

,
0 0 0

( ), when the 1-shock speed
vanishes, it requires that >ū 0
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where >h h
0
is used here. We thus conclude that the left-hand state h u S,

¯
,

0 0 0
( ) belongs to D

1
. Similarly, for a

3-shock wave from a given right-hand state to a left-hand state, the shock speed vanishes if the given state
belongs to D

4
. Consequently, we have the following proposition.

Proposition 3.1.
(a) For the 1-shock wave connecting the left-hand state =U h u S B,
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3.3 Stationary wave

We first look at the stationary contact discontinuity with zero speed. In other words, we look for the time
independent solution of (2.5), which is equivalent to
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( ), the first equation of (3.15) is equivalent to

=hu h u
¯ ¯

,
0 0

(3.17)

and the third equations is equivalent to

=S S .
0

(3.18)

For the second equation, one can substitute =u Shˆ into it and rewrite as

⎛
⎝ + + ⎞

⎠′ = − ′hu S h
g

h ghB x
¯

2

,

2 2 3 2 ( ) (3.19)

which is equivalent to

′ + ′ + ′ = − ′huu S h h ghh ghB x
¯ ¯

3 ,

2 2 ( ) (3.20)
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where (3.17) and (3.18) are used. After eliminating h in (3.20), we finally obtain

⎟⎜
⎛
⎝

+ + + ⎞
⎠
′ =

u
S h g h B

¯

2

3

2

0.

2

2 2 ( ) (3.21)

Thus, we have proved the lemma. □

We are now ready to solve system (3.16) for a given left-hand state h u S B,
¯

, ,
0 0 0 0

( ). To achieve this goal, we

substitute =ū
h u

h

¯0 0 and =S S
0
into the second equation of (3.16), which yields the following function:

= + + ⎡⎣ − − − − ⎤
⎦ +h B S h gh g B B u S h gh h h uΦ ,

3

2

1

2

¯

3

2

1

2

¯
,

0

2 4 3

0 0

2

0

2

0

2

0

2

0 0

2( ) ( ) ( ) (3.22)

where h BΦ ,( ) depends on h and the parameter B.
In order to find the roots of (3.22), we have

= + + ⎡
⎣ − − − − ⎤

⎦
h B

h
S h gh h g B B u S h gh

dΦ ,

d

6 3 2

1

2

¯

3

2

.
0

3 2

0 0

2

0

2

0

2

0

( )
( ) (3.23)

So that

< <

> >

h B

h
h h

h B

h
h h

dΦ ,

d

0, ,

dΦ ,

d

0, ,

min

min

( )

( )
(3.24)

where

=
− + − ⎡⎣ − − − − ⎤⎦

h

g g S g B B u S h gh

S

3 9 48
¯

12

,
min

2

0

2

0

1

2
0

2
3

2
0

2

0

2

0

0

2

( ) (3.25)

provided that

− − − − <g B B u S h gh
1

2

¯

3

2

0.
0 0

2

0

2

0

2

0
( ) (3.26)

As a result, from (3.22), we know that = >h BΦ 0, 0( ) , thus (3.22) has a root if and only if

≤h BΦ , 0.
min

( ) (3.27)

Besides, if <h BΦ , 0
min

( ) , then there are exactly two roots denoted by < <h h h
*

*
min

such that

= =h B h BΦ

*

, Φ *, 0.( ) ( ) (3.28)

Moreover, we have the following lemma.

Lemma 3.3. There exists a stationary contact discontinuity from a given state =U h u S B,
¯

, ,
0 0 0 0 0

( ) connecting the
state =U h u S B,

¯
, ,( ) if and only if ≤h BΦ , 0

min
( ) . More precisely,

(i) If >h BΦ , 0
min

( ) , there are no stationary contacts.
(ii) If ≤h BΦ , 0

min
( ) , there are exactly two points = =U h u S S B

* *

,
¯

*

, ,
0

( ) and = =U h u S S B* *,
¯*, ,

0
( ) that

satisfying

= =h B h BΦ

*

, Φ *, 0,( ) ( ) (3.29)

with U
*

belonging to the supercritical regions and U* belonging to the subcritical regions.

Proof. From the above discussion, here we only prove that >u c
* *

and <u c* * with c defined in (2.11). From
(3.23), one has
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+ + ⎡
⎣ − − − − ⎤

⎦ =S h gh g B B u S h gh6 3 2

1

2

¯

3

2

0.
0 min

2

min 0 0

2

0

2

0

2

0
( ) (3.30)

By using (3.16), we obtain that

+ = + +S h gh u S h gh6 3
¯

*

3

*

2

*

.
0 min

2

min

2

0

2 2 (3.31)

Thus, it holds

= + − − > + =u S h gh S h gh S h gh c
¯

*

6 3 3

*

2

*

3

* * *

,

2

0 min

2

min 0

2 2

0

2 2 2 (3.32)

where >h h
*

min
is used. Similarly, we can prove that <u c

¯* *

2 2( ) ( ) . Consequently, we have proved the
lemma. □

As we have seen in Lemma 3.3 that for a given state U
0
on one side of the stationary contact, there may

admit up to a one-parameter family of solutions. In order to ensure the uniqueness of the solutions, we follow
[18,30] and impose the global entropy condition on the stationary contact discontinuity.

Global entropy condition. Along the stationary contact curve S U U,
0 0
( ) in the u h

¯
,( ) plane, the bottom

function B obtained from (3.16) is a monotone function of h.
Under the global entropy condition, the stationary contact discontinuity can be called as the stationary

wave. Moreover, we have the following lemma.

Lemma 3.4. The global entropy condition is equivalent to the statement that any stationary wave has to remain
in the closure of the same domain =D i, 1, 2, 3, 4i . Moreover, the stationary wave can be viewed as a para-
meterized curve denoted by S U U a,

0 0
( ( )), which is strictly increasing (decreasing) in ū if <ū 0 ( >ū 0).

Proof. To prove this lemma, for a given state =U h u S B,
¯

, ,
0 0 0 0 0

( ), we differentiate (3.16) on both sides and have
that

⎧
⎨
⎩

+ =
+ + + =

h u u h

u u S h h g h gh B

d
¯ ¯

d 0,

¯
d

¯
3 d d d 0.

2

(3.33)

We insert the first equation into the second one and have that

= −
−

=
−

= −
u

B

gu

u c

h

B

gh

u c

u

h

u

h

d
¯

d

¯

¯

,

d

d
¯

,

d
¯

d

¯

.

2 2 2 2

(3.34)

As we assume that the bottom B is a monotonic decreasing function, thus <Bd 0. From (3.34), if >u c
¯0

2

0

2, then ū

is increasing and h is decreasing, i.e., >u u
¯ ¯0

and <h h
0
. Thus, it has >u c

¯

2 2. Similarly, if <u c
¯0

2

0

2, we derive that
<u c

¯

2 2. We thus complete the proof. □

4 Riemann problem for (2.5)

In this section, we establish the existence of the Riemann solution. Some notations are used and given below
for convenience.
(1) We use W U U,k i j( ) to denote the k th wave (namely, the k th shock wave or the k th rarefaction wave) that

connecting the left-hand state Ui to the right-hand state Uj.
(2) We use ⊕W U U W U U, ,m i j n j k( ) ( ) to denote the solution including anmth wave fromUi toUj , then followed by

an nth wave from Uj to Uk .
(3) The notationU is used to denote the state obtained by a contact discontinuity from a given stateU , which is

associated with the second characteristic field =λ ū
2

.
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4.1 Construction of the Riemann solutions

In order to construct the Riemann solutions, we first classify the initial data by the following cases and then
discuss the Riemann solutions case by case.

Case 1 ∈U DL 1
, ∈ ∪ +U D ΓR 1

and some part of D
2
. Denote ∈U D

*

L 1
as the state obtained from UL by a

stationary jump from BL to BR. Then, if ∩ ≠ ∅W U W U
*

L R1 3
( ) ( ) , then there exists a solution. Denote

= ∩U W U W U
*

.L R1 1 3
{ } ( ) ( ) (4.1)

Thus, the solution is given by

⊕ ⊕ ⊕W U U W U U J U U W U U,

* *

, , , .L L L R4 1 1 1 1 3 1
( ) ( ) ( ) ( ) (4.2)

See Figure 1. In particular, if ∩ = ∅W U W U
*

L R1 3
( ) ( ) , then there is a vacuum in this case,

⊕ ⊕ ⊕W U U W U N W N U,

* *

, V acuum , .L L L R4 1 3
( ) ( ) ( ) (4.3)

Case 2 ∈U DL 1
, ∈ ∪ ∪ ±U D D ΓR 2 3

and some part of D
1
. First, denote ∈U DL 2

͠ as the state that the 1-shock
speed vanishes, i.e., =σ U U, 0L L( )͠ . UL

͠ is the solution of the following equation:

+ ⎛⎝ + ⎞
⎠ + + − =

g
h S

g
h h S h h S h h u h

2 2

¯
0.L L L L L L L L

4 2 3 2 2 2 2 2 2 (4.4)

From each pointU on the backward shock curve S U U,L1
( ) with >p p̃

L
,U will jump to a state ∈U D*

2
by a

stationary wave from BL to BR. Such state U* can be formed to a curve which we denote as W U
B

L1
( ),

≔ ∈ ∈ ≥W U U U W U U B B U W U p p* * , * from to with , ˜ .

B
L L R L L1 4 1

( ) { ∣ ( ) ( ) } (4.5)

See Figure 2. If ∩ ≠ ∅W U W UR
B

L3 1
( ) ( ) , denote as = ∩U W U W U* R

B
L2 3 1

( ) ( ), where U*
2
is jumped from U

2
by a

stationary wave, then there exists a Riemann solution. Furthermore, if ≥u 0
2

, the solution is

⊕ ⊕ ⊕S U U W U U J U U W U U, , * *,
* *

, .L R1 2 4 2 2 2 2 3 2
( ) ( ) ( ) ( ) (4.6)

If <u 0
2

, then the solution is

⊕ ⊕ ⊕S U U J U U W U U W U U, , ,
* *

, .L R1 2 2 2 4 2 2 3 2
( ) ( ) ( ) ( ) (4.7)

Case 3We analyze the coalescence of waves in this case. Namely, there are three waves with the same zero
speeds coincide with each other in the Riemann solution. To be precise, we construct the Riemann solution as
follows.UL first jumps to the stateUL

m with the bottom function B x( ) shifting from BL to an intermediate state
∈B B B,L R[ ]. Then, UL

m jumps to ∈U D
3 2

by a standing shock wave with =σ U U, 0L
m

3
( ) . Finally, the solution

follows by another stationary wave jumping from U
3
to U

4
with the bottom function shifting from B to BR

(Figure 3). In fact, the three waves have the same zero speeds and thus the waves coincide in the physical

3

� ���

p

u

U

UL *

N�

UL *

�

U

U

L1

R

W1

W

1

t

x

S0 W1

W3

J

UR

UL

UL *
U1

U

Figure 1: Case 1. ∈U DL 1
, ∈ ∪ +U D ΓR 1

and some part of D
2
.
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plane. Now, we are left to determine the middle bottom function B, which varies from BL to BR. It is natural to
denote the following curve:

= ∈U B B U B B B B, , , .L L R L R�( ) { ( )∣ [ ]} (4.8)

Thus, if

∩ ≠ ∅W U ,R3
�( ) (4.9)

1

� ���

p

u�

W1

W3

UR UL
�

�
UL

*

W

U2
*

UL

(U  )U2 2
B

R

t

x

W3S1

0S
J

LU

U2

U2 U2
*

U

Figure 2: Case 2. ∈U DL 1
, ∈ ∪ ∪ ±U D D ΓR 2 3

and some part of D
1
.

m

� ���

p

u

U

�

L

LU
*

S1

�
UL *

�
UL

�
UL

*

UL

U
U

3
4

W3

UR

S1

L(a)

Wa
1

m

S0 S0

S1

x

t

LU

U U

U

J

W3

L 3

4 U4

UR

x=0

Figure 3: Case 3. The coalescence of waves.

5

� ���

p

�

UR*

u

UR

UL

S1W3

UR*

�

U

x

UL

U5

U5

J

S1

S0W3

UR

UR*

t

Figure 4: Case 4. ∈U DR 4
.
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we can construct the solution as follows. The solution begins from a stationary from UL to UL
m, follows by a

standing shock wave from UL
m to U

3
, then follows by another stationary wave to reach U

4
, U

4
jumps to U

4
by a

contact discontinuity, and finally the solution gets to UR by a forward wave W
3
. Precisely,

⊕ ⊕ ⊕ ⊕S U U S U U S U U J U U W U U, , , , , .L L
m

L
m

R0 1 3 0 3 4 4 4 3 4
( ) ( ) ( ) ( ) ( ) (4.10)

Case 4 This case holds when UL belongs to the whole plane and ∈U DR 4
. We may construct the solution

from the right-hand side to the left-hand side. UR jumps to a state ∈U D
*

R 4
by a stationary wave with the

bottom function shifting from BR to BL, then if

∩ ≠ ∅W U W U
*

,R L3 1
( ) ( ) (4.11)

we construct the Riemann solution as follows, Figure 4:

⊕ ⊕ ⊕S U U J U U S U U W U U, , , * *, .L R R R1 5 5 5 0 5 3
( ) ( ) ( ) ( ) (4.12)

Case 5 This case holds whenUR belongs to some part of D
4
, and there also admits the coalescence of waves

(Figure 5). Precisely, the solution begins fromUL to a stateU
6
by a backward shock wave S

1
, then followed by a

contact discontinuity fromU
6
toU

6
, followed by a stationary wave fromU

6
to ∈U D

7 3
with the bottom function

shift from BL to an intermediate state ∈B B B,L R[ ], then followed by a standing forward shock wave S
3
fromU

7

to ∈U DR
m

4
. Finally, UR

m jumps to UR by a stationary wave with B x( ) shifting from BL to BR, i.e.,

⊕ ⊕ ⊕ ⊕S U U J U U S U U S U U S U U, , , , , .L R
m

R
m

R1 6 6 6 0 6 7 1 7 0
( ) ( ) ( ) ( ) ( ) (4.13)

Case 6 ∈ ∪ ∪ ∪ ±U D D D ΓL 2 3 4
, and ∈U DR 1

and some part of D
2
. In this case, the solution begins with a

backward rarefaction wave R
1
from UL to a sonic state ∈ +U ΓC , then UC jumps to ∈U D

*

C 1
, as far as

∩ ≠ ∅W U W U
*

C R1 3
( ) ( ) , we have a Riemann solution here (Figure 6). Denote = ∩U W U W U

*

C R8 1 3
{ } ( ) ( ). If

≤p p̃
*

c8

with =σ U U
*

,

*

0C C( )͠ , such that the backward waveW U U
*

,C1 8
( ) has a positive speed, then the Riemann

solution is

⊕ ⊕ ⊕ ⊕R U U S U U W U U J U U W U U, ,

* *

, , , .L C C C C R1 0 1 8 8 8 3 8
( ) ( ) ( ) ( ) ( ) (4.14)

Case 7 ∈ ∪ ∪ ±U D D ΓR 2 3
and some part of D

1
. In this case, whenUL touches ∈ +U ΓC through a rarefaction

wave, we use the subcritical point ∈U D*
C 2

instead of the U
*

C in case 6. Similarly, to construct the Riemann
solution, it is convenient to define a stationary curve S U U, *

0
( ) with U belonging to W UL1

( ), ≥p p
c
. More

precisely,

≔ ∈ ∈ ≥W U U U W U U B B U W U p p* * , * from to with , .

B
L L R L c1 4 1

( ) { ∣ ( ) ( ) } (4.15)

As far as ∩ ≠ ∅W U W UL
B

R1 3
( ) ( ) , we have a Riemann solution (Figure 7). Denote = ∩U W U W U*

L
B

R9 1 3
{ } ( ) ( ),

where U*
9
is jumped by the ∈U W UL9 1

( ) by a stationary wave. Then, the Riemann solution is

⊕ ⊕ ⊕W U U J U U S U U W U U, , ,
* *

, .L R1 9 9 9 0 9 9 3 9
( ) ( ) ( ) ( ) (4.16)

m

� ���

p

�
u

UR

UR*

RU
�

S3

S3
ULS1

UR

U

6

U
�

R*

a
3W�

UR*

L(a)S3

7

UU  (     )6

m

S0 S0

S

U

x=0

x

t

LU
UR

UR

3

76U

S1

J

U6

Figure 5: Case 5. UR belongs to some part of D
4
.
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Case 8 This construction is similar to case 3. We also consider the coalescence of waves, and three waves
coincide with the same zero speeds (Figure 8). We can compare it with case 6, whenUL gets toUC on +Γ , instead
of jumping to ∈U D

*

C 1
with the bottom function shifting from BL to BR, the solution jumps to ∈U DC

m
1
with

B x( ) shifting from BL to an intermediate state ∈B B B,L R[ ], then ∈U DC
m

1
jumps to U

10
by a standing shock

wave, followed by another stationary wave from U
10
to U*

10
with the bottom function shifting from B to BR. In

order to determine the middle bottom function B, it is similar to denote the curve

= ∈U B B U B B B B, , , .L L R L R�( ) { ( )∣ [ ]} (4.17)

Thus, if

∩ ≠ ∅W U ,R3
�( ) (4.18)

8

� ���

p

�
u

UL

UC

UC*

UC*

�

UR

W3

R1

1W
U

8

S0

U

x

t

J

W

W3

1

R1

R

LU

U

U

UC*
UC 8

Figure 6: Case 6. ∈ ∪ ∪ ∪ ±U D D D ΓL 2 3 4
, and ∈U DR 1

and some part of D
2
.

B

� ���

p

�
u

R1UL
UC

UC
*

W3

UR

U

U8
*

S1

W

9

1
9

x

t

UL

U
U*

UR

S1

S0
J

W3

U9
9

Figure 7: Case 7. ∈ ∪ ∪ ±U D D ΓR 2 3
and some part of D

1
.

10

� ���

p

�

UC
*

UC*

W1
a

U

U

UC*

�
UC

U*

u

L

W3
UR C

m

U10
10

x=0

S S0 S01t R1

UL

CU

UC
m

U10

x

UR

W3

J

U*
10 *U

Figure 8: Case 8. ∈ ∪U D DL 2 3
, ∈ ∪ ∪U D D DR 1 2 3

and some part of D
4
.
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we have a Riemann solution here. The solution begins from a rarefaction wave from UL to UC , followed by a
stationary from UC to UC

m, followed by a standing shock wave from UC
m to U

10
, then followed by another

stationary wave to arrive at U*
10
, U*

10
jumps to U *

10
by a contact discontinuity, and finally the solution gets to

UR by a forward wave W
3
, precisely,

⊕ ⊕ ⊕ ⊕ ⊕R U U S U U S U U S U U J U U W U U, , , , * ,
* *

, .L C C C
m

C
m

R1 0 1 10 0 10 10 10 10 3 10
( ) ( ) ( ) ( ) ( ) ( ) (4.19)

Case 9UL belongs to D
4
and some part of D

3
, ∈ ∪U D DR 2 3

. In this case, we construct the Riemann solution
as follows. Define a curve S U U, *

0
( ) formed by a stationary jump from ∈ −U Γ to ∈U D*

3
. If

∩ ≠ ∅S U U W U, * R0 3
( ) ( ) , then denote = ∩U S U U W U* , * R12 0 3

{ } ( ) ( ), which is jumped from ∈ −U Γ
12

by a sta-
tionary wave. Whenever ∩ ≠ ∅W U W UL1 3 12

( ) ( ) , there is a Riemann solution (Figure 9),

⊕ ⊕ ⊕ ⊕W U U J U U R U U S U U W U U, , , , * *, .L R1 13 13 13 1 13 12 0 12 12 3 12
( ) ( ) ( ) ( ) ( ) (4.20)

In summary, we have established the model describing the two-layer shallow water equations with the
bottom topography. We further consider the elementary waves of the model under some proper assumptions.
The Riemann solution is then solved explicitly by classifying the initial data case by case. The resonance
phenomenon and coalescence of waves are also dealt with by using the phase plane method. The Riemann
solution in the 1D case is appealing at least for the following two reasons. On the one hand, it can be used to
design the Riemann solver for numerical scheme. On the other hand, in many practical applications, we need
to extend the model to the 2D or 3D case. When we consider the Riemann problem for 2D case with initial data
being constant in each quadrant [31], the elementary waves are quite similar to that in 1D case, and our results
can also be applied there, this will be left for future consideration.
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