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Abstract A characterization of the equilibrium of information flow networks and the dynamics of
network formation are studied under the premise of local information flow. The main result of this paper
is that it gives the dynamic formation procedure in the local information flow network. The research
shows that core-periphery structure is the most representative equilibrium network in the case of the
local information flow without information decay whatever the cost of information is homogeneous or
heterogeneous. If the profits and link costs of local information flow networks with information decay
are homogeneous empty network and complete network are typical equilibrium networks, which are

related to the costs of linking.

Keywords local information flow; information decay; dynamic procedure; core-periphery architec-

ture; equilibrium network

1 Introduction

The main actors of an information flow network are players. The difference between the

information flow network and a regular network is that the equilibrium of information flow
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network depends on its topological structure and players have the need and competence of
acquiring information personally. The dynamic formation procedure of information flow net-
work is one of the most worthy of concern questions!!l. In actual practice individuals decide
on information acquisition and links with others over time, and it is important to understand
these dynamics. Similar to “T'wo-way” flow network model in common sensel?| an important
assumption is that “unilateral formation connection and bilateral information exchange”, that
is to say, a link is formed once some player pays for it and it allows both players to access the
information personally acquired by the other player.

In this paper, we study the characterization of the equilibrium of local information flow
networks and the dynamics of network formation. We give the dynamic formation procedure of
the local information flow network. The research shows that core-periphery structure is the most
representative equilibrium network in the case of the local information flow without information
decay whatever the cost of information is homogeneous or heterogeneous. If the profits and
link costs of local information flow networks with information decay are homogeneous empty
network and complete network are typical equilibrium networks, which are related to the costs
of linking.

This work is related to a number of literatures. First, there is a theoretic literature on
social networks from a game perspective>~14. Second, there is an extensive literature from the

applying perspectivel!5—18!,

2 Local Information Flow Networks Without Information Decay
2.1 Equilibrium Networks in the Static Case

Let N ={1,2,---,n} with n > 3 be the set of players and let ¢ and j be typical members of
this set. Each player chooses a level of personal information acquisition z; € X = [0, +00) and

a set of links with others to access their information, which is represented as a (row) vector:

9i = (gﬂ, cty 9ii—15 Giiy Giit 1, ,gm)

where g;; = 0,Vi € N and g;; € {0, 1}, for each j € N\{i}. We say that player ¢ has a link with
player j if g;; = 1, and the cost of linking with one other person is k > 0. Otherwise we have
gi; = 0. Our paper assumes that the cost of linking with one other person is homogeneous,
and the link between player ¢ and j allow both players share information. The set of strategies
of player i is denoted by S; = X x ;. Define S = S7 x Sy X -+ X S, as the set of strategies
of all players. A strategy profile s = (x,g) € S specifies the personal information acquired
by each player ¢ = (x1,22, - ,Z,), and the network of relations (connection Matrix) g =
(91,92, ,gn)T, where T specifies a transposition.

The network g is a directed graph, where the arrow from i to j specifies g;; = 1. Let G
be the set of all possible directed graphs on n vertices. Define N;(g) = {j € N : g;; = 1} as
the set of players with whom ¢ has formed a link. Let n;(g) = |Ni(g)|]. The closure of g is
an undirected network denoted by g = cl(g), where §;; = max{gi;, g;;}. In words, the closure
of a directed network involves replacing every directed edge of by an undirected one. Define
N;i(g) ={j € N : g;j = 1} as the set of players directly connected to i. The undirected link
between two players reflects bilateral information exchange between them.
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The payoff to player i under strategy profile s = (z, g) is

1,(s) = f<xi s xj) — cai — (o) &)
JENi(g)
where ¢; > 0 is the cost of information. We assume the cost of information that personally
acquired is heterogeneous. We also assume that f(y) is twice continuously differentiable, in-
creasing, and strictly concave in y. To focus on interesting cases we assume
FO) =0, F(0) > = max {c:)
and

1. / _ — . )
A f (y) =m<co 1211.1;1”{61}

Under these assumptions, there exists a number g; > 0 such that
gi = argmax(f(y) — ciy]

i.e., §; solves f'(4;) = ¢;.

A Nash equilibrium is a strategy profile s* = (z*, g*) satisfying
HZ‘(S?, S*,i) > Hz(sz, Siz), Vs; € Sl‘, Vie N (2)

Example 1 Let N = {1,2,3,4,5,6} be the set of players, the cost of linking with one

other person be homogeneous k = %, the cost of information that personally acquired be

heterogeneous and denoted by ¢ = ¢c3 = ¢3 = ¢4 = %,05 = cg = ;—(1). Suppose that the

payoffs are given by (1), where f(y) = In(1 + y). We can check that s* = (z*, ¢*) is a Nash

1 : *x * * * * * *\ 12 12 12 12 29 29 s
equilibrium, where z* = (27,23,23, 71, 25,,75) = (55, 75> 70> 75> 50> 79)» the corresponding

connection matrix and the network structure are given below:

gt 0000 11
g5 0000 11
., |le | o000 11
Tl s o000
gt 000000
g 000000

Figure 1 A network
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)

Notice that equilibrium network in this example has typical “two-core-periphery” architec-

ture. Player 5 and Player 6 become two hubs because they have slightly lower costs of acquiring
29

information, the information that they acquire personally is Z5. Players 1, 2, 3 and 4 become

spokes. Because the cost of linking with one other person is low, so the information that they

acquire personally is % (xf =ab =af =af = %) and aggregate information is 1 through
linking with two hubs, in fact {1 = §2 = 93 = 94 = 1 at this moment, the aggregate information
which Player 5 and Player 6 own is % = 75 = Yg. Under the equilibrium network, the payoff

of spokes is

1 6 1
IL(s*) =In(1 + §;) — cizf —2k=In(14+1) — 3 X 3 2 X 5= 0.2074, i=1,2,3,4
However, when spokes acquire the optimal aggregate information 1 personally and do not link

with hubs, the payoff is
1
Ii(s) =m(1+§;) —¢; =In(1+1) = - = 0193, i=1,234

Similarly, we can verify II;(s) < I;(s*),Vs € S;,Vi € N. So the spokes form links with two
hubs while do not form links between them and two hubs do not form links between them is
the equilibrium strategy for the players.

In this example, there is no link between two hubs because of k > c506 = cgy5 (0.2 > ;—(1) X
% = 0.1973). Spokes choose to form links with hubs because of k < ¢;§5 = ¢;56 (i = 1,2,3,4),
e 02<ix2 =02071

As we see in Example 1, the cost heterogeneity of information acquisition is based on two
levels. The primary cause lies in the high complexity of the algorithm of general equilibrium
network. In fact, slight cost difference can help us distinguish which players attain information
actively and which players become spokes.

To simplify symbolic system, we mark ¢; and § as the optimal value of information, which
are obtained by players who have information cost advantage and have not advantage. We use
¢ = ¢ — € < c to express the slight advantage of attaining information cost, where ¢ > 0 is a
small number.

In the network g with core-periphery architecture, we assume that N.(g) be the set of hubs,
where |N.(g)| = m, then N\N.(g) be the set of spokes, and we have |[N\N,.(g)| = mgq, where
g € N4, namely n = (¢ + 1)m. The homogeneous cost of linking with one other person is k
which satisfies f(g) — cg < f(mg1) — mk.

Lemma 1 In the equilibrium networks with core-periphery architecture, if for eachl € N,
we have x; > 0, then z; +y; = 41, for each i € N.(g). Moreover, x, + vy, = 4, for each
p € N\Nc(g).

The proof of this lemma is similar to Lemma 1 in [1].

Definition 1 The local information flow network is called core-empty-periphery, if for
any pair of players 7,7’ € N.(g), we have g; = 0, and for each player p € N\N,.(g), we have
gpl = gp2 =+ = Gpm = L.

Definition 2 The local information flow network is called core-completely-periphery, if for
any pair of players i,i" € N.(g), we have g;;; = 1, and for each player p € N\N,.(g), we have

gplzgp2:"':gpm:1'



A Dynamic Formation Procedure of Information Flow Networks 101

Theorem 1 The local information flow network is a equilibrium network with “core-empty-
periphery” architecture, if

1) the personal information acquired by each player i is

" mq 1 N .
_ ng N\ _ (1 N,
Zi y(m%—l) <m2q—1)y1’ Vi € Ne(g)

2) the personal information acquired by each player p is
L ]
P m2g -1

3) cxp <k <cwik > cxi, § > #, where i € N.(g),p € N\N.(g)-

,  Vp € N\N.(g)

In fact, the first inequality in term 3) assures that spokes are not being connected and spokes
are favorable to link with hubs; the second inequality assures that hubs are not being connected;
the third inequality assures that spokes link with hubs if they acquire partial information
actively. Meeting with information level of terms 1) and 2) can guarantee hubs owning the
aggregate information g; in the network, while the aggregate information owned by spokes is
y. It is shown in Example 1.

Theorem 2 The local information flow network is a equilibrium network with “core-
completely-periphery” architecture, if

1) The personal information acquired by each player i is

q . 1
mq—ly m2q —m

gla VZENC(Q)

2) The personal information acquired by each player p is
_ -y
P mg -1’

3) cxp < k < cxi < cwi, § > 77—, where i € Ne(g),p € N\Nc(g).

g—wp’

Vp € N\Nc(g)

Similar to Theorem 1, the first inequality in term 3) assures that spokes do not form links
between them while hubs are favorable to form links with each other and spokes are favorable
to form links with hubs; the second inequality assures that spokes link with hubs if they acquire
partial information actively. Meeting with information level of terms 1) and 2) can guarantee
hubs own the aggregate information ¢; in the network, while the aggregate information owned
by spokes is 3.

We can see from the above situation, after fixing the amount of hubs, the information
acquisition of spokes is degressive. So if ¢ — 400, then x, — 0. Relatively, the information
acquisition of hubs is increasing.

The result also reflects contents of “The law of the few”, that is a lot of information will be
grasped in a few hubs, while most of other players, that is, the spokes will choose to link with
hubs to get information, but themselves will choose little “personal information acquisition”, or
even entirely depends on the connection to get information, making their “personal information
acquisition” to zero.

Example 2 Let N = {1,2,3,4,5,6,7,8,9} be the set of players, the cost of linking with one
other person be homogeneous, we denote by k = 0.15, the cost of information that personally

acquired be heterogeneous and is denoted by ¢1 = co =c3 =c4 =¢c5 = cg = %, Cr =Cg = Cg =
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%. Suppose that payoffs are given by (1), where f(y) = In(1 + y). The initial matrix is a zero
1111 11

1307 307 30)-

We can check that s* = (z*, ¢*) is a Nash equilibrium, where

matrix, and the initial information vector is (0,0,0,0,0,0

g 000000GO0 11
93 000000GO0 11
g3 000000GO0 11
g3 000000011
x*-<0,0,0,0,0,0,%,%,%), =g |=l0oo0oo0o0000 11
s 000000GO011
g 000000GO0 11
g3 000000GO0O0 1
93 000000000

Figure 2 A three-core-completely-periphery equilibrium network

2.2 A Dynamic Formation Procedure and the Algorithm

The algorithm of finding equilibrium networks in this paper is based on a dynamic procedure
used in [12, 19, 20].

Given the set of players, at each stage, agents who are chosen at random play their best
response, adjust their links in response to the network structure and the personal information
acquired by oneself in previous period and then compose the network structure and the personal
information (it is called the player’s non-coordinated behavior).

At stage t, first select a subset R of the set of players IV at random. For every selected player
i € R, we calculate his optimal personal information and the best link set by comparing all of
his possible links, namely the player’s best response strategy. Each player who is selected at
random chooses a pure strategy best response to the strategy of all other agents in the previous
period and for the player who is not selected he maintains the strategy chosen in the previous
period. Compose all strategies, and then dynamic procedure comes to stage ¢t + 1.

Based on above dynamic procedure, the advantage of the algorithm is that the optimization

question has only one variable. The network reaches a stable state when no one chooses to
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change his links and personal information during dynamic procedure, and then we can get
equilibrium strategy profile s* = (z*, ¢*) and relative information equilibrium network.

Given an initial stage o, an initial information vector 0 = (zf° & ... 2!0) initial link
matrix [af;’] € {0, 1}V*N where o2 = 0,i € N and af;? € {0,1},Vj € N\{i}. Homogeneous
link costs £ > 0 and heterogeneity costs ¢; > 0 are given.

At stage t, let information vector be ' = (2, x5, -, z},), link matrix [of;] = (o, a4, - - -,
af )T € {0,1}V*N  where af is the row i of the link matrix [af,].
Select randomly the set of players R = (i1,42, - ,4) € N. For every iy € R, the row i

of link matrix has 2"~ ! possibilities if we fix the rest n — 1 rows. For every possibility, first
calculate af, ; = max{aj ;,af; } € {0,1}, it is easy to see af, ; = 0.
Consider that
max0; = f(xfk + Z dﬁij§-> — T — Z o, ik (3)
JEN JEN
subject to 2 > 0.
Notice that 3,y &

t and all probably value of line iy in link matrix [«

to%and > oy af ok in objective function are constant for given stage
|
Suppose that the optimal value is reached at xﬁk. For all the possibilities in row i, we

]. So the variable in (3) is « .

calculate relative optimal value J;ﬁk and 9;@. At last by comparing above 2" ! optimal value
0; , we can find max 6 , and then output relative optimal value Zj and a;, .
Let

tH1y (ot ~t ~t t\T
[O‘ij ]7(@17...’ail’...vairv...’an)
be link matrix at stage ¢ + 1, and information vector
t+1 _ (b1 1 (ot ~t ~t t\T
z 7(‘%1 2 )*(xlv"'axila"'axirv"'vxn)

The dynamic procedure comes into stage ¢t + 1. Select the set of players at random again
and the network formation procedure is repeated.

The dynamic procedure is end until no one chooses to change his links and personal informa-
tion. At last we get the information flow equilibrium network and equilibrium strategy profile
will comprise the link matrix of the equilibrium network and the optimal personal acquired
information vector. It should be noticed that to guarantee the valid of the algorithm we must
suppose that the dynamic procedure is not a circulation.

Example 3 Given the set of players N = {1,2,3,4,5,6}, homogeneous link costs k =
1

ﬁ.
Payoff function is given by (1), where f(y) = In(1 + y). The initial link matrix and the initial

0.04 and personal information heterogeneity costs ¢; = c3 = ¢3 = ¢4 = %,05 = ¢cg =

information vector are 0.

It is different to reach final stage for each implementation of the dynamic process program
and convergence to the equilibrium state because the non-coordinated behavior of the players
caused by the randommness of process of forming network. Therefore there is not practical
significance for number of stages to achieve an equilibrium state.

We only had one interception of several typical stages in some run results in Figure 3, and
let K be the number of stages needed to achieve an equilibrium state.

The network structure and dynamics of information vectors in Example 3:
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1) At the initial stage we select the set of players R = {2,3,4,5,6} at random, because of
the initial matrix is zero, they all choose to acquire their optimal aggregate information and do
not form any link. And then it will come into an empty network by the first round of iteration.
But the information level vector is #! = (z1,--- ,2¢) = (0,9,9,9,10, 10).

2) If the selected set of players is R = {3,5,6} at stage 1, we can infer that it is the best
response for Player 3 to form links with Players 2, 4, 5 and 6 and he do not acquire information
personally, the payoff IT3(.) = In[1 + (9 + 9 + 10 + 10)] — 4 x 0.04 ~ 3.5036 is larger than the
payoff in any other situation. Because Players 5 and 6 have the same acquired advantage, it
is the best response for Players 5 and 6 to form links with 2, 3, 4, 6 and he do not acquire

information. The dynamic procedure comes into stage 2.

3) When the dynamic procedure comes into stage t1, the current network has two-core-
periphery architecture. The information level vector of players is zf* = (0,9,0,0,0,0). Select
set of the players R = {1,4, 5,6} randomly. Although here the two-core-periphery architecture
is the same as the eventual equilibrium structure formally (Players 2 and 4 are temporal core),
obviously, for Players 5 and 6 their aggregate information do not reach their optimal value
s = 9 = 10, so here the network is not an equilibrium network and not stable. For Players 5
and 6 they will delete their links with Player 4 and maintain their link with Player 2 and acquire
information 1 by themselves, the payoff IT;(-) = In[1+ (9+1)] — £ x 1 —0.04 &~ 2.2669,i = 5,6
is lager than in any other situation, so it is the best response for them on this stage. Because
Player 4 dose not acquire any information personally, Players 1, 5 and 6 will delete their links
with 4 and Players 1 and 4 can acquire their optimal aggregate information 9 by maintaining
their links with 2.

4) When the dynamic procedure comes into stage to, the current network has three-core-
completely-periphery architecture. The information level of players is x'2 = (0,3,1,0,5,1).
Selected set of the players R = IN. So here for Players 1 and 4 it is their best response to maintain
their links with Players 2, 3, 5 and 6. Players 2 and 3 will maintain their links and reduce their
information 1 by themselves and for Players 5 and 6 they maintain their strategies from the
previous period. Notice that here the network is four-core-completely-periphery architecture,
it is not stable.

5) When the dynamic procedure comes into stage K — 1, the information level of players
is 571 = (0,0,0,0,8,2). Selected set of the players R = {1} randomly. For Player 1 his best
response is to delete his link with Player 3 and maintain his link with 5 and 6 while he acquires
no information. The “two-core-periphery” equilibrium network is formed. The hub is composed
of two players with information cost advantage acquired actively. The dynamic procedure is
over.

Core-periphery structure is the most representative equilibrium network in the case of the
local information flow without information loss. In fact, under the premise of players have two
levels of information each person who has a comparative advantage of the cost of acquiring
information would become the hub possibly. The statistical results show that it is the easiest to
form “single-core-periphery” structure; but the “multi-core-periphery” structure which contains
all players who has the same advantage on the cost as the hubs (maximum) has the smallest

probability; those which between these two kinds become harder and harder with the increasing
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of the players’ number in the core.

I 2

6 3
5 4

x° =[x{,....x2 ] = (0,0,0,0,0,0)

] [EE x, ] =(0,9,9,9,10,10) :
=[x L X ] =(0,9,0,9,0,0)
x =[x 1ot | = (0,9.0,0,0.0) X =[x xg T ] = (0.9.0.0.1.1)

X =[x x¢ | =(0,3,1,0,5,1) X =[x, xe T ] = (0,2,0,0,5,1)

o

e
A
R
/N

1 4
4

XA =[xt ] = (0,0.0.0.8,2) *

Figure 3 Stage examples of the dynamic process
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We believe that there are several reasons why the dynamics are important. One of the
reasons is that a dynamic model allows us to study the process by which individual agents
learn about the network and adjust their links in response to their learning. And the dynamics
may help select among different equilibria of the static game.

There is very important prospect to study the characterization of the architecture of infor-
mation flow equilibrium networks and the dynamics of network formation under the premise
of local information flow and without the presence of decay. In addition, consider that some
of the players may coordinate and prepare to maximize the common interests of members by
some local cooperation; the model and algorithm in this essay can be transformed to an incom-
plete information cooperative game model. This article assumes that the players have the need
and competence of acquiring information personally and getting information from others in the

given network structure, in fact, this can also be diversified.

3 Local Information Flow Networks with Information Decay

Lemma 2 In the local information flow equilibrium network g with information decay, we
have x; +y; > ¢, for alli € N, and if x; > 0, then z; +y; = §. Here y; = ZjeNi(g) 0xj, that
is to say y; represents the information that Player i acquires from his neighbors.

Proof Suppose not, then there must exist some Player i such that x; +y; < ¢ in equilibrium
network g. Under the assumptions that f(y) is twice continuously differentiable, increasing,
and strictly concave in y, we know f’(x; + y;) > ¢, so Player ¢ can strictly increase his payoffs
by increasing personal information acquisition, a contradiction with equilibrium. So we know
x; +y; < §,Vi € N. Next suppose that z; > 0 and x; + y; > 3. Under our assumptions on f(-)
and ¢, if z; +y; > § then f'(x; + y;) < ¢, and then Player ¢ can strictly increase his payoffs by
lowering personal information acquisition, which contradicts equilibrium. Therefore, if z; > 0,
then z; +y; = 9.

Theorem 3 In the local information flow equilibrium network with information decay,
if k > cdy, the empty network is unique equilibrium. Fvery player acquires information g
personally and no one forms links.

Proof 1) Suppose that the strategy profile s = (z, g) corresponds to an empty network. If
Player ¢ forms my links with other m4 players and personally acquires information z, here the
strategy profile is s|s;. Lemma 2 implies that the aggregate information of Player ¢ should be
9, and then his payoff is

ILi(s|s;) = f(9) — c(§ — 0mag) — mik
however, in the empty networks, his payoff is
IIi(s) = f(§) — c

Since k > ¢dy, we have
II;(s) > II;(s]s})

2) Suppose Player i forms ms links with other mso players initiatively based on the empty

network, and x/ = 0, the strategy profile is s|s/, payoff is

IIi(s|s{) = f(dmag) — maok
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Here dmogy > ¢, then dmo > 1. Therefore
Ii(s|s7) = f(dmag) —mak < f(dm2g) — cma28y < f(9) — ¢y = I;(s)

Due to k > cdy, the first inequality is strict obviously, since f(y) is twice continuously
differentiable, increasing, and strictly concave in y, the second is hold. Then the empty network
is an equilibrium network.

Finally, we will show that the empty network is the unique equilibrium. As we know, every
player’s personal information acquisition is no more than g, if some Player ¢ wants to form a link
with other player (say j), Player ¢ can obtain dz; from j, and cdz; > k, this would contradict
with k > c0y (because § > x;).

Lemma 3 If complete network is the local information flow equilibrium network with
information decay, the personal information acquisition of each player equals x = #;1)6'

Proof For every player he acquires information personal z; > 0. If there are m(1 < m < n)
players who personally acquires information 0, we let 1 = 92 = -+ = z,,, = 0, according to

Lemma 2, we conclude following inequalities:

Z dwy >4

i€N\{1,2,--,m}
x3+ Z 51“1':?27 j:m+17m+2a7n
ieN\{j}

We can obtain z,,41 = -+ = x, = from the second inequality, hence, § > 1 a

g
1+(n—m—1)0
contradiction. Hence, in complete network, we have x; > 0,Vi € N. By Lemma 2, we have

it Y brj=g, i=1,2-,n
JEN\{i}

therefore

-y
1+ (n—1)
Theorem 4 In the local information flow equilibrium network with information decay, if
k < cdxr = H(ifiﬁm,
Proof Firstly prove that if the personal information acquisition of each player equals z =

T =g ="""==Tp—=2T

complete network is the unique equilibrium.

#;1)6 in the complete network, the complete network is an equilibrium structure. Let

s* *

= (s7,s%,---, k) be the strategy profile in complete network, where sf = (g, z). If Player
thasm (0 < m < n —1) links which he formed with others, since every player can obtain
information from other n — 1 players, they would not form links with others.

Secondly, we show that it is not the best response for Player i of deleting links or changing
his personal information level.
Now consider the case m = 0, Player 7 can change their personal information acquisition to

be 2/, we can write strategy profile s*|s}, hence
Ii(s|s;) = f(§ —z +2") — ca’ < f(§) — cx = IL;(s")
so changing strategies is not the best response for Player .
Consider the case m = 1, if Player i deletes links and acquires information (1+4)z personally,

hence
I (s*|s7) = f(9) — c(1 + )z



108 GAO H W, QIAO H, SEDAKOV A, et al.

Since k < ¢z,
Ii(s™|s;) = f(§) — c(1+ 0)x < f(§) — cx — k = ILi(s")

so changing strategies is not the best response for Player .
Similarly, we can show that the best response for Player i is to maintain current strategy

and completeness of network when m = 2,3,--- ;n—1 and k < cdx.
In the following we show that if & < cdx = H(‘;fiﬁm, each player acquires information

T = m personally, complete network is the unique equilibrium.

Lemma 3 implies that if a complete network is the equilibrium structure, the personal
information acquisition of each player equals x = #;1)5.

Two steps: The first step is to prove the connected but not completely network is not
equilibrium, the second step is to prove not connected network is not the equilibrium.

Step 1:

Suppose the connected but not completely network is an equilibrium. Noticed that the
equilibrium network must be essential(?l.

We delete any link in complete network, g;; = 0 or g;; = 0, let g; be the network. Suppose
g1 is equilibrium. By Lemma 2, every player’s aggregate information should be more than or
equal to §. Since g;; = 0, we have k > cdz; and k > cdx;. Players who are in N\{¢, j} have links
with each other, let Ny = {7,5}, No = N\{4,j},I(s) = {p|lzp, > 0,p € N}. For q € Na N I(s),

we have
Zq + Z (53:,,—}—2(5@23}
pE€(N2nI(s))\{a} teN:

If x; = 2; =0, and 4,5 € Ny, so that

x; + Z ozp, =0+ Z dxp <9

pEN2NI(s) pEN2NI(s)
x; + Z dxp =0+ Z dxp <Y
peszI(S) pENzﬁI(S)

a contradiction with equilibrium.

If x; = 0,2; > 0, and ¢ € Ny, hence

T; + Z oz, =0+ Z oz, <Y
pEN2NI(s) pEN2NI(s)

then Player ¢ can strictly increase his payoffs by increasing personal information acquisition. It
contradicts with equilibrium.

The case of x; = 0,z; > 0 is similar to the above.

Hence, we can conclude that personal information acquisition of ¢ and j more than 0.
Otherwise, for [ € N2\I(s), we have

T+ Z 6mp+2(5mt=0+ Z (53:,,—}—2(533

pEN>NI(s) tEN1 pEN2NI(s) tEN1
= Z 0xp + dzg + Z 0y
pE(N2nI(s))\{q} teN:

< g+ Z 6xp+Z§xt:g)

pe(N2nI(s))\{q} teEN:
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That is to say, the aggregate information of [ is less than ¢, contradiction. Hence, for any
i € N, every player’s personal information acquisition is x; > 0. According to Lemma 2, the

following inequalities are held

T+ Y dwy =13, VtEN

pEN2
Tq + Z (53:,,—1—2(5@2@, Vq € No
peEN2\{q} teEN,

So the personal information acquisition in N; equals to z; = z; = #’, and the personal

information acquisition in Na equals to x4, = 2", Vg € Na, so that

o (1 - 5):‘)
xr =
1+ 6 —2nd2 + 462
7 (1 - 25):‘)

T 1402062 + 452

For any n > 3, any network is not equilibrium network.

Similarly, we can show that except complete network, connected network is not the equilib-
rium network.

Step 2:

Firstly, suppose there is an isolated player in equilibrium network at least, the set of these
players is N°. The personal information acquisition is § in N°. Due to k < cdx < cd9,
there must exist some player in N \ N who will strictly increase his payoffs by lowering his
personal information acquisition and switching to link with players in N°, contradiction with
equilibrium.

Secondly, suppose C1(g) and Ca(g) are two parts of the network g, and every part has more
than one player.

From Step 1, we know that the two parts are complete.

Suppose |C1(g)| = n1 > 1,|C2(g)| = n2 > 1, and assume n; < nz. Lemma 2 and Lemma 3
claimed that the information is equal in C1(g) and Ca(g), respectively:

- Y oy - Y
T+ =135 7™ 1+ (na—1)8

Then z,, > z,, > x. We can concluded that k£ < cdx < cdx,, < cdz,,, the players in

Tn,

C3(g) will link with the players in C1(g) initiatively. A contradiction completes the proof.

Similarly, we can show that non-connected network which contains multiple parts is not the
equilibrium.

Example 4 Let N = {1,2,3,4,5,6} be the set of players, the homogeneous cost of linking
with one other person is denoted by k, the homogeneous cost of information that players acquire
is denoted by ¢, the index of local information decay is denoted by ¢ and 0 < d < 1, where
payoffs are given by (1), f(y) = In(1 + y).

As shown in Figure 4, § is z-coordinate, k is y-coordinate, where n = 6,¢ = %,gj = 2,

the curve equation is k = 3+2—f55’ and the linear equation is k = %(5. Ifk < %, complete
network (Figure 5) is the unique equilibrium, Region C; if k& > %5 , empty network is the unique
25

equilibrium, Region A; if 5 <k< %(5, there exists no equilibrium, Region B.

3+15
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Figure 4 A distribution of equilibrium networks Figure 5 A complete network

But if cdx < k < ¢dg,x = what is the equilibrium structure in the local informa-

g
14+(n—1)6"

tion flow network with information decay? Many examples show that no equilibrium structure

exists in that case. Until now it is still an interesting open problem.
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