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Abstract Although voice assistants have been adopted widely in private homes, they still 
cause bafflement among those who have a negative attitude towards smart speakers. But 
what is at stake in affective reactions such as these? And why does the issue of privacy fre
quently come to the fore in this context? This contribution sets out to somewhat unsettle 
the seeming naturalness of problematizing smart speakers as a “privacy issue”, so as to 
offer a clearer understanding of the whys and wherefores of the issue in the first place. 
To this end, I first examine the astonishment that is frequently expressed in response to 
the dissemination of smart speakers (section 2). What is so astounding about installing 
smart speakers in the private sphere of the home? The next aspect to be investigated (sec
tion 3) concerns an essentially modern privacy practice: it is linked to the expectation that 
individuals have the right and the means to control which entities may receive which el
ements of their personal information. The idea that in order to constitute oneself as an 
individual one must have control over who can access one’s personal information came to 
prevail as the dominant concept of data privacy in the 20th century. Having thus specified 
the notion of the private sphere on the one hand, and of privacy on the other, I proceed (sec
tion 4) by investigating why some of today’s users willingly relegate these fundamental 
forms of privacy. And I analyze what actually happens to the data that is collected and 
processed by smart speaker infrastructures that reach into private homes. To conclude 
(section 5), I bring together the insights gained in order to support the argument that 
smart speakers in the private home form part of surveillance capitalism’s expansion into 
as many social spheres as possible. 
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1. Introduction 

Over the last few years, I participated regularly in University of Kassel’s winter 
semester lecture series “Der soziologische Blick” (“The sociological gaze”), a 
course that serves primarily to introduce new students to relevant research 
fields, topics, and debates addressed by contemporary sociology, but some
times also attracts interested listeners from the general public. As I have spent 
many years investigating the digital transformation of information privacy 
(Ochs 2022), I was frequently assigned with the task of presenting to students 
a sociological perspective on the social role played by the distinction of private 
versus public in pre-modern, modern, and contemporary societies. At the end 
of my lecture in the 2022 series, I was approached by an elderly man; I assumed 
that he had either started to study sociology since retirement, or was simply 
interested in the topic. He expressed his appreciation of the lecture, before 
going on to raise some criticism regarding my bad habit of bridging pauses 
for thought by murmuring filler words like “exactly”, “yes”, “that’s it”, etc. After 
this assessment of the quality, he shifted to the lecture’s content and pointed 
out to me that the major current threat to privacy was the implementation of 
smart speakers, “such as Alexa”, in private homes. That was something that 
my research should focus upon, he advised, shaking his head with bafflement 
that anyone could be crazy enough to welcome such devices into their homes. 

What the anecdote illustrates is a rather common reaction when it comes 
to voice assistants in private homes, common at least among people who 
have a negative attitude towards smart speakers and the infrastructures that 
enable their agency (for an impressive mapping of such an infrastructure, 
see Crawford and Joler’s 2018 visual rendition and analysis of Amazon Echo’s 
“anatomy”). It is perhaps unsurprising that the practice of using smart speak
ers seems particularly alarming to an elderly generation that has witnessed the 
state surveillance in East Germany and/or the resistance to the West German 
census in the 1980s and the Federal Constitutional Court’s assertion of the 
right to informational self-determination. And yet, we should not presume 
that it is only the elderly who are concerned. But what is at stake in affective 
reactions such as these? What exactly was it that made the lecture attendee 
shake his head at the idea of allowing smart speakers into private homes? And 
why does the issue of privacy come to the fore in this context? 

This contribution sets out to somewhat unsettle the seeming naturalness 
of problematizing smart speakers, such as Echo, and voice assistants, such as 
Alexa, as a “privacy issue”. It is not my aim to applaud the proliferation of these 
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devices and infrastructures, nor to absolve them of criticism, but rather to offer 
a clearer understanding of the whys and wherefores of the issue in the first 
place. To this end, I will distinguish three different aspects and consider them 
in succession before consolidating the insights gained to formulate the main 
argument of my contribution. 

The first aspect to be examined in the next section (section 2) concerns the 
astonishment that is frequently expressed in response to the dissemination of 
smart speakers. What is so remarkable or astounding about installing smart 
speakers in the home? As I will explain, there is nothing “natural” about assump
tions that the home as a private sphere should be shielded from techno-eco
nomic agencies such as the Amazon Echo. Yet, many people do perceive the 
idea of connecting their household to Amazon’s global infrastructure as an in
vasion into the domestic private sphere that threatens the established norms 
of the private/public distinction in contemporary society. 

While the notion that the sanctity of “local privacy” (Rössler 2001, 25; 255; 
cf. Roessler 2004) must be upheld already had genealogical precedents in pre- 
modernity even if it took on a more specific form in modern societies, the next 
aspect to be investigated (section 3) represents an essentially modern practice: 
it is linked to the expectation that individuals (the owners or residents of pri
vate homes, for example) have the right and the means to control which entities 
may receive which elements of their personal information. The idea that in or
der to constitute oneself as an individual one must have control over who can 
access one’s personal information came to prevail as the dominant concept of 
data privacy in the 20th century. It is intimately tied to the idea that ‘the individ
ual’ is not static or given but rather evolves over an individual trajectory of self- 
development, i.e., as an individual “career” (Luhmann 1989; 1997) with the self 
becoming a “project” (Giddens 1991). By this point, then, we should have gained 
a deeper understanding of the reasons that led to the lecture attendant’s head- 
shaking after the 2022 lecture on the private/public distinction. The installa
tion of smart speakers such as the Amazon Echo in people’s private homes af
fects two basic types of privacy at the same time – and two that are guaranteed 
by basic rights: the security of the private spatial sphere, and that of personal 
information. For some, it is hard to imagine why anyone would willingly rele
gate these fundamental forms of privacy. 

The next section (section 4) will present some explanations for this appar
ent “carelessness” on behalf of smart speaker users, and consider them along
side an analysis of what actually happens to the data that is collected and pro
cessed by smart speaker infrastructures that reach into private homes. 
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To conclude (section 5), I bring together the insights gained in order to 
support the argument that smart speakers in the private home form part of 
surveillance capitalism’s expansion into as many social spheres as possible 
(Zuboff 2019). The difficulties that data protection bodies have in adapting to 
this expansion, I propose, are due to the historical context in which measures 
to protect privacy protection were originally developed – they were tailored to 
the sphere of labor, and to the practices of work. Whereas individuals’ control 
of their own personal information is undermined by the requirements of 
digital, networked self-constitution, practices that take place in the private 
sphere of the home have only recently been dragged into the realm of social 
datafication. 

2. Private Spheres: Genealogical Remarks on the Private Home 

In a 2018 essay accompanying their impressive analytical mapping of the 
sociotechnical planetary infrastructure that constitutes Amazon’s Machine 
Learning (ML)-based Artificial Intelligence (AI) agent Alexa, Kate Crawford 
and Vladan Joler sketch out the underlying user scenario propagated by 
Amazon: 

A cylinder sits in a room. … It is silently attending. A woman walks into the 
room, carrying a sleeping child in her arms, and she addresses the cylin
der. ‘Alexa, turn on the hall lights?’ The cylinder springs into life. ‘OK.’ The 
room lights up. … A brief interrogative conversation – a short question and 
a response – is the most common form of engagement with this consumer 
voice-enabled AI device. But in this fleeting moment of interaction, a vast 
matrix of capacities is invoked: interlaced chains of resource extraction, hu
man labor and algorithmic processing across networks of mining, logistics, 
distribution, processing, prediction and optimization. The scale of this sys
tem is almost beyond human imagining. (Crawford and Joler 2018, 1) 

What is so astonishing about the idea of implementing a technical agent that 
is “silently attending” in one’s private home? Why do some people shake their 
heads when Echo/Alexa users connect their private homes to a sociotechnical 
global system that “is almost beyond human imagining”? The first and almost 
automatic response to this question is that many people find it disturbing to 
envisage inviting a silent listener that is connected to some infrastructure ‘out 
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there’ into their private homes. Do we not usually expect external listeners to 
remain firmly outside our private sphere, the spatial privacy of our homes, 
where we engage with family and friends, i.e., with those who do not play a 
functional role, but with whom we choose to share our lives with? Do we not 
expect these domestic interactions, which constitute our lifeworld, to be none 
of the economy’s business? 

Indeed, upholding the spatial privacy of the home is a long-standing social 
practice that can be traced back to the ancient world of Greco-Roman antiquity 
and is still performed today, with the sanctity of the home in Germany guaran
teed by article 13 of German constitutional law1. While it therefore might seem 
somewhat natural to us to expect the private sphere to form a separate realm 
within society, there is nothing natural about this separation whatsoever. In 
fact, the status of the spatial private sphere as an experiential realm in its own 
right, shielded from authorities’ access, and clearly separated from the world 
of work, is a product of the social history of European societies from antiquity 
to the present day. 

As Hannah Arendt has explained, in ancient Greek society, the “oikos” was 
the homestead of the extended families of Greek patriarchy. It served both 
as a discrete spatial realm in which families went about their daily business, 
and as the site of economic reproduction that guaranteed the social position 
and standing of the family head in the public agora, and thus in Greek society 
(Arendt 2002, 76–77). In this way, “the distinction between private and public 
correspond[ed] to a division between two institutional domains – the private 
domain of the household and the public domain of the body politic” (Gobetti 
1997, 104). 

Notwithstanding that European medieval societies differed, of course, in 
many respects from those of Greco-Roman antiquity, the family and its home
stead in the Middle Ages continued to play the role of a base from which to op
erate. Even if the head of this medieval type of family did not act in any realm 

1 As this remark indicates, the issues dealt with in this chapter are approached from 
a European perspective by an author based in Germany. The ideas and explanations 
presented thus relate to the social history of the ‘province’ of Europe, which is not to 
say that similar developments might not have occurred elsewhere too. For example, it 
seems that the US approach to privacy is based upon a similar idea of the home, at least 
this is suggested by Warren and Brandeis’ considerations in their classic “The Right to 
Privacy” in which they discuss “the sacred precincts of private and domestic life” (War

ren and Brandeis 1890, 195). 
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that may be reasonably called “public” or “private” as these terms are used in in
dustrialized times, it was nonetheless the function of the family “to strengthen 
the authority of the head of the household, without threatening the stability of 
his relationship with the community” (Ariès 1977, 228). What is more, just as 
in ancient times, the homestead featured a certain openness compared to the 
private sphere we have become accustomed to now: “The medieval household 
mixed up young and old, men and women, servants and masters, friends and 
family, intimates and strangers. It was open, almost like a café or pub, to the 
comings and goings of a multitude of diverse types of people, intent upon a 
bewildering variety of tasks concerned with business or pleasure” (Kumar 1997, 
209). 

Leaving aside structural differences between ancient and medieval “oikos” 
(see Ochs 2022, 116), it is important to note that medieval family life was prac
ticed within the stratified social order of feudalism. Significantly, for nobles, 
the family was not positioned in dichotomous opposition to the polis (as in 
Greek antiquity) or the state (as it is to a certain degree in modernity), but was 
part of a competitive landscape with all the other families that ruled a partic
ular territorial dominion, always striving to expand their territory (Elias 1997, 
95). As territories constantly changed hands, for a long time, medieval forms 
of rule remained decentralized – there was no overarching central power that 
could establish itself as a kind of quasi-public counterpart to some quasi-pri
vate familial sphere (Elias 1997, 28; Habermas 1990, 58; Ariès 1991, 7)2. 

Although sociological (e.g., Habermas 1990) and social history analyses of 
medieval privacy (e.g., Brandt 1997) disagree as to whether a specifically me
dieval type of privacy can be distinguished, the current state of research invites 
the conclusion that the development of the familial private sphere occurred as 
part of the processes of social differentiation that were observable in all areas of 
early modern society. The compartmentalization of social life (Shibtuani 1955, 
567) had a lasting effect on the private sphere: 

Gradually, starting sometime in the early seventeenth century, this promis

cuous world was ordered and tidied up. Houses – upper-class houses to 

2 This is not to say that medieval societies did not recognize any form of privacy at all. 
Shaw (1996), for example, identifies practices relating to property and to the body in 
medieval London that reference privacy both in semiotic (use of the word) and practical 
terms (distinct practices). Nonetheless, there are marked differences between ancient 
and modern ways of enacting privacy practices (Ochs 2022, 150). 
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start with – began to reflect a marked degree of segregation of the status 
and functions of husband and wife, parents and children, masters and ser
vants, friends and family. Boundaries were more strictly drawn – in paths 
and hedges, bricks and mortar, as well as in social customs – between the 
private and intimate world of the home and family, and the public world 
of acquaintances, business associates, and strangers. Work and nonwork 
(‘living’) were rigidly separated. (Kumar 1997, 209) 

In the 18th century, the private sphere of the family once again comprised a 
closed realm, separate from public space and life (Sennett 2008, 18–19; 89–91). 
A range of oppositional counterparts distinguished themselves from the pri
vate sphere of the home and the family. First, the state evolved from an ab
solutist regime of surveillance (Elias 1997, 282) – “loath to accept the fact that 
there were certain areas of life beyond its sphere of control and influence” (Ariès 
1977, 228) – into the public monopoly on violence and taxation that we are fa
miliar with today (Ochs 2022, 108). Second, and quite relevant for my argument 
here, the private sphere of the family became gradually separated from the 
realm of labor. The structural force driving this separation, as many scholars 
assert, was the sociotechnical drive towards industrialization. In the pre-in
dustrial economies of the Middle Ages, the whole “oikos” of the extended fam
ily’s homestead had been the site of economic reproduction (hence the term 
“economy” as derived from “oikos”), where economic and other social activi
ties consolidated as a family’s spatial-economic unit (Meier-Gräwe 2008, 116; 
Lundt 2008, 60–61). When the means and processes of production increasingly 
shifted to factories and sweatshops, this unit fell apart: the result was a “split 
between home and factory, a split between economic and other aspects of the 
parent-child relationship” in workers’ families (Smelser 1967, 31), while in bour
geois society in general, work was separated from the private realm and fam
ilies’ homes were conceived as a private sphere, shielded from labor (Burkart 
2001, 403). 

As the spatial private sphere thus evolved in structural opposition to the 
state (representing public authority); to the private economy and working 
world; and also to “public life” in general, a gendering of the separated sphere 
occurred. The male homo eoconomicus was deemed to belong “naturally” to pub
lic life in all its varieties, while females were considered domina privata (Meier- 
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Gräwe 2008, 117)3. At the same time, there was a shrinking of the family, which 
in the 19th century increasingly came to play the role of a “bulwark against the 
buffets of a rapidly changing world” (Kumar 1997, 222). With the transition 
to capitalism inducing massive transformations that unsettled established 
expectations and practices, actors retreated into the idealized private sphere 
of the familial homestead, which came to be seen as a refuge from the vagaries 
of public social and economic life (Sennett 2008, 20)4. 

Over the course of the 20th century, the shrinking of the “staff” operating 
in the spatial private sphere continued: 

The twentieth century has seen the decline and disintegration of the fam

ily as a community, as a collectivity expressing the common purposes of its 
members. Individualism’s progress, interrupted and held in check in various 
ways, has continued apace. It has now invaded the family as well as other 
sectors of society. In the end it’s individualism, not the family that has tri
umphed. (Kumar 1997, 222) 

Whether or not one agrees with the idea that the family is in a process of dis
solution (the patchwork character of many families rather suggests a de-nat
uralization of the form called ‘family’), most will accept that the private sphere 
nowadays can be occupied by different constellations such as single persons, 
familial groupings, or flatmates. But whoever the actors are that claim the pri
vacy of their homes, the closed-shop character of the private sphere as a realm 
distinct from the working world, from the attention of public authorities, and 
from uninvited listeners representing the economy or the general public, re
mains a widespread normative expectation5. 

3 The picture drawn here is an accurate, yet simplified one, as empirical reality is always 
more messy than historical analysis suggests. For detailed and at the same time con
troversial accounts of the gendering of public and private spheres in industrial society 
see Hausen (1976); Pleck (1976); and Lundt (2008). Please note that despite the ways in 
which these researchers’ views differ, they largely agree on what counts for the argu
ment of this chapter: the spatial private sphere (of the family) began to separate from 
that of work in the 17th century and gradually became a distinct realm. 

4 At the same time, the private sphere of the family became the site of gendered 
violence, especially against women and children (Müller 2008); the 20th-century 
“women’s movement” therefore re-politicized the private in order to render patriarchal 
violence accessible to public intervention (Lundt 2008, 51). 

5 The phenomenon of the ‘home office’ in the course of the COVID-19 pandemic tem

porarily blurred the boundaries between the private home and the working world. 
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So, here we have our first explanation for the head-shaking of people who 
feel disturbed by the introduction into the home of listening devices that are 
deemed at least potentially capable of transmitting recorded audio to an un
known audience: such persons are uneasy about the unsettling of the closed 
shop that they still expect the private sphere of their homes to encapsulate. 

3. Information Control: Privacy in the 20th Century 

AI-equipped smart speakers and the infrastructures they form part of disturb 
people’s entrenched expectations concerning the exclusivity of the private 
home; its separation from the economy, from the realm of work, and from 
external observation in general. A further aspect that normative attitudes 
towards smart speakers relate to are issues of privacy and data protection. 
What is called “information privacy” in social theory (e.g., Rössler 2001, 45) 
usually goes under the name of “data protection” in regulation. Smart speakers 
seem to affect this idea of privacy/data protection, because as 

human agents we are visible in almost every interaction with technological 
platforms. We are always being tracked, quantified, analyzed and commod

ified. But in contrast to user visibility, the precise details about the phases 
of birth, life and death of networked devices are obscured. With emerging 
devices like the Echo relying on a centralized AI infrastructure far from view, 
even more of the detail falls into the shadows. (Crawford and Joler 2018, 12) 

This may well be true, but why is it at all noteworthy that we “are always be
ing tracked, quantified, analyzed and commodified”? Couched in social theory 
terms: why should information privacy (to be distinguished from the private 
sphere) be an issue at all? What is the meaning of “information privacy” in the 
first place? And, how did information privacy become an entrenched practice 
in contemporary digital society’s genealogical forerunner – 20th century Euro
pean modernity? To answer these questions, I will begin by offering a general 
sociological characterization of 20th century high modernity, before focusing 
on the issue of self-constitution and privacy. 

However, I will not discuss here whether these developments have had structural con
sequences for people’s normative expectations concerning the privacy of their homes. 
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According to Andreas Reckwitz (2006, 275), the early decades of the 20th 
century marked the end of bourgeois cultural rule. The period witnessed a mas
sive expansion of space–time relations, enabled by innovations in technolo
gies of transport, communication, media, and production (Berger, Berger, and 
Kellner 1975; Beniger 1986). At the same time, social life came to be increasingly 
structured by large organizations, such as unions, associations, people’s par
ties, huge corporations etc. – an observation that has led sociological analysis 
to characterize, roughly speaking, the first half of the 20th century as “Orga
nized Modernity” (Wagner 1998). Nazi barbarism, totalitarianism, and the two 
industrialized world wars of the “short 20th century” (Hobsbawm 1994) could 
not have taken place without Organized Modernity’s capacity to assemble peo
ple by sociotechnical means at a huge scale; and to construct for them collective 
identities based on the sometimes violent and lethal exclusion of “othered” (i.e., 
purposefully generated) “outsiders” (Bauman 1989; Wagner 1998, 68–69; Arendt 
1975). After World War II, European post-war societies passed into what has 
been called “Reflexive” or “Second Modernity” (Beck 1986; Beck, Giddens, and 
Lash 1994), within which self-constitution became an ever more individualized 
process that was to be realized by neo-liberalism’s structurally “released” – and 
also isolated – actors themselves. 

The shifting logic of self-constitution mirrors the transition from Orga
nized to Second Modernity. The beginning of the short 20th century witnessed 
the appearance of “organization man”, a social figure who tended to follow 
a career largely predetermined by organizational environments (Reckwitz 
2006). A typical trajectory of “organization man” would lead him through 
organizations that aim to provide their members with a “corporate identity” 
(Whyte 2002). In such settings, organizations strive to fix their members’ 
identities (Mönkeberg 2014), because stable – or rather stabilized – identities 
can be easily integrated into large organizations and formalized sequences of 
operation (e.g., production under Taylorism). However, while organizations 
demanded stable identities, the mass media (radio, TV) and urbanization 
began to make it plain for all to see that “[m]ost people live more or less 
compartmentalized lives, shifting from one social world to another as they 
participate in a succession of transactions” (Shibutani 1955, 567). For 20th 
century subjects, it came to be taken for granted that “[d]ifferent sectors of 
their everyday life relate them to vastly and often severely discrepant worlds of 
meaning and experience” (Berger, Berger, and Kellner 1975, 63). Whereas in the 
19th century, everybody had implicitly known that they lived “compartmental
ized lives”, radio and television rendered visible this compartmentalization 
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of life by putting the pluralism of social worlds on display simultaneously 
(Berger, Berger, and Kellner 1975, 64 ff.; Goffman 1959). Now, everybody knew 
that everybody knows that everybody lives compartmentalized lives. 

As a result, the idea of the self as an undivided coherent whole, which de
fined early modernity’s notion of the individual, begins to seem increasingly 
unsustainable. Sociologists monitor closely how actors moved in everyday life 
and over the life course through different social worlds and organizational 
contexts that offer contradicting rules and roles. Pierre Bourdieu (1987) elabo
rates in a virtuoso manner how people in European post-war societies came to 
terms with the different social worlds and areas they passed through, how they 
continually adapted themselves and developed further instead of self-consti
tuting as a static self with some singular once-and-for-all core identity. In 20th 
century high modernity, processes of self-constitution were obliged to incor
porate frequent changes of subjectification schemes as well as organizations’ 
identity fixations. The mechanism that allows people to reconcile continuous 
change with the constancy of corporate identity is the career mode (Luhmann 
1997, 742). Facilitating the organizational channeling (fixation) of develop
mental trajectories (movement) through society, it became subjectification’s 
key mechanism. Giddens (1991) accounts for 20th century self-constitution 
with the concept of the “reflexive project of the self”, while Goffman sheds 
light on the informational aspects of practicing such a self. The project-self is 
habitually bound to play contradictory roles, for “[i]n each [social] world there 
are special norms of conduct, a set of values, a special prestige ladder, charac
teristic career lines, and a common outlook toward life – a Weltanschauung” 
(Shibutani 1955, 567). Given the potential contradictions between contexts, it 
becomes imperative for individual project-selves to separate the audiences 
associated with different roles from one another, and to hide internal incon
sistencies. Individuals are obliged to establish “audience segregation”, and to 
do this, the project-self takes measures to control which audiences have access 
to which elements of their personal information (Goffman 1959). Hence, over 
the course of the 20th century in Euro-American society, boundaries came to 
be drawn between different types of information. As long as these boundaries 
were not crossed, “contextual integrity” (Nissenbaum 2010) remained intact. 

In the 1980s, a conflict arose in Germany that led to the practice of individ
ual information control becoming a case of legal dispute: the right to informa
tional self-determination. At the time, “new social movements” were evolving, 
addressing issues such as women’s rights, environmental protection, discrimi
nation, etc. (Beck 1986). Extending the objectives of German social movements 
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beyond labor issues, these movements contributed to a generally politicized 
atmosphere, marked by the Cold War and accompanying controversies. 

It was in this tense political atmosphere that the German government 
announced its intention to conduct a census (Berlinghoff 2013). Fueled by the 
politicized Zeitgeist, a large-scale controversy erupted. Before long, advocates 
of data protection who were worried about government surveillance had filed 
a suit to the German Federal Constitutional Court. Crucially, the conflict 
unfolded against the backdrop of the computerization of administration 
and heated debate about data protection (Frohman 2013). The Constitutional 
Court’s response was sensitive to this and explicitly pointed out the potential 
dangers of the networking of data across informational contexts. It argued that, as 
citizens, people might feel pressurized to hide their political commitments 
if they knew they were being monitored from a central point of observation. 
For this reason, the court ruled, information about persons’ political activities 
must remain private (BVerfG 1983). 

The verdict of this Volkszählungsurteil asserted that any German citizen has 
the general right to control who knows what about them, at what point in time 
and for what purpose – because if they did not, they might not be able to en
gage freely in self-development, and in the processes of self-constitution. This 
is ultimately a legalistic articulation of the view that any individual actor, in or
der to self-constitute as a Giddensian “project-self” (Giddens 1991), or to follow 
a Luhmannian “career” (Luhmann 1989), must be able to regulate what infor
mation concerning their person is accessible to actors from the various social 
contexts and worlds that that individual passes through. Arguing along simi
lar lines of reasoning, the court translated the everyday practice of information 
control into the right to information self-determination (Rössler 2010, 45). 

Individual information control became the dominant privacy practice of 
the 20th century because it allowed the project-self to deal with the contradic
tion between corporate identity fixation and ongoing personal development. 
The court mobilized this practice and turned it into a legally guaranteed right 
when the practice appeared to be coming under threat from a novel type of 
emergent public enabled by digital networking – which was already discussed 
in the data protection discourse of the 1980s, although the internet at that time 
was but a far cry from being part of digital everyday practices (Steinmüller 
1988). Even so, a technological innovation that facilitated the flow of informa
tion across borders was already on the horizon, threatening to disrupt “con
textual integrity” (Nissenbaum 2010). Nevertheless, the right to control who 
has access to one’s own personal information still forms the basis of current 
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data protection law, and Amazon’s Echo and Alexa operate in a techno-legal 
environment that is still largely informed by the idea of individual informa
tion control. This raises the question of whether these technologies contribute 
to the border-crossing of information flows, and, if so, what the consequences 
are in terms of social structuration. Perhaps those who shake their heads at 
the thought of Alexa implicitly assume that there will indeed be consequences? 
Let’s render this assumption explicit. 

4. Digital Self-Constitution and Machine Learning@Home 

Having gained some clarity regarding the different conceptualizations of the 
private that seem to be somehow affected by the integration of smart speak
ers and AI assistants into private homes, we can now move on to consider the 
functionality of these technical apparatuses, i.e., the purposes they serve and 
operations they perform once they have been installed in people’s homes. From 
the perspective of Echo/Alexa users, smart speakers are there to increase au
tomation and convenience. At least, that is Amazon’s great promise. Describing 
a 2017 promotional video advertising the Echo, Kate Crawford and Vladen Joler 
observe: 

The video … explains that the Echo will connect to Alexa (the artificial intel
ligence agent) in order to ‘play music, call friends and family, control smart 
home devices, and more.’ … The shiny design options maintain a kind of 
blankness: nothing will alert the owner to the vast network that subtends 
and drives its interactive capacities. The promotional video simply states 
that the range of things you can ask Alexa to do is always expanding. (Craw
ford and Joler 2018, 3) 

As the authors go on to point out, firstly, the smart speaker itself appears to 
be just an “‘ear’ in the home” but is actually far more than that: “a disembod
ied listening agent that never shows its deep connections to remote systems” 
(Crawford and Joler 2018, 5), by means of which the private home of the Alexa 
user is connected to an extensive infrastructure that is inaccessible to the user. 
Second, the device seems to have been designed to remain unnoticed, and is 
notably unrevealing of its connection to the external infrastructure. And third, 
the number of tasks Alexa can fulfill is promised to increase over time. How can 
that be possible? 
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All three aspects refer to the nature of the Echo’s/Alexa’s functionality and 
thus shed light on the question of what the system actually does in people’s pri
vate homes. Starting with the third aspect, the system’s increasing capabili
ties, we should note that the quite brief interactions between user and device 
(the user issues a command, the system executes it, or, if it fails to do as re
quired, the user attempts to articulate their command more clearly) not only 
serve to deliver an immediate required response (e.g., switching on a light, 
playing a particular song, warming up the living room); crucially, the interac
tion sequences serve as a training material to expand the system’s capabilities: 
“For each response that Alexa gives, its effectiveness is inferred by what hap
pens next: Is the same question uttered again? … Was the question reworded? 
… Was there an action following the question?” (Crawford and Joler 2018, 3). In 
this sense, the service that users provide is to “supply … Amazon with the valu
able training data of verbal questions and responses that they can use to further 
refine their voice-enabled AI systems” (Crawford and Joler 2018, 5).6 

In providing data to train the device, users and their homes are integrated 
into the infrastructure and process of value-creation that is organized, man
aged, and exploited by Amazon. This is made possible by the first aspect high
lighted above in Crawford and Joler’s characterization of Alexa: the connection 
of users’ private homes to Amazon’s extensive sociotechnical and techno-eco
nomic infrastructure. The second aspect mentioned above, the attempt to ren
der this infrastructural connection unnoticeable, points to Amazon’s strategy 
to make the Echo a sociotechnical actor that forms part of users’ everyday prac
tices in a seemingly ‘natural’ way. By shaping practices, the Echo becomes an 
entity that operates on the level of what Giddens (1984, 7) has called “practical 
consciousness” as distinct from “discursive consciousness”. That is, the device 
is generally perceived as merely part of the background. It may occasionally 
become the focus of attention if it does not function as expected, for example, 
but by and large its presence is simply taken for granted within everyday life 
and practices. 

6 In retrospect, we can say that Amazon’s strategy has not yet paid off, as users’ simple 
utterances turned out to be of limited value for training AI systems (Lindner 2023). The 
recent announcement by Facebook, however, that it would use personal data for ma

chine learning purposes (Spiegel 2024) indicates that the data economy’s drive to col
lect (personal) data is indeed to a large extent motivated by the desire to improve their 
machine learning systems – even if this desire is not always satisfied, as in the case of 
Amazon’s Alexa. Regardless of its degree of success, what counts for my argument here 
is what causes the drive towards increased data collection. 
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There is anecdotal evidence that Amazon’s strategy has been successful, at 
least in some instances. As part of a research project exploring the social nego
tiation of artificial intelligence, privacy, and democracy7, we interviewed two 
Echo/Alexa users. When asked whether they switched their Alexa off when they 
had visitors, such as friends or family, the first interviewee, who worked as a 
software engineer and presented a more business-oriented mindset in the in
terview, said “no”, adding that “such devices have simply become too normal to 
do so.”8 The second respondent, who expressed a more critical attitude to the 
data economy, also answered “no”, but went on to reflect: 

Actually we should have warned our guests … as one would in the case of 
CCTV … actually we should do that. But we just don’t – not out of malicious

ness. Who would do something like that? But because it’s so natural to us. 
And perhaps that’s the crux of the matter, that it’s become so natural that 
you don’t even mention the device anymore. Like having an oven in your 
kitchen. You wouldn’t tell anyone: ‘Beware, there’s an oven’, or ‘there’s a 
toaster, you might burn yourself’; these are devices that are simply natural 
to us, but, of course, for those who visit us, they might seem not natural at 
all.9 

As the second quote indicates, when prompted by the interviewer to reflect on 
the Echo’s presence in social situations that include visitors, the interviewee 
focused their attention on the device, thus shifting it from the realm of prac
tical consciousness to that of discursive consciousness. The problematization 

7 The project “Democracy, AI, and Privacy” forms part of the long-running research asso
ciation “Forum Privatheit.” I would like to thank the Federal Ministry of Education and 
Research (BMBF) for funding the project (16KIS1379) and thus enabling me to write this 
article. 

8 In German: “dafür sind solche Geräte zu normal geworden.” 
9 The original quote: “[Z]umindest müsste man mal darauf hinweisen … so, wie man 

es bei Videoüberwachung auch macht. Das müsste man eigentlich tun. Wir tun es 
explizit nicht; gar nicht mal aus böser Absicht heraus. Wer würde sowas schon ma

chen? Sondern eher, weil es für uns so selbstverständlich ist. Und das ist vielleicht 
auch die Krux, dass es so selbstverständlich ist, dass man schon gar nicht mehr dar
auf hinweist. Also so quasi wie man in der Küche einen Backofen hat. Da würde man 
auch nicht sagen: ‘Achtung, da ist ein Backofen’, oder ‘hier steht ein Toaster, du kannst 
dich verbrennen’, sondern das sind Geräte, die mittlerweile schon für uns so selbstver
ständlich sind, aber natürlich für die, die uns besuchen, möglicherweise mitnichten 
selbstverständlich sind.” 
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that followed is precisely what usually remains in the shadows of practical con
sciousness – just as Amazon’s strategy strives to achieve. 

Amazon’s obscuring of the Echo’s/Alexa’s infrastructural connection has 
the convenient side effect – or perhaps it is even the main objective – that 
users rarely reflect on the sociotechnical relations they and their operations 
form part of. The seemingly isolated magic of Alexa’s AI is in fact the product 
of the real-life actions of a whole variety of embodied beings (Engemann 2018; 
Crawford and Joler 2018, 14) who provide the material, physical, intellectual, 
etc., resources that make the system run in the first place. From the data 
economy’s point of view, devices such as the Echo can be understood as agents 
of “datafication”: the expansion of socio-digital agencies into all areas of social 
life and society (Houben and Prietl 2018; van Dijck 2014). Insofar as “datafica
tion” is driven by the data economy’s interest in profit (Zuboff 2019), it results, 
as Till Heilmann (2015) has aptly stated, in the systematic expansion of the 
realm of economic utilization (Ausweitung der Verwertungszone). 

How does this expansion structurally affect the institutionally protected 
privacy of the private sphere, as well as the degree to which individuals are able 
to control who can access their data? These are the questions to be addressed 
in my conclusion. 

5. Conclusion: How Surveillance Capitalism Taps into Just Another 
Realm of Experience 

According to Crawford and Joler (2018, 14) the goal that motivates corporations 
to persuade consumers to install their devices, such as the Amazon Echo, in 
private homes, is the expansion of the infrastructure by means of which they 
can engage in “data extractivism”. Succeeding industrial society, contemporary 
digital society is populated by new players that aggressively aim to maximize 
data-based profits: 

The new infinite horizon is data extraction, machine learning, and reorga
nizing information through artificial intelligence systems of combined hu
man and machinic processing. The territories are dominated by a few global 
mega-companies, which are creating new infrastructures and mechanisms 
for the accumulation of capital and exploitation of human and planetary 
resources. (Crawford and Joler 2018, 14) 
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To the extent that profit-oriented companies engaged in advancing datafi
cation expand their infrastructures of value generation into private homes, 
activities performed at home should be classified as work, surmise Crawford 
and Joler (2018, 7) and others including Heilmann (2015) who talks about “data 
work”. So, if activities undertaken at home are drawn into economic schemes 
of value creation, i.e., those activities that in modern society were recognized 
as part of one’s “lifeworld” and were (ideally) to remain undisturbed by the 
imperatives of private economic agencies and public authorities (Habermas 
1995, 473), what are the implications for contemporary privacy and the private 
sphere? There are at least two possible interpretations: 

• First, we might interpret this process as an expansion of work, insofar as 
human activities are utilized to generate a product – data – that is appro
priated and translated into exchange value (Heilmann 2015, 43). From this 
perspective, then, the proliferation of voice assistants helps to expand the 
realm of work, thereby breaking down the historically evolved demarcation 
of the private sphere of the home as a zone separate from institutionalized 
labor, productivity, and economic imperatives. 

• Second, an alternative interpretation would not so much portray the in
frastructural expansion into private homes as the transformation of what
ever activities are done there into work, but as the appropriation of the realm 
of non-work by the agencies of surveillance capitalism’s data economies. The au
thor whose work supports this perspective is, of course, Shoshana Zuboff 
(2019), who argues that surveillance capitalism has expanded its exploita
tion of human labor to capitalize on human experience itself. 

While I have little difficulty accepting the diagnosis that, in the last two decades 
or so, we have witnessed the digital expansion of the realm of economic utiliza
tion (Ausweitung der Verwertungszone in the words of Heilmann 2015), I believe 
there is also substantial indication that it is the second interpretation that ac
counts for what is novel about this expansion. As many commentators have ob
served, techno-economic expansion into people’s everyday social lives is often 
not experienced as an extension of work at all (Heilmann 2015, 41), but rather 
as the incorporation of social life into the digital realm (Ochs 2021). Moreover, 
while users and their social lives are indeed exploited, insofar as they provide 
the resources for the profitable activities of the data economy, they do not par
ticipate in crafting the product itself that is then sold. Users whose data is uti
lized do not themselves generate advertisement space, ads, or attention; nei
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ther do they produce predictions, devise strategies, or impose manipulations. 
As Dolata and Schrape (forthcoming) clarify, the platforms of the data econ
omy use data as raw material, but the value of the data is only realized when 
it has undergone further processing by those platforms’ commodification pro
cesses – processes that users are not at all involved in. 

Perhaps it would be even easier to come to terms with the constitution of 
digital society if the digital expansion of the realm of economic utilization was 
indeed transforming all social activities into work. For one, that would simplify 
the measures needed to regulate the data economy. But it is not so simple. As 
shown above, at least when it comes to voice assistants and smart speakers in 
the private home, the datafication of social life affects both the privacy of the 
home and individual information privacy at once. In the working world, there 
are well-established regulatory bodies and legal protection that can be mobi
lized to address data protection. But once datafication expands its scope to ac
cess the social realms of human experience, established concepts and bound
aries become hard to enforce. As Werner Steinmüller, a German pioneer of data 
protection, already warned in the 1980s: 

As yet, there is no legal term to describe the spread of IT beyond the sphere 
of labor into the grey zone of illicit work, into the lifeworld that is not about 
wage-earning … and even into children’s worlds of play; nor does any work- 
like legal protection exist, and even less so when it comes to the newly 
emerging interrelationships between the world of work and that of ‘life’. 
It is not easy to legally and politically support those affected. (Steinmüller 
1988, 157; my translation10) 

At first glance, these considerations might seem to suggest that we should sim
ply adapt and expand the regulatory and political measures imposed in re
sponse to digital capitalism, which themselves were based upon those created 
to address certain consequences of industrial capitalism. However, the digi
tally-enabled expansion of the realm of economic utilization traverses estab
lished forms of structuration. This is exemplified by the way it simultaneously 

10 The German original reads: “Für die Ausbreitung der IT in die Grauzonen der Schat
tenarbeit und in die Lebenswelt außerhalb des Erwerbslebens (…) bis hinein in die 
Spielewelt der Kinder gibt es noch keinen recht(lich)en Namen und keinen Arbeits
recht-ähnlichen Schutz – erst recht nicht für die neuartigen Verbindungen zwischen 
Arbeits- und ,Lebens’welt. Die Lage der Wohnweltbetroffenen ist rechtspolitisch nicht 
einfach zu würdigen” (Steinmüller 1988, 157). 
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affects the spatial-institutional private sphere and individual information pri
vacy. We will therefore need regulatory innovation that builds upon, but also 
goes beyond established regulatory schemes that have co-evolved with indus
trial society. Hence, the socio-digital restructuration of society and the digital 
expansion of the realm of economic utilization as it materializes in the deploy
ment of smart speakers in private homes urges us to use our heads in more 
creative ways than just in shaking them. 
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