Anne Ferger, André Frank Krause, and Karola Pitsch

A workflow for creating, harmonizing and
analyzing structured corpora of multimodal
interaction

Abstract: Creating structured and consistent corpus resources for the analysis of
multimodal interaction, computer-mediated communication, and socio-technical
settings is generally a time-consuming and meticulous task. It involves dealing with
various media formats (e.g., audiovisual, eye-tracking, log files), time alignment,
and modelling multimodal aspects of communication, including many manual
changes to these formats. Based on our work creating a structured corpus of
human-robot interaction, we present a workflow focussing on automation, stand-
ard formats, and a sustainable approach to research data management. This work-
flow leverages recent developments in spoken language corpora and takes them
beyond mere text and speech. It includes automated procedures to enrich data (e.g.,
part-of-speech tagging) to achieve higher data consistency and to convert data into
a set of standard formats (e.g., TEI XML, dataFrame) from which calculations, visu-
alizations, etc. can be generated for further analysis. Automating this workflow
using git for version control and a GitLab Continuous Integration functionality,
these procedures are reapplied whenever changes are made to the source data, so
that amendments to transcripts, for example, can be reintroduced into the original
transcript file. We show how higher data quality can be reached in these corpora
and how the proposed workflow can be applied on corpora modelled following the
CMC-core TEI schema. By exploring different analyses (including gaze, part-of-
speech tagging, and time alignment) on the base of TEI XML documents originating
from this workflow, we show how the resulting corpora offer more finely grained
possibilities of analysis.
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1 Introduction

Different research communities develop resources for qualitative and quantita-
tive analyses of multimodal interaction and socio-technical settings, including com-
puter-mediated communication. For all of them, it is essential to generate multi-
modal corpora with high data quality and which can be analyzed from various
disciplinary perspectives and with different research methods. In this vein, in the
fields of interactional linguistics and conversation analysis, including the German
Gesprichsforschung, approaches that link qualitative and quantitative methods
have become more frequent as well (e.g., Pitsch et al. 2014; Stivers 2015; Kendrick
and Holler 2017; Rihlemann 2018; Mundwiler et al. 2019; Luginbiihl et al. 2021).
They benefit from creating structured corpora (in the sense of Schmidt 2016) of
interactional situations that are tailored both to human readability and technical
means of analysis and thus enable the combination of qualitative and quantitative
analyses in a dynamic way. Other applications to leverage these resources can be
corpus queries in corpus linguistics (Schmidt 2016) and using the resources for sec-
ond language teaching (Fandrych 2022).

Against this background, we address the following questions:

a) How can we best structure corpora of multimodal interaction which include
novel types of time series data (e.g., robot log files, sensor output), which are
human- and machine-readable, and model them using a standard format (e.g.,
TED?

b) How can we assure and enhance the quality of the corpus data with regard to
inconsistencies, missing information, and enrichment?

¢) How can these measures be applied continuously and automatically, and how
can the workflows be reused on other (especially CMC) resources?

d) How can we prepare the corpus so that it allows for different export formats
catering for different forms of storage and analyses?

e) How can the created structured corpora facilitate comprehensive analyses?

To address these questions, we suggest that it is beneficial to link tools and methods
developed creating spoken language corpora (Schmidt 2016; Schmidt 2018; Hede-
land and Ferger 2020; Arkhangelskiy, Hedeland, and Riaposov 2020; Ferger and
Jettka 2021; Hirschmann and Schmidt 2022) with a research data management per-
spective (Hermann, Pietsch, and Cimiano 2021). In recent years within the field of
research data management, a prominent focus has been given to the standardiza-
tion and sustainability of research data formats. This is exemplified by projects like
the German National Research Data Infrastructure in Germany (Kraft et al. 2021),
for example. These developments are also essential for creating and processing
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structured corpora, as they lead to standardized corpus resources that are suitable
for long-term archiving and are reusable in different contexts, as well as standard-
ized methods, tools, and workflows that minimize efforts in future projects and
increase the scientific reproducibility of analyses and their results.

In what follows, we present a semi-automatic workflow based on our experi-
ence working with multimodal and multisensorial data of human-robot interaction
which includes — beyond common audiovisual data — log files from the robot’s
speech recognition and voice output in real time and sensor data from motion cap-
ture devices (e.g., Kinect). All data are synchronized via the timeline and share cen-
tral features with chat exports of social media tools (e.g., from WhatsApp chats with
time-synchronized text messages, audio recordings, or images).

2 Background: Workflows and tools for creating
a structured corpus

For creating structured corpora of oral communication, ISO standard 24624:2016
“Language resource management — Transcription of spoken language” (Hedeland
and Schmidt 2022) has been defined. It uses the framework format for encoding
recommended by the Text Encoding Initiative (TEI Consortium 2023; the recom-
mended format is abbreviated as TEI in the following). The TEI format is an XML-
based format. Also, for the so-called task of “corpus compilation” (Schmidt 2016:
119), extensive workflows and tools exist. These were created when developing the
FOLK corpus for spoken German language (Schmidt 2023), for example. Since the
editor used to compile the FOLK corpus — called “FOLKER” (Schmidt and Schiitte
2010) —is a timeline- and XML-based tool, procedures can be adapted for other data
which are organized in timeline and XML format, such as data prepared with edi-
tors like EXMARaLDA (Schmidt and Worner 2014) or ELAN (Sloetjes 2014), which
are interoperable with regard to their data format. The TEI standard allows one to
import data into the ZuMult tools (Fandrych et al. 2022) for analysis and querying
of verbal data, but it does not include modelling of multimodal annotations or
robot log files.

Some of these workflows and tools include methods for part of speech (POS)
and lemma tagging (Westpfahl and Schmidt 2013; Westpfahl et al. 2017) using Tree-
Tagger (Schmid 1995) (see chapter 4.3) and the use of the TEI format following ISO
standard 24624:2016. In our workflow, we specifically adapted methods for con-
verting ELAN files into TEI files. These methods included tokenizing verbal utter-
ances based on methods used in the EXMARaLDA code and handling special cases
such as robot log files and annotations of bodily conduct (see chapter 4.3). We also
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adapted and created new consistency checks (see chapter 4.2) and automated them
using GitLab CI (see chapter 4.1).

In research on multimodal interaction and pragmatics, there are comprehensive
works on corpus linguistics by Rithlemann, among others (Rithlemann 2017, 2018;
Rithlemann and Gee 2017; Riihlemann and Ptak 2023). While these works propose
XML formats for these corpora (e.g., Rithlemann 2017; Rithlemann and Gee 2017), the
TEI format and its ISO standard for spoken language are not used in these cases,
which creates barriers for sustainable, long-term archiving, machine readability, and
reuse in other contexts. Parisse et al. (2017) propose the TEI format for oral and multi-
modal language corpora, pointing to ISO standard 24624:2016 as well as preconsider-
ations for the CMC-core schema, which has been proposed for corpora on comput-
er-mediated communication (Luginbiihl et al. 2021). Luginbthl et al. (2021: 2) specify
CMC corpora interoperability for combined analysis on various CMC corpora, com-
bining corpora of different types, and integrating CMC corpora into existing infra-
structure, for example, as reasons to create and apply a TEI CMC schema.

These advantages (i.e., using a standard format and creating a sustainable
workflow for higher corpus consistency) are also relevant concerning the FAIR
principles (findable, accessible, interoperable, reusable; Wilkinson et al. 2016),
which play an important role in research data management. While the principles of
findability and accessibility depend mostly on the respective repositories in which
the data are published, standardized metadata, which can be integrated in the TEI
XML format in the designated metadata header, can help increase findability. Inter-
operability and reusability are improved by using standard data formats, such as
TEI and ISO standard 24624:2016, and by higher consistency of the research data,
which makes our proposed workflow a contribution to FAIRer corpus data.

3 MuMoCorp project: Additional requirements
and lessons learned when realizing the corpus
creation workflow

The workflow presented in this paper has been developed and tested on human-
robot interaction data in the MuMoCorp project. The MuMoCorp project — Data Reuse
of Multimodal and Multisensorial Corpora within the Dilthey Fellowship “Inter-
action & Space. From Conversation Analysis to Dynamic Interaction Models for
Human-Robot Interaction” — prepares existing research data (see Pitsch 2016, 2020,
2023; Pitsch et al. 2016; Gehle et al. 2017) for long-term storage and further use as
partly open data within the framework of an institutional repository. The rich data



A workflow for creating, harmonizing and analyzing structured corpora = 211

material is particularly interesting with respect to human-robot interaction and the
multi-dimensionality of the interaction, and it includes different data formats such
as videos, XML-based transcriptions, and robot log files. MuMoCorp’s challenge is to
organize and curate a large amount of data that has been collected, transcribed,
and annotated over a period of roughly 10 years. Seven studies have been con-
ducted exploring specific interactional features and procedures, and they have
been stored as seven distinct but related subcorpora.

When curating this data and preparing it for reuse by other researchers, we
encountered the following additional tasks, which constitute a prerequisite for
doing so:

—  Collecting and renaming the different files into a new, coherent data structure
following a predefined specification

— Anonymizing the audiovisual recordings (see Krause, Ferger and Pitsch 2023a,
2023b)

— Collecting and structuring existing pieces of information about the partici-
pants, study details, and recordings as systematic metadata

We identified additional requirements for the corpus creation while using the
workflow in practice. These may be specific to the particular project but might also
be relevant for other projects and data:

— We wanted to keep the established workflows for transcribing and annotating
the data, such as annotation tools (e.g., ELAN) and transcription/annotation
conventions, unchanged.

—  We wanted a version control for the data which, ideally, would not create any
additional workload for researchers. Using Git/GitLab presented as a suitable
solution for this task.

— A range of inconsistencies in the data can only be corrected manually. They
should be corrected in the source files using the established tools (here: ELAN).

— A range of inconsistencies in the data can be checked automatically. These
checks should be automated in a way that check results and where corrections
are accessible continuously.

The data in MuMoCorp - stemming from a project on multimodal interaction and
socio-technical situations — shares a range of features with computer-mediated
communication, such as including various media types and system log files that can
be similar to social media log files. Yet, there are also essential differences: In the
MuMoCorp settings, the museum guide robot aims to act as an autonomous techni-
cal co-participant. The communication between the robot and the participants is
not text-centred or internet-based. It occurs in real time and involves text-to-speech
output, automatic speech recognition, head and arm movements for the robot, and
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verbal utterances and other modalities for the human participants. Therefore, the
concept of computer mediatedness requires rethinking to appropriately grasp such
constellations (for a start, see Arminen, Licoppe, and Spagnolli 2016).

4 A workflow to create machine-readable corpora
for multimodal and computer-mediated
resources

The workflow we propose for creating human- and machine-readable corpora can

be applied both when starting a new project beginning with transcription/annota-

tion or when processing an existing dataset for archiving, publication, or further
analysis. It serves as our solution to the questions posed in chapter 1.

transcription
annotation
scripts for
conversion and .
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Figure 1: Workflow overview.

The workflow (see Figure 1) starts with (existing) transcription/annotation files
which have been created with the ELAN editor (Sloetjes 2014; Max Planck Institute
for Psycholinguistics 2020). These files could also be other XML-based source for-
mats, such as EXMARaLDA files or TEI files that are manually generated or exported.
To these source files we apply automated scripts for harmonization and normaliza-
tion, as well as quality checks that require manual work for the harmonization (see
chapter 4.2). From this source data, we export the data in the standard format ISO
TEL On the basis of the data available in the standard format, enrichments are
added (e.g., lemmatization and part-of-speech tagging of verbal transcriptions),
which can be continuously reapplied whenever changes are made to the data (see
chapter 4.3). In a next step and as a basis for further analysis, the data — which has
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so far been normalized, harmonized, quality controlled, and enriched — can he
automatically exported from the TEI files to various output formats (see chap-
ter 4.4). The corpus data which is not available in text-based format (video files,
etc.) are not altered by this workflow. These steps of harmonizing, checking, and
converting the data are continuously reapplied using a dedicated system for ver-
sion control (see chapter 4.1). This setup allows for dynamic analyses and visualiza-
tions to be performed continuously during the corpus creation process, which can
help in the iterative development of annotation categories (see chapter 5), for
example.

4.1 Automation using git, Continuous Integration, and GitLab

Answering our initial question (C) on how to ensure an automated, continuous con-
trol of the data consistency with our workflow, we used methods from software
development for automated deployment that go beyond existing methods in contin-
uous quality control (as in Hedeland and Ferger 2020; Ferger and Jettka 2021),
namely Git version control and GitLab Continuous Integration (CI). Git version con-
trol" is the underlying version control system which allows for tracking and man-
aging changes to data. GitLab? offers a platform and graphical user interface for the
tracked changes and, with the CI functionality, allows automatically running scripts
(e.g., validation techniques like schemas or specified consistency checks) on the
tracked data without any user interaction. While git and GitLab are widely used,
especially in research data management, other tools offer similar functionality,
such as Apache Subversion or Gitea. Git versioning for text-based source data offers
other benefits, such as the ability to revert to earlier stages of the files and the abil-
ity to track all changes to the files. Git for research data also makes research more
reproducible and can be seen as best practice for research data management (see
Hermann, Pietsch, and Cimiano 2021; Cyra, Politze, and Timm 2022; Erjavec, Kopp,
and Meden 2023). Using the GitLab CI setup shown in Ferger, Krause, and Pitsch
(2023), scripts are continuously applied when the data under version control is
changed. This allows quality checks, correction, and data exports to be automati-
cally reapplied whenever the source data is changed. The results of these checks
are used for manually fixing these inconsistencies, but found inconsistencies do not
prevent the corpus being used or changed further.

1 https://git-scm.com/ (last accessed 14 February 2025).
2 https://gitlab.com (last accessed 14 February 2025).
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4.2 Data consistency

The initial question (B) concerns data consistency, or data quality as defined in
Hedeland (2020), which calls for checking data for coherence and consistency. As
can be seen in Figure 1, we aim to perform checks and automatic correction of
inconsistencies on the XML-based source data, which in our case are ELAN files. An
advantage of this approach is that further transcription, annotation, or manual
harmonization of the files can be realized using the original tools and workflows.
Since transcriptions and annotations are mostly carried out manually (and will
continue to be for some time into the future, e.g., for multi-participant discussions
and in dialects or less resourced languages), some inconsistencies can also only be
resolved in a manual way.

To realize this approach, we used the Corpus Services Framework (Ferger et al.
2020; Hedeland and Ferger 2020) with additional extensions, including those for
ELAN files (Arkhangelskiy, Hedeland, and Riaposov 2020), and adapted them to find
and fix inconsistencies in the source files.® The generated list of identified incon-
sistencies including file names and locations of the inconsistencies can be used to
facilitate manual correction of the files. Checks that have been applied include
ELANTranscriptionChecker, which checks the adherence of verbal transcriptions to
standardized conventions (here: GAT 2 [Selting et al. 2009]), ELANValidatorChecker,
which checks if the ELAN XML file is valid according to ELAN specifications, ELAN-
FileReferenceChecker, which checks if the linked media files exist, and ELAN-
AnnotationChecker, which checks whether the annotation tiers adhere to anno-
tation conventions — which is especially important for our coded interactional
annotations.

4.3 Modelling multimodal interaction using TEI as a
standard and base format

The long-existing TEI guidelines, developed by the Text Encoding Initiative (TEI
Consortium 2023),* are a standard for various text-based research fields. They are
also adapted to spoken language, for example, with ISO standard 24624:2016 (here-
after referred to as ISO/TEI standard) “Language resource management — Tran-
scription of spoken language” (Schmidt 2011; Hedeland and Schmidt 2022), which

3 Our adapted version of the Corpus Services Framework is available at https://git.uni-due.de/mu-
mocorp-open-access/corpus-services/ (last accessed 14 February 2025).
4 For the history of the TEI see https://tei-c.org/about/history/ (last accessed 14 February 2025).
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we see as an answer to our initial question (A). Similarly, the CMC-core schema for
TEI (Beiffwenger and Liingen 2020) streamlines efforts in the CMC community to
represent and structure corpora in a standardized way. While the TEI format is not
yet widely used in conversation analysis and multimodal interaction research,
there are exceptions such as Liégeois et al. (2015) and Parisse et al. (2017). One
obstacle has been the amount of manual work required to generate it from multi-
modal interaction resources. To address this challenge in our proposed semi-auto-
matic corpus creation workflow, we export the source data into TEI format and
make the conversion accessible and reusable by including our export script in the
Corpus Services Framework (see above). The script is based on exports adapted
from the EXMARaLDA software suite (Schmidt and Woérner 2014). The TEI export
includes a segmentation following the respective transcription conventions (here:
GAT 2 [Selting et al. 2009]).

<incident end="ts15" start="tsl4" type="act" who="SPK_robmus_2015 01_001_W" xml:id="incl7">
<desc xml:id="des8">prep-G</desc>

</incident>

<incident end="ts17" start="tsl6" type="act" who="SPK_robmus_2015 01_001_W" xml:1id="incl8">
<desc xml:1id="des9">peak-G</desc>

</incident>

<incident end="ts19" start="tsl7" type="act" who="SPK_robmus_2015_01_001_W" xml:id="incl9">
<desc xml:id="des10">retr-G</desc>

</incident>

<incident end="ts22" start="ts20" type="smile" who="SPK_robmus_2015 01_001_W" xml:id="incl0">
<desc xml:id="desll">~</desc>

</incident>
<annotationBlock end="ts25" start="ts23" who="SPK_robmus_2015_01_00L_W" xml:id="aul">
fuf xnl:id="
b xml:id="wl">ja</w>

<anchor

</u>

</annotationBlock>

<incident end="ts26" start="ts24" type="smile" who="SPK_robmus_2015 01_001_W" xml:id="incll">
<desc xml:id="desl2">@</desc>

</incident>

<incident end="ts28" start="ts26" type="smile" who="SPK_robmus_2015 01_001_W" xml:id="incl2">
<desc xml:id="des13">~</desc>

</incident>

Figure 2: TEI modelling example.

To model the data in our MuMoCorp project, we drew from modelling of spoken
and computer-mediated resources in TEI format. We focused on the ISO/TEI stand-
ard for several reasons. This standard is recommended for long-term archiving by
the Archive for Spoken German.® It is also used as an import format for the ZuMult
corpus infrastructure (Frick and Schmidt 2020; Fandrych et al. 2022), which offers

5 https://agd.ids-mannheim.de/uebernahme.shtml (last accessed 14 February 2025).


https://agd.ids-mannheim.de/uebernahme.shtml

216 = Anne Ferger, André Frank Krause, and Karola Pitsch

a graphical user interface to access corpus data, as well as in other tools such as
WebLicht and WebMAUS (see Schmidt, Hedeland, and Frick 2021). For the verbal
utterances of human participants in our data, no adjustments were needed. How-
ever, to use this standard for modelling multimodal aspects of the existing corpus
data from human-robot interaction including novel data types, we needed to make
some adaptations. These were carried out with the overarching idea of respecting
the TEI standard such as to remain compatible with existing models, tools, and
workflows. In particular, we used the following data model:

(&) Human utterances are represented by the <u> element, consisting of <w> for
words with <pos> and <lemma> attributes, following the existing standard.

(b) To include multimodal annotations, such as bodily conduct and facial expres-
sions, we used and adapted the TEI element <incident> (see Figure 2). Accord-
ing to TEI guidelines, this element “marks any phenomenon or occurrence,
not necessarily vocalized or communicative, for example incidental noises
or other events affecting communication” (TEI Consortium 2023). “Incident” is
typically used to transcribe audible laughter in verbal transcription. We use
the “type” attribute to refer to the level of (multimodal) annotation, such as
“smile” or “nod”, enabling analysis of the same phenomenon in different
settings.

(c) The verbal utterances of the robot, which were generated via text-to-speech,
were modelled similarly to multimodal annotations and not human verbal
utterances because they do not share all the characteristics of human spoken
language, such as interjections and prosodic aspects.

In comparison, the CMC-core defines its four basic units as spoken utterances, bod-
ily activity, onscreen activities, and written utterances (BeiSwenger and Liingen
2020). Spoken or multimodal utterances in CMC-core are also represented using the
<u> element; bodily activity is modelled using <kinesic>, and onscreen activities are
modelled with <incident>. To improve the modelling of multimodal resources and
its compatibility across settings and disciplines, it may be worth discussing if there
was a benefit to instead use <kinesic> for bodily conduct and facial expressions.
Here, further reflection, also in the light of other corpus data, might be helpful for
future work.

We applied the Stuttgart-Ttibingen Tagset (STTS) extension trained on spoken
German on the FOLK corpus (Westpfahl and Schmidt 2013; Westpfahl et al. 2017) to
the generated ISO-standard TEI files for participants’ verbal utterances (and not the
robots’ text-to-speech output, which are not modelled as verbal utterances), using
the teispeechtools library (Fisseni and Schmidt 2020), which employs TreeTagger
(Schmid 1995). For internet-based resources, there are guidelines and a tagset for
POS tagging presented in BeifSwenger et al. (2015), which are relevant for internet-
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based CMC resources but which could not be applied in our context, such as emoti-
cons or hashtags (which are not present in our type of resources). Since the tagset
is also based on the STTS, the way of applying it can be identical.

4.4 DataFrame to facilitate analysis

Using the ISO-standard TEI as a source format allows various exports into different
output formats, which answers our initial question (D). One goal was to generate a
simple output with reduced complexity but that still accurately contains the rele-
vant information of the source files, to facilitate analysis and visualizations in R.
DataFrames for analyses in R are common for interactional linguistics, as in the
tools ACT (Ehmer 2021, 2023) and EXMARaLDAR (Schiirmann 2021) or for visualiza-
tions and statistics (Rithlemann 2020; Riihlemann and Ptak 2023). The existing tools
did not satisfy our need to include all multimodal and sensor-based information in
the dataFrame and its generation from a TEI file, so we developed a custom R script
for this purpose, generating a dataFrame with columns inspired by those approaches,
as seen in Figure 3. To allow for other programming languages and use cases, this
dataFrame is additionally written into a csv table file.

x id annotation lemma pos  type starttime_ms  endtime.ms ~ duration ~ participant_id utterance id ~ file
2393 inc66  zgestezubild2 NA NA  movementTierit 202631 207154 4523 SPK_ ince6 rob

2394 inc67  standardPose A NA  movementTierit 207197 200579 2382 SPK_ ince7 rob
2395 incls  repairBild: Leichter Repair NiA N Attentionit 209617 212182 2565 SPK_ incls rob
2396 inc4d  [lookRight] [standardPose] Hier auf Bild 2 sieht man... N/A NA sayit 212186 217528 5342 SPK_ incad rob
2397 inc68  lookRight A WA movementTierit 212255 213673 1418 SPK_ inc6s rob
2398 inc69  standardPose NA NA  movementTierit 213881 216811 2030 SPK_ inc69 rob
2399 incl6  repairBild: Weiter A N Attentiont 217694 219826 2132 SPK_ inc16 rob
2400 inc45  Wenn du noch mehr ueber das Mittelalter in Bie le f... N/A NA sayit 219871 234325 14450 SPK_ incas rob
2401 inc70  bow A NA  movementTierit 228960 232098 3138 SPK_ inc70 rob
2402 inc7l  standardPose NA NA  movementTierit 232239 234455 2216 SPK_ inc71 rob
2403 w1 ja ja NGIRR  verbal 22400 23700 1300 SPK_robmus_2015_01 001 W ul rob
2404 w2 eins eins CARD  verbal 48709 49316 607 SPK_robmus_2015_01 001 W u2 rob
2405 w3 &hm hm NGHES  verbal 84688 85942 1254 SPK_robmus_2015_01 001 W u3 rob
2406 wa sorry sorry NGIRR  verbal 87727 89913 2186 SPK_robmus_2015_01 001 W ud rob
2407 ws kannst Kbnnen VMFIN  verbal 81727 89913 2186 SPK_robmus 2015 01 001 W ud rob
2408 w6 au au PPER  verbal 87727 89913 2186 SPK_robmus_2015_01 001 W ud rob

Figure 3: DataFrame example.

The content in this dataFrame is exported directly from the TEI files and not nor-
malized or changed, since we wanted to keep the harmonization in the source files.
This is also important for dealing with the “Killer-Kriterium” (Schiitte 2007: 71),
a criterium for tools on how they deal with transcriptions during analysis. Many
analysis tools process transcriptions in a way that they cannot be exported back
into their source format after changes are made to them during analysis, which
would make the transcriptions static and not dynamic. Non-dynamic transcripts
would mean that after the analysis step, the transcriptions cannot be changed fur-
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ther, and findings in the analysis cannot be integrated easily into the source data,
which is something we do want to utilize in our workflow. The continuous creation
of this dataFrame helps with keeping the transcripts dynamic by delivering a data-
Frame for up-to-date transcripts. Keeping the IDs as exact locations of certain ele-
ments in the source files allows for going back to the ELAN editor, for example, and
changing things or automatically changing things in the source files based on the
dataFrame. As the information of all transcripts comprising the corpus is grouped
together in the dataFrame, more complex queries and analysis are made possible.
Annotations and transcription in different ELAN files relating to the same video
can thus be queried for simultaneity. Information on different levels of informa-
tion can also be correlated, for example robot log files and verbal utterances of
participants.

5 Application to other (CMC) resources

Answering question (C) and in terms of FAIR research data management, we have
made the workflow available for reuse.® While we have discussed essential differ-
ences between the MuMoCorp resources and those of computer-mediated commu-
nication, many features of our workflow can be adapted to the specifics of CMC
corpus data. In particular, the export of a dataFrame from CMC-core TEI files could
be used for easier and more extensive analysis, as will be shown below.

6 Analysis of created corpora

To answer question (E) from our initial questions, the structured corpus facilitates
more complex analyses than traditional corpus analysis constricted to verbal utter-
ances for example. In what follows, this will be illustrated by an example analysis
inspired by and adapted from Rithlemann (2018) and Rihlemann and Ptak (2023).
To utilize aspects of human-robot interaction and sensor data as well as conversa-
tional analytic exploration, the example queries for actions of the robot and human
reactions. An example for this is analyzing a movement of the robot along with
non-verbal reactions of the participant in a study (e.g., the robot pointing to some-
thing in the room, and the participant nodding as a reaction; for detailed analysis

6 The workflow and other resources are available at https://git.uni-due.de/mumocorp-open-
access/ (last accessed 14 February 2025).
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see Pitsch et al. 2016; Pitsch 2023). The first step is to formalize this phenomenon to
allow for automatically finding all instances of it in the corpus. The phenomenon of
robot movement could be formalized by querying the internal log file instructions
of the robot, where movement is annotated as [pointLeftUp] or [pointRightUp]. The
reaction of the participant can be formalized by manual annotations of the bodily
conduct and facial expressions, such as “nod” or “smile”, or transcribed verbal
utterances. So, one starting point of the analysis is an overview of all nodding anno-
tations following in a temporal sequence of robot movement annotations. From
there on, these instances can be classified using automated preliminary codes,
which can be used for further formalizing (such as counting positive or negative
reactions) or iterating manual annotation in order to find other instances of the
phenomenon that were not technically identified. This iteration of manual or auto-
matic annotation and analysis leads to dynamic transcriptions, since they are not
frozen in one state after the analysis.

7 Conclusion

We have addressed the initial questions of this paper by presenting our reusable
corpus creation workflow. By harmonizing inconsistencies directly in the source
files and modelling data according to a TEI schema or standard, FAIRer and more
sustainable research data can be created without too much additional work.
Exporting a dataFrame to serve as the basis for complex analyses and visualiza-
tions facilitates the reuse of these analyses and visualizations as well. Using Git and
GitLab CI capabilities not only allows for the measures for data quality to be applied
continuously but also facilitates their reuse across resources. As any workflow is
only as good as its output, we have shown that the machine-readable structured
corpora generated can be queried by formalizing conversational analytic phenom-
ena. Another benefit of using common standard formats is that the output of the
workflow can be used for traditional corpus queries in corpus linguistics (Schmidt
2016) and as resources for second language teaching (Fandrych 2022). The advan-
tages specified by Luginbiihl et al. (2021: 2) for the TEI-based CMC core schema
(interoperability for combined analysis on various corpora, combination of cor-
pora of different types, and integrating corpora into existing infrastructure) can
finally be seen as advantages of our workflow resulting in standardized outputs as
well.
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