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Abstract: The English pronoun system is not as straightforward as often stated by
grammarians. The third-person singular pronouns he and she are not only used to
refer to male and female individuals, but are also used to refer to individuals of
any gender. Similarly, the pronoun they, commonly found as a third-person plural
pronoun, is increasingly often used in its generic sense to refer to single individ-
uals of any gender. Yet, there is little research available on the semantics and the
comprehension of such specific and generic pronouns.Making use of naive discrim-
inative learning, instance vectors, and linear discriminative learning, the present
paper proposes a novel computational approach to the study of pronoun semantics
and comprehension. As an exemplary case, the comprehension of generic they is
compared to the comprehension of specific he, specific she, and plural they. Mea-
sures extracted from the comprehension process deliver meaningful insights into
the comprehension of the given pronouns, rendering the proposed methodology a
promising one for future research.

Keywords: discriminative learning, distributional semantics, pronoun comprehen-
sion, pronoun semantics

1 Introduction: Third-person pronouns in
contemporary English

In contemporary English, “[g]ender classes can be differentiated only on the basis
of relations with pronouns” (Huddleston and Pullum 2002: 485). Pronouns are func-
tional elements of a language which are used to replace or serve the function of
noun phrases. In their most common use, pronouns refer directly to entities in the
world and are, with that, assumed to adopt the meaning of the entities they refer to
(Conrod 2020).

The pronominal gender system of English traditionally differentiates three
grammatical genders: masculine (he), feminine (she), and neuter (it). The three
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grammatical genders are distinguished semantically, based on the two features of
humanness and the biological sex of the relevant referent (Siemund 2008), making
the gender system a covert one in which morphophonological information cannot
be used to determine a noun’s gender (Corbett 1991). Following the semantic basis,
male antecedents are referred to bymasculine pronouns (e.g., theman and his dog),
female antecedents are referred to by feminine pronouns (e.g., the woman and her
dog), and all other antecedents are referred to by neuter pronouns (e.g., the house
and its roof ).

However, while the gender system predominantly functions on the basis of hu-
manness and biological sex, there is a considerable grey area (Siemund 2008; Au-
dring 2009; McConnell-Ginet 2015; Conrod 2019). For example, within groups of ho-
mosexual men, the use of she instead of he to refer to other group members has
been observed to express positive as well as negative character traits (Rudes and
Healy 1979). Mathiot (1979) reports on the use of he instead of she for women, most
likely used to highlight their competence, hinting at the assumed superiority ofmen.
Both examples cast doubt on the absolute nature of biological sex as the definitive
feature of gender in English. There are also cases which question the definitive na-
ture of humanness as basis of gender assignment; several of them are mentioned
by Siemund (2008). Usage of he and she instead of it is frequently found for ani-
mals, especially for higher domestic animals and for animals for which the outer
appearance clearly identifies biological sex (e.g., lions). In some cases, the usage of
he and she has become highly conventionalized, ignoring the actual biological sex
of the pertinent animal: Dogs are referred to by he and cats by she, respectively. A
case of reversed nature is the use of it to refer to babies, toddlers, and children. Fi-
nally, the pronouns he and shemay even be used to refer to antecedents which are
neither human nor show biological sex, be they of supernatural nature (e.g., gods,
apparitions; Poutsma 1914) or inanimate. An example of the latter case are ships and
countries, for which speakers regularly use she instead of it. While the exact nature
of this kind of pronoun use is still unclear, one idea is that the use of he and she
personifies referents, i.e., it shows their importance, while the use of it for humans
underlyingly shows the importance of biological sex within society (Siemund 2008).
In sum, humanness and biological sex apparently do neither straightforwardly nor
exhaustively capture the variation of usage within the English pronominal gender
system.

A further case in which the typically associated gender of a pronoun and the
biological sex of referents do not coincide is the use of epicene pronouns.1 Epicenes

1 Yet another case is the use of neopronouns. However, this case is beyond the scope of the present
study.



Pronoun comprehension from a discriminative perspective  97

are understood as pronouns that can refer to all individuals regardless of gender,
as epicenes supposedly give no information or notional content on the referent’s
biological sex (e.g. Baron 1981; Newman 1997; Baranowski 2002). When used as
epicenes, he and she are typically called ‘generic he’ and ‘generic she’, with the
generic use of she being far less frequent than that of he (Hekanaho 2020; Conrod
2020). Examples for generic he and she are given in Examples (1) and (2).

(1) They voted for whoever looked like he would finally fix the plumbing. (OED
2023: s.v. <he>)

(2) When someoneworks for less than she can live on..then shehasmade a great
sacrifice for you. (OED 2023: s.v. <she>)

Traditionally, grammarians have declared the masculine pronoun, i.e., he, to be the
default unmarked gender of English for more than two centuries (Corbett 1991).
However, regardless of its stipulated gender-neutral nature, the use of he as default
epicene does not come without a long history of debate about its appropriateness
(Conrod 2020). McConnell-Ginet (2015) argues that the use of generic he cannot be
considered to be gender-neutral, as gender assumptions or associations connected
to non-epicene he inhibit true gender-neutrality. Indeed, for the generic usage of
he (and also for that of she) a number of studies have shown that utterances in-
tended to be gender-neutral were comprehended as not gender-neutral. Instead,
both pronouns biased participants’ associations towards the masculine (he) or fem-
inine (she) interpretation, respectively (Martyna 1978; MacKay and Fulkerson 1979;
Miller and James 2009). Thus, the generic usage of he (and she) apparently is not
perceived as gender-neutral.

Several alternatives to generic he have been devised in English over the last
decades, however, not withmuch success (Baron 1981; Livia 2001). Some of themore
known alternatives are phrases like he or she, contractions like s/he, and singular
they (Adami 2009). Singular they used to refer to single antecedents has been part
of the English language at least since the 15th century. However, grammarians com-
monly disapprove of its usage (Conrod 2020). Nonetheless, several different types of
singular they developed within English (Conrod 2019). Two of them are considered
to be generic, the difference between thembeingwhether they refer to an indefinite
or definite antecedent, see Examples (3) and (4).

(3) Someone ran out of the classroom, but they forgot their backpack. (Conrod
2019: 81)

(4) The ideal student completes the homework, but not if they have an emer-
gency. (Conrod 2019: 81)
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While research on singular they has increased during the last decades, most studies
are concernedwith singular they froma sociolinguistic or syntactic perspective, ask-
ing which types of singular they there are (e.g. Bjorkman 2017; Conrod 2019, 2020),
to which degree they are accepted among speakers (e.g. Bradley 2020), and how sin-
gular they can be accounted for in terms of syntactic agreement (e.g. Conrod 2019,
2022).

To summarize, English pronoun gender is assumed to rely on semantics. In any
of the aforementioned cases, the usage of a pertinent pronoun can be retraced to
certain semantic features of its antecedent. However, the classification of poten-
tial antecedents for pertinent pronouns appears to be not as straightforward as
often stated. Several pronouns, i.e., he, she, and they, are used for very different
types of antecedents, i.e., human and non-human, animate and inanimate, singu-
lar and plural, non-generic and generic, as well as male, female, and neuter an-
tecedents. With one pronoun referring to semantically different antecedents, the
question arises whether the comprehension of pronouns themselves is different de-
pending on their antecedents. For instance, does generic theybear semantics similar
to those of plural they? That is, are generic they and plural they treated similarly in
the comprehension process? There are only very few studies available that inves-
tigated related questions or pronoun semantics and their comprehension to begin
with. Notably, Sanford and Filik (2007) conducted an eye-tracking study, in which
the authors found that generic they preserved portions of the plural semantics of
plural they.

The aim of the present study is the proposition of a novel approach to the anal-
ysis of pronoun comprehension by means of computational methods. These meth-
ods constitute a framework novel to the research on pronouns andwill allow future
studies to investigate similarities and dissimilarities in comprehension between dif-
ferent pronouns but also between specific usages of a pertinent pronoun form. As
an exemplary case, the comprehension of generic theywill be compared to the com-
prehension of specific he, specific she, and plural they.

2 Method
The methodological approach proposed consists of five main parts. First, a text cor-
pus containing attestations of the pronouns under investigation is required. Second,
based on this corpus, vector representations of the semantics of words within the
corpus are created. Third, individual semantic vectors for each occurrence of the
pronouns under investigation are computed. Fourth, using the semantic vectors of
the respective pronouns and further words, a mental lexicon and the comprehen-
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sion processes therein are modeled. Fifth, from this simulated lexicon, measures
are extracted to analyze the comprehension of the respective pronouns. The cor-
pus, data, and scripts are available at the OSF: https://osf.io/bvxu5 (accessed: 21
January 2024).

2.1 A corpus of third-person pronouns

To work on the comprehension of third-person pronouns using the approach pro-
posed in this paper, one first requires a corpus of the usage of third-person pro-
nouns. The corpus used for the present study is based on newspaper articles con-
tained in the Contemporary Corpus of American English (Davies 2008). For non-
generic he, she, and they, attestations are easily found. For generic they, however,
finding attestations is somewhat more difficult. This is mainly due to two reasons.
First, plural they is far more frequent than generic they. Second, corpora are com-
monly not tagged in a way that reflects whether a token of they is plural or generic.

For this reason, instead of searching directly for attestations of they, the follow-
ing search queries were used: one must, anybody, anyone, someone, somebody, and
person. While the indefinite pronouns frequently co-occur with the use of generic
they (cf. Example (3) above), the noun person invites general observations, which in
turn may call for the use of an epicene expression.

For each pronoun under investigation, i.e., he, she, generic they, and plural they,
the aim was to collect at least 50 attestations. In the created corpus, there are 100
attestations of he, 52 attestations of she, 139 attestations of plural they, and 81 attesta-
tions of generic they. To enrich the corpuswith linguisticmaterial beyondpronouns,
randomly selected sentences fromCOCAwithout attestations of the pronouns under
investigation were added to arrive at a total number of 1000 sentences.

As a prerequisite for the next steps, the corpus was automatically tagged using
the RNNTagger software (Schmid 1999). The software identifies the lemma of each
word; these lemmas, instead of inflected forms, were then used in the following
step.

2.2 Capturing semantics with vectors

Capturing the semantics of lexical units with vectors is an idea that originates in
distributional semantics, which follows the distributional hypothesis: Differences in
meaning are represented by differences in distribution (Harris 1954; Boleda 2020). If
words occur in similar contexts, their semantics are expected to be similar. If words,
however, frequently occur in different contexts, their semantics are expected to be
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different as well. Following this idea, semantics can be captured by mathematical
vectors, which are computed based on the distribution of words in large amounts
of text. There are several algorithms with which one may arrive at such semantic
vectors, e.g., Word2Vec (Mikolov et al. 2013), GloVe (Pennington et al. 2014), fastText
(Bojanowski et al. 2016), or naive discriminative learning (henceforth NDL; Baayen
et al. 2011; Baayen and Ramscar 2015).

The latter, NDL, is grounded in psychological theory on cognitive mechanisms
(Pearce and Bouton 2001; Rescorla 1988), which has been shown to successfully
model important learning effects in humans and animals alike (Kamin 1969; Ram-
scar et al. 2010). Following the Rescorla-Wagner rules (Rescorla and Wagner 1972;
Wagner and Rescorla 1972), learning is understood as a result of informative rela-
tions within events, which in turn consist of cues and outcomes. With each new
event encountered, the associations between cues and outcomes are constantly re-
calibrated. The associations of a given outcome and all cues encountered thus far
at a given point in time can be understood as the outcome’s relation to the world
around the learning individual. The recalibration of associations happens in such
a way that weights of an association increase every time the involved cue and out-
come co-occur, while association weights decrease if a pertinent cue occurs without
a given outcome. Once the learning process is finished, i.e., once all available events
have been encountered, the final associations represent the interrelations of a perti-
nent outcome with all cues encountered during the learning process. Transferring
this concept onto language, cues and outcomes may, for example, be content and
functionwords aswell as inflectional and/or derivational functions (e.g., singular vs.
plural; derivational suffixes like −ee, −ation, and −ment) found in a text corpus an-
notated according to the needs of the pertinent investigation. For the present study,
NDLwas used to compute semantic vectors for all lemmas of the corpus introduced
in Section 2.1.

However, computing semantic vectors using NDL leads to one critical issue for
the present investigation: For words with identical forms, their senses are conflated
into one vector representation (Lapesa et al. 2018). That is, one vector for the form
theywill be computed, conflating the semantics of plural they and generic they. Fac-
ing a similar issue in a study on generic and non-generic masculine role nouns in
German, Schmitz (2024) made use of instance vectors, following ideas by Lapesa
et al. (2018). Instance vectors are “vector representations for individual instances
of words, i.e., tokens, rather than lemmas, i.e., types” (Lapesa et al. 2018: 291f). Fol-
lowing Lapesa et al. (2018), for the computation of each instance vector, a window
of n context words around a given target word is taken into account. The mean
of the n preceding and following context words’ vectors constitutes the given tar-
get word’s instance vector. For the present investigation, a context word window
of n = 2 was used, which, according to Lapesa et al. (2018), captures true semantic
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similarity. Following common practice in distributional semantics, function words
were not counted as context words. That is, instance vectors were created on the
basis of content words. The vectors of context words can be taken from any ap-
proach to distributional semantics. For the present investigation, instance vectors
were computed for all target pronouns attestations based on the NDL vectors of
their surroundings.

2.3 Modelling the lexicon with discriminative learning

To model comprehension – and thereby gain insight into the semantic features of
the pronouns under investigation – the present study makes use of linear discrimi-
native learning (henceforth LDL; Baayen et al. 2019). In an implementation of LDL,
the mental lexicon is simulated by generating a system of form-meaning relations
that discriminates between different forms and meanings. Such an implementa-
tion allows the detailed investigation of entries and their relationship to each other
within the mental lexicon.

For the simulated mental lexicon, LDL implementations generally require two
things: semantics and forms of lexical entries. Semantics aremost commonly repre-
sented by semantic vectors, such as those introduced in Section 2.2. Forms are also
represented as vectors, which most commonly contain binary-coded information
on whether certain n-graphs or n-phones are part of a given word form. For each
word form’s individual form vector c, the presence of an n-graph/n-phone cue is
marked with 1, while the absence of a given cue is marked with 0. The interested
reader is referred to Heitmeier et al. (2021) for a detailed overview of different de-
sign choices in the implementation of LDL models.

The entirety of semantic vectors to be included constitutes the Smatrix and the
entirety of form vectors to be included constitutes the C matrix of the respective
implementation. Thus, each entry of the lexicon is represented twice: Once by a
semantic vectors, which contains its meaning, and once by a form vector, which
describes its phonology or orthography.

With the S and the Cmatrix at hand, one can compute the comprehension and
production processes of the mental lexicon via multivariate multiple regression.
Comprehension is modelled by simple linear mappings from the form matrix C to
the semantic matrix S and production is modelled by likewise mappings from the
semantic matrix S to the formmatrix C. These mappings specify how strongly input
nodes are associated to output nodes. A comprehensionweight matrix F is obtained
solving

S = CF, (1)
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while a production weight matrix G is obtained solving

C = SG. (2)
In full-sized implementations of LDL, CF and SG are approximations of the S and C
matrix due to their high dimensionality and the workings of linear regression. That
is,

Ŝ = CF (3)
contains the predicted semantic vectors and

Ĉ = SG (4)
contains the predicted form vectors. It is these predicted vectors in Ŝ that we are in-
terested in, as they are the result of the simulated comprehension process. In other
words, the result of mapping forms onto meanings is an approximation to the orig-
inal input semantics. These approximated meanings are taken as the result of the
comprehension process, i.e., the result of the interrelations of forms and meanings
in the mental lexicon. From these predicted meanings, then, one may derive an ar-
ray of semantic measures directly connected to the comprehension of the pertinent
lexical entry.

While architecture of LDL, as it is illustrated in Figure 1, might appear simplis-
tic to some readers, previous research has shown that such linear mappings result
in overall high accuracies (e.g. Baayen et al. 2018, 2019) and that semantic as well
as phonological measures derived from such an implementation can explain a va-
riety of empirical measures, e.g., acoustic duration (e.g., Chuang et al. 2021; Schmitz
et al. 2021; Stein and Plag 2021), but also real word and pseudoword semantics (e.g.,
Chuang et al. 2021; Schmitz et al. 2021), and the male comprehension bias in generic
masculines (Schmitz et al. 2023).

2.4 Including pronouns in the discriminative lexicon

To model the comprehension of third-person pronouns in the mental lexicon, not
one but multiple implementations of LDL were needed. That is, as explained in Sec-
tion 2.2, the semantics of each target pronoun was not captured in one semantic
vector but in as many vectors as there were corpus attestations of the respective
pronoun. Including all of these vectors within the same semanticmatrix S and, with
that, the simulated mental lexicon would go against common assumptions of the
latter, i.e., one would not assume a single pronoun to have multiple entries in the
mental lexicon.
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Fig. 1: Illustration of the comprehension and production mapping.

The LDL models were implemented in Julia using the JudiLing package (Luo et al.
2021) for the implementation itself and the JudiLingMeasures package (Heitmeier
2023) to compute measures based on the implementations. Besides the four pro-
noun vectors per LDL model, all other words of the corpus were included. In to-
tal, each implementation simulated a mental lexicon based on 3,524 entries. While
the semantics of entries was represented by the NDL and instance vectors as ex-
plained above, form vectors were based on the orthography of entries and coded as
trigraphs.

Measures extracted from each implementation of LDL were semantic CO-
ACTIVATION, comprehension UNCERTAINTY, and semantic neighborhood DENSITY.
These measures have been shown to successfully reflect the comprehended seman-
tics of lexical entries and to model related experimental data (e.g., Schmitz et al.
2021; Stein and Plag 2021; Chuang et al. 2021; Heitmeier et al. 2023). CO-ACTIVATION
is the Euclidean norm, that is the square root of the sum of the squared values,
of a given predicted semantic vector. Higher values indicate higher degrees of
co-activation. UNCERTAINTY represents the degree of dissimilarity between corre-
sponding rows, with higher values indicating greater uncertainty. DENSITY is the
mean cosine similarity of a target word’s predicted vector with its ten most similar
neighbors. Similarity is computed using cosine similarity.

3 Results
The distribution of the three comprehension measures across pronouns within the
fifty LDL implementations is given in Figure 2. The measures were compared be-
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tween pronouns using Bonferroni-corrected pairwiseWilcoxon tests. The results of
these comparisons are given in Table 1.

Tab. 1: Results of Bonferroni-corrected pairwise Wilcoxon tests comparing the three comprehension
measures across pronouns.

CO-ACTIVATION UNCERTAINTY DENSITY

he she theyg he she theyg he she theyg
she 1.000 1.000 0.803
theyg 0.234 0.329 0.314 1.000 0.001 0.038
theyp <0.001 <0.001 0.740 0.002 0.003 0.781 1.000 1.000 0.067

For CO-ACTIVATION, the values of he and she are significantly different from those
of plural they, with plural they showing on average higher values, i.e., higher lev-
els of semantic co-activation. As for generic they, it shows levels of co-activation
in-between those of he/she and plural they, rendering it non-significantly different
from the other pronouns.

For UNCERTAINTY, similar differences are found. The uncertainty values of plu-
ral they are significantly different from those of he and she, but not from those of
generic they. Again, plural they comes with the highest mean value, followed by
generic they, which in turn is followed by he and she. Hence, plural they shows the
highest degree of uncertainty, while he and she show the lowest degree of uncer-
tainty.

For DENSITY, differences pattern differently. Here, he and she are significantly
different from generic they, while plural they is not significantly different from
generic they. Overall, plural they comes with the densest semantic neighborhoods
on average, followed by he and she, which in turn are followed by generic they.
That is, he, she, and plural they come with the most semantically similar direct
neighbors. For generic they, one finds a rather broad distribution of semantic neigh-
borhood densities. Comparing interquartile ranges, this impression is confirmed:
IQRhe = 0.146, IQRshe = 0.201, IQRpluralthey = 0.275 vs. IQRgenericthey = 0.319.

4 Discussion
The present study set out to showcase an approach novel to the research on pro-
nouns. Using computational methods – naive discriminative learning, instance vec-
tors, and linear discriminative learning – the semantics of he, she, generic they, and
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Fig. 2: Distribution of semantic CO-ACTIVATION (Panel A), comprehension UNCERTAINTY (Panel B), and se-
mantic neighborhood DENSITY (Panel C) across pronouns within the fifty LDL implementations. Dashed
lines indicate the pronoun-specific mean.
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plural theywere captured, and their comprehensionwas simulated. Fromfifty such
simulations, measures on the comprehension of the pronouns under investigation
were extracted and compared. But what do these measures tell us about the respec-
tive pronouns and their comprehension?

For semantic co-activation, it was found that plural they showed the highest
degree of co-activation across the four pronouns under investigation. Hence, plu-
ral they co-activates the most entries in the lexicon when it is retrieved during the
comprehension process. As plural they is the only third-person plural pronoun, all
entries that have a plural form should be somewhat connected to plural they, as
it is the pronoun used to refer to these plurals. For he and she, on the other hand,
the degree of semantic co-activation was lowest. Taking into account that the set of
referents for he and she is clearly more restricted than those of plural they (cf. Sec-
tion 1), fewer co-activated lexical entries appear sensible. For generic they, a degree
of semantic co-activation between that of plural they and that of he and she was
found. One potential explanation for this finding is the set of potential referents:
The set should at least contain all potential referents of he and she that fall into the
categories of indefinite and definite non-specific antecedents, see Examples (3) and
(4).

For comprehension uncertainty, plural they came with the highest values.
Again, as the set of referents of plural they is clearly bigger than that of the singu-
lar pronouns, comprehending its semantics is relatively more uncertain, because
there is a bigger set of potential referent semantics to chose from. Analogously, the
comprehension uncertainty for he and she is lowest, while that of generic they is
in-between the uncertainty levels of plural they and he and she.

For semantic neighborhood density, it was found that he, she and plural they
come with denser semantic neighborhoods than generic they. That is, the ten near-
est neighbors of he, she and plural they are significantly closer to their meaning
than the ten nearest neighbors of generic they. As for he, she, and plural they, their
sets of potential referents are rather clear (cf. Section 1). These potential referents,
then, make up their near neighborhood. For generic they, however, the set of ref-
erents is much less clear or restricted. One might interpret this finding as a direct
manifestation of the generic part of the generic they.

5 Conclusion
In sum, three main findings emerged from the present study. First, the bigger the
set of potential referents, the higher the degree of semantic co-activation during the
comprehension process. Second, the bigger the set of potential referents, the more



Pronoun comprehension from a discriminative perspective  107

uncertainty is found in the comprehension process. Third, the more restricted a set
of referents, the denser the semantic neighborhood of a pronoun. These findings
were obtained using computational methods novel to the research on pronouns.
However, these findings should also be taken with a grain of salt due to the rather
limited number of observations. Future studies will showwhether the results of the
present study are confirmed by studies making use of a more substantial amount
of data, and how similar investigations play out for other pronouns. Additionally,
the emergence of ready-to-use LLMs like GPT and BERT allows for the inclusion of
context-dependent vectors for each pronoun token. Using such semantic represen-
tationsmay render the vectors used to simulate amental lexicon via LDL somewhat
more realistic. A step beyond replication and expansionwill be the validation of the
comprehensionmeasures against behavioral data. That is, it will be shownwhether
suchmeasures are able to explain, for example, differences between reaction times
in studies on pronoun choice or pronoun fit. Overall, the methods proposed in the
present study will allow future studies to investigate comprehension similarities
and dissimilarities between different pronouns but also between specific usages of
a pertinent pronoun form.
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