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Abstract: Artificial intelligence (AI) is already playing a role in people’s everyday 
lives and its proper evaluation is increasingly important. This chapter explains the 
priority of AI in the context of the European Union (EU) as the technology is central 
to the digital transformation of the economy and society. The trends in the legal 
framework proposed by the EU are laid out and the strategies followed by institu-
tions dealing with the issues are explored. Appropriate handling of data is the most 
important aspect in the library ecosystem and the links between the use of AU in an 
ethical way and libraries are discussed. Various documents produced by the EU on 
AI are identified and their implications explored. The implications of a report on 
the use of AI in the fields of education, culture and audiovisual fields are particu-
larly noteworthy for libraries. The impact of work by the World Commission on the 
Ethics of Scientific Knowledge and Technology (COMEST) established by UNESCO 
is also highlighted. An important document on artificial intelligence and libraries 
published in 2020 by the International Federation of Library Associations and Insti-
tutions (IFLA) inspired this chapter (IFLA 2020).

Keywords: European Union; Data protection; Artificial intelligence – moral and 
ethical aspects; Intellectual property

Introduction
This chapter presents a review of the guidelines on data handling that the Euro-
pean Union (EU) is setting due to the growing role of artificial intelligence (AI) in 
everyday lives. There are many dimensions related to the use of AI, but whatever 
the application, a top priority must be ethical considerations. Today, data is the 
most valuable of assets, and libraries need to be aware of its value and treat it 
accordingly. This chapter seeks to show that libraries can be a model to demon-
strate to others how data can be treated ethically. Special attention is given to the 
library ecosystem and how data is managed within it. The appropriate governance 
of data in the library environment shows how data can be managed and demon-
strates what ethical data governance means. Finally, the Slovenian approach to AI 
development and governance is presented.
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A definition of data ethics is provided from the handbook Dataethics: Princi-
ples and Guidelines for Companies, Authorities & Organisations as context for what 
follows in this chapter:

Data ethics is about the responsible and sustainable use of data. It is about doing the right 
thing for people and society. Data processes should be designed as sustainable solutions ben-
efitting first and foremost humans (Tranberg et al 2018, 7).

Given that current AI is data driven, it follows that data ethics underlie AI develop-
ments. But it is now well understood that AI poses fundamental ethical challenges. 
For example, the guide Understanding Artificial Intelligence Ethics, and Safety iden-
tifies the potential harms caused by AI systems and proposes concrete, operational 
measures to counteract them (Leslie 2019). Those harms are the misuse, abuse, 
poor design, or negative unintended consequences. The public sector or organi-
sations such as libraries can anticipate and prevent potential harm by developing 
and stewarding a culture of responsible implementation of ethical, fair, and safe AI 
systems including data.

Fostering the development and applications of data science while ensuring the respect of 
human rights and the values shaping open, pluralistic and tolerant information societies is a 
great opportunity of which we can and must take advantage (Floridi and Tadeo 2016, 2)

Developing such checks will be supported in the EU because of its approach to the 
regulation of AI. Therefore, much of this chapter points the reader to some of the 
key documents that set out the EU vision.

The European Union’s Emerging Position on 
Artificial Intelligence
AI is a priority for the EU, because the technology is predicted to play a key role in 
the digital transformation of the economy and society. The European Parliament 
has adopted as a priority a European regulatory framework for AI, which seeks to 
provide a safe, stable, and competitive environment for the research and devel-
opment of AI applications that can stimulate innovation and economic growth in 
Europe. The EU has prepared many studies and proposals.

The study by the European Parliament entitled The Ethics of Artificial Intelli-
gence: Issues and Initiatives released in March 2020, presented the requirements 
for transparency, accountability, and equity in data collection and data ethics with 
their ethical implications. The study proposed guidelines and raised ethical issues 

https://dataethics.eu/wp-content/uploads/Dataethics-uk.pdf
https://dataethics.eu/wp-content/uploads/Dataethics-uk.pdf
https://zenodo.org/records/3240529
https://www.europarl.europa.eu/RegData/etudes/STUD/2020/634452/EPRS_STU(2020)634452_EN.pdf
https://www.europarl.europa.eu/RegData/etudes/STUD/2020/634452/EPRS_STU(2020)634452_EN.pdf
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regarding mechanisms for the fair sharing of benefits and the allocation of respon-
sibilities in light of all the changes being witnessed (European Parliament 2020). 
The path to implementing appropriate regulations in the EU on artificial intelli-
gence has been complex and a useful library guide on the topic has been provided 
by the European Commission (European Commission 2024a).

The legal basis for the use of AI by the EU was put forward in early 2021 in a 
proposal from the European Commission: “Proposal for a Regulation of the Euro-
pean Parliament and of the Council Laying Down Harmonised Rules on Artificial 
Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative 
Acts” (hereinafter referred to as Proposal) for a regulation of the European Par-
liament and Council which would lay down harmonised rules applying to the 
use of AI and recommending the adoption of an Artificial Intelligence Act. The 
European Commission set out a strategic vision to promote the internal develop-
ment and use of legal, secure and trustworthy artificial intelligence systems and 
prepared to implement the world’s first comprehensive law on artificial intel-
ligence. The Proposal included concrete actions on how the Commission would 
build institutional and operational capacity to ensure the safe, transparent and 
human-centred use of AI in its work. It set the objectives to be achieved within 
the EU:

–	 ensure that AI systems placed on the Union market and used are safe and respect exist-
ing law on fundamental rights and Union values;

–	 ensure legal certainty to facilitate investment and innovation in AI;
–	 enhance governance and effective enforcement of existing law on fundamental rights 

and safety requirements applicable to AI systems;
–	 facilitate the development of a single market for lawful, safe and trustworthy AI applica-

tions and prevent market fragmentation (European Commission 2021).

The document highlighted the areas to be covered by the Artificial Intelligence 
Act. The rules proposed by the European Commission three years ago aimed to set 
global standards and parameters for the use of AI in a wide range of industries. 
Much of the attention of experts focused on the safety of using generative AI, which, 
with its algorithms, can obscure facts and introduce fiction into public life.

In December 2023, the European Parliament and Council reached a provisional 
agreement on the Act “to ensure that fundamental rights, democracy, the rule of law 
and environmental sustainability are protected from high-risk AI, while boosting 
innovation and making Europe a leader in the field” (European Parliament 2023). 
France finally signed up to the agreement after ensuring strict conditions that bal-
anced transparency and commercial confidentiality and reduced the administra-
tive burden of high-risk AI systems.

https://ec-europa-eu.libguides.com/ai-and-democracy
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206
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In January 2024, the Commission adopted the AI@EC Communication, which 
underlines the importance of safe, transparent and human-centred use of AI tech-
nologies. The guidelines call for internal adaptation, innovation and early adoption 
of AI to set an example of best practice (European Commission 2024b).

Artificial Intelligence in Education and Cultural 
Areas
Given the importance of the particularly significant issues associated with the use 
of AI in education and cultural areas, the European Parliament adopted a Report 
on the Use of Artificial Intelligence in the Fields of Education and Culture and Audio-
visual (European Parliament 2021a), calling for AI technologies to be designed in 
a way that would avoid bias based on gender, social status or culture and protect 
diversity. This report is currently the most appropriate starting point for consid-
eration of the issues in a library environment. An ethical framework for data and 
the algorithms applied to the data is necessary because the use of AI technologies 
in education, culture, and the audiovisual sectors has the capacity to affect the 
very foundations of t society’s rights and values. The report makes many important 
General Observations, including:

1.	 Underlines the strategic importance of AI and related technologies for the Union; 
stresses that the approach to AI and its related technologies must be human-centred and 
anchored in human rights and ethics, so that AI genuinely becomes an instrument that 
serves people, the common good and the general interest of citizens;

2.	 Underlines that the development, deployment and use of AI in education, culture and 
the audiovisual sector must fully respect fundamental rights, freedoms and values, 
including human dignity, privacy, the protection of personal data, non-discrimination 
and freedom of expression and information, as well as cultural diversity and intellec-
tual property rights, as enshrined in the Union Treaties and the Charter of Fundamental 
Rights;

3.	  Asserts that education, culture and the audiovisual sector are sensitive areas as far as 
the use of AI and related technologies is concerned, as they have the potential to impact 
on the cornerstones of the fundamental rights and values of our society; stresses, there-
fore, that ethical principles should be observed in the development, deployment and use 
of AI and related technologies in these sectors, including the software, algorithms and 
data used and produced by them (European Parliament 2021a)

Specific indicators for measuring diversity and inclusive ethical datasets must be 
developed and humans must always take responsibility.

https://commission.europa.eu/publications/artificial-intelligence-european-commission-aiec-communication_en
https://www.europarl.europa.eu/doceo/document/A-9-2021-0127_EN.html
https://www.europarl.europa.eu/doceo/document/A-9-2021-0127_EN.html
https://www.europarl.europa.eu/doceo/document/A-9-2021-0127_EN.html
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Trustworthy Artificial Intelligence
The European Commission proposed new rules and actions for trustworthy AI in 
its 2021 Proposal. The Commission presented regulations on AI as one of the key 
technologies for future innovation, nothing that the ethical implications needed to 
be considered for any specific use case.

This proposal aims to implement the second objective for the development of an ecosystem of 
trust by proposing a legal framework for trustworthy AI. The proposal is based on EU values 
and fundamental rights and aims to give people and other users the confidence to embrace 
AI-based solutions, while encouraging businesses to develop them. AI should be a tool for 
people and be a force for good in society with the ultimate aim of increasing human well-be-
ing (European Commission 2021).

Decisions made by AI systems only come with a certain, measurable accuracy, and 
rarely reach 100%. The accuracy of human oversight should be used as a bench-
mark for assessing the quality of an AI system. Section 2.3 of the Proposal notes:

For high-risk AI systems, the requirements of high quality data, documentation and traceabil-
ity, transparency, human oversight, accuracy and robustness, are strictly necessary to miti-
gate the risks to fundamental rights and safety posed by AI and that are not covered by other 
existing legal frameworks (European Commission 2021).

The Proposal indicates in Article 15, Accuracy, robustness and cybersecurity:

1.	 High-risk AI systems shall be designed and developed in such a way that they achieve, 
in the light of their intended purpose, an appropriate level of accuracy, robustness and 
cybersecurity, and perform consistently in those respects throughout their lifecycle.

2.	 The levels of accuracy and the relevant accuracy metrics of high-risk AI systems shall be 
declared in the accompanying instructions of use.

3.	 High-risk AI systems shall be resilient as regards errors, faults or inconsistencies that may 
occur within the system or the environment in which the system operates, in particular due 
to their interaction with natural persons or other systems (European Commission 2021).

The Work of Other Organisations
It is important to take note of the work around AI of the World Commission on 
the Ethics of Scientific Knowledge and Technology (COMEST) as an advisory body 
and forum established by UNESCO in 1998. The Commission is composed of leading 
scholars from scientific, legal, philosophical, cultural and political disciplines from 
various regions of the world and is mandated to formulate ethical principles for 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206
https://www.unesco.org/en/ethics-science-technology/comest
https://www.unesco.org/en/ethics-science-technology/comest
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decision-makers. The COMEST Extended Working Group on Ethics of Artificial 
Intelligence developed a Preliminary Study on the Ethics of Artificial Intelligence in 
2019 (UNESCO COMEST 2019)). The Bureau of COMEST was mandated to develop 
ethical principles that would provide decisionmakers with criteria that go beyond 
purely economic considerations. It works in several areas of ethics in science and 
technology. In March 2022 the Bureau of COMEST included in its work programme 
for 2022–2023:

The Commission will address the Ethics of Science in Society, in light of recent lessons learnt 
from the pandemic of COVID-19.
The Commission will also address the topic of the Ethics of Climate Engineering, including its 
importance for the sustainable development agenda.
The Commission will remain open to addressing other emerging challenges related to the 
ethics of science and technology during the 2022–2023 biennium (UNESCO COMEST n.d.).

Related European Union Activity
In addition to the Artificial Intelligence Act which is specifically designed to regu-
late the development, deployment, and use of artificial intelligence (AI) systems 
across the European Union focusing primarily on safety, fairness, transparency, 
and accountability in all aspects of AI, is the Digital Services Act which seeks to 
create a safer and fairer online environment by establishing rules for online plat-
forms and intermediaries operating in the EU. EU Member States and the European 
Parliament have also agreed on new rules for future data sharing, embodied in the 
so-called Data Governance Act. “These new rules set the foundation for trust in the 
data economy. Only if trust and fairness are guaranteed, can data sharing flourish 
to its fullest potential” noted Angelika Niebler, MEP, the European Parliament chief 
negotiator on new rules for future data sharing (EPP Group 2021; European Parlia-
ment 2021b). The new rules emphasised that more trustworthy data is needed to 
unlock the potential of AI:

–	 Scheme aims to boost data sharing through trust, giving more control to citizens and 
companies

–	 MEPs secured specific provisions to ensure fair access and stimulate voluntary data 
sharing

–	 …
–		 “Our goal with the DGA was to set the foundation for a data economy in which people and 

businesses can trust. Data sharing can only flourish if trust and fairness are guaranteed, 
stimulating new business models and social innovation. Experience has shown that trust – 
be it trust in privacy or in the confidentiality of valuable business data – is a paramount 
issue. The Parliament insisted on a clear scope, making sure that the credo of trust is 

https://unesdoc.unesco.org/ark:/48223/pf0000367823
https://www.unesco.org/en/ethics-science-technology/comest
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inscribed in the future of Europe’s data economy”, said lead MEP Angelika Niebler (EPP, DE).  
“We are at the beginning of the age of AI and Europe will require more and more data. 
This legislation should make it easy and safe to tap into the rich data silos spread all over 
the EU. The data revolution will not wait for Europe. We need to act now if European 
digital companies want to have a place among the world’s top digital innovators”, she 
said (European Parliament 2021b).

The new rules were approved in 2022 (European Parliament 2022b).
In the continuing story of EU developments, in 2022, the Special Committee 

on Artificial Intelligence in the Digital Age (AIDA) presented reporting on artifi-
cial intelligence in the digital age which complemented ongoing legislative work 
in the area (European Parliament 2022a). The report indicated that a more favour-
able regulatory environment, including flexible lawmaking and modern gover-
nance, should be encouraged, as current European and national legislation was 
fragmented, slow, and lacked legal certainty. Only high-risk uses of Ai should be 
strictly regulated to enable innovation and minimise the bureaucratic burden. As 
AI technologies are based on accessible data, data sharing in the EU needed to be 
modernised and scaled up. Full integration would help cross-border exchanges and 
innovation. The work of the Special Committee concluded in 2022 (European Par-
liament 2024).

Various actors within the EU are helping to shape the ethical use of AI. For 
example, DataEthics.eu is an independent non-profit organisation with a global 
reach, founded in 2015 by a group of female leaders in data and AI ethics. Based in 
Denmark, its purpose is to ensure individual control over data based on the Euro-
pean legal and values framework. The organisation focuses on collecting, generat-
ing, and disseminating knowledge on data ethics in close collaboration with inter-
national institutions, organisations, and academia. The range of information they 
supply is carefully selected and useful for many.

Developments in the EU around intellectual property rights are important. 
Various documents have been prepared under the auspices of the EU which address 
various aspects of the topic for different groups of users. One such document aimed 
at researchers, a Toolkit for Researchers on Legal Issues, was issued in 2019 under 
the auspices of OpenAIRE (OpenAIRE 2019). Usefully in respect of intellectual prop-
erty matters, the European Union Intellectual Property Office (EUIPO) which is the 
EU agency responsible for managing EU trade marks and registered designs at EU 
level is focusing on clarifying the position in relation to intellectual property. It 
provides a transparency portal (EUIPO n.d.) and a variety of support materials on 
legal issues related to the re-use of research data, privacy, copyright and access to 
the Data Protection Register.

https://multimedia.europarl.europa.eu/en/topic/aida-special-committee-on-artificial-intelligence-in-digital-age_16506
https://multimedia.europarl.europa.eu/en/topic/aida-special-committee-on-artificial-intelligence-in-digital-age_16506
https://dataethics.eu/
https://dataethics.eu/about/
https://docs.google.com/viewer?url=https://www.openaire.eu/component/edocman/950-d3-2-toolkit-for-researchers-on-legal-issues/fdocument
https://www.openaire.eu/
https://www.euipo.europa.eu/en
https://www.euipo.europa.eu/en/the-office/about-us/who-we-are/transparency-portal
https://euipo.europa.eu/tunnel-web/secure/webdav/guest/document_library/contentPdfs/data_protection/rpt_register_en.pdf
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The Library Context: Handling Data Ethically
The library ecosystem is facing challenges with the use of AI in libraries. Libraries 
have always adapted to the use of new technology and must continue to do so. One 
of the areas concerning AI in libraries relates to the processing and analysis of copy-
righted text. Intellectual property for digital content in the context of libraries often 
refers to copyright, which protects literary, scientific, and artistic content. Libraries 
must obtain appropriate permission or licences to use copyrighted content in their 
AI systems and it is crucial that libraries and librarians work with rightsholders to 
ensure copyright compliance and respect for intellectual property.

The International Federation of Library Associations and Institutions (IFLA) 
has developed a statement on AI for use by libraries. “The use of AI technologies in 
libraries should be subject to clear ethical standards, such as those spelled out in 
the IFLA Code of Ethics for Librarians and other Information Workers” (IFLA 2012; 
IFLA 2020, 1). “Libraries and library associations can, for example, interact with AI 
researchers and developers to create applications specifically for library use and/
or in response to user needs, including by creating accessible services which have 
not been possible before” (IFLA 2020, 1). But IFLA’s guidelines consistently warn 
that libraries should consider ethical aspects and respect user privacy when using 
AI systems. When undertaking procurement for the purchase of AI technologies, 
libraries should choose providers that respect ethical standards of privacy and 
inclusion. Europe has effective legal protections in place. The guarantee of privacy 
is one of the library’s fundamental values, and the concept of intellectual freedom 
remains one of the most important values of libraries in the 21st century.

What can libraries contribute to the development and implementation of AI, 
and how are changes reflected in the field of library and information science? AI 
is already being implemented in libraries in the field of applied ontology, in appli-
cations of natural language processing, in machine translation and in knowledge 
systematisation. The requirements for software to manage, for example, thesauri 
are relevant, as are uses for databases used directly in search or indexing applica-
tions. The results of automatic metadata generation depend heavily on the quality 
of the bibliographic metadata, which means that efforts should be focused on clar-
ifying, interpreting, and classifying the semantic differences between library-as-
signed metadata and machine-generated metadata. Many libraries are considering 
using language technologies to combine library metadata with the possibility of 
machine-generated classification.

Librarians as trained information management professionals can make a 
major contribution to the development of data management services in their insti-
tutions and work directly with researchers in the field to support data manage-
ment and publication. There are opportunities to learn about the management 

https://repository.ifla.org/server/api/core/bitstreams/8d21df6c-e61b-41a5-b089-0353a5552dbd/content
https://www.ifla.org/wp-content/uploads/2019/05/assets/faife/publications/IFLA%20Code%20of%20Ethics%20-%20Long_0.pdf
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and cleaning of large databases to understand how bibliographic data from library 
catalogues can be better used. There are differences between data sources, with 
implications for metrics and classification at the institutional level. There are 
significant differences between databases. The differences put data users in an 
unequal position. Librarians must consider the effect of the choice of data sources 
and choose approaches where data from multiple sources is integrated to provide a 
more robust dataset. Issues must be addressed at the institutional level and at other 
levels involving collaborative activities.

Data Ethics Practices in Libraries
Open ethical and legal frameworks must be put in place to build consensus around 
values and norms that can be accepted by the community. AI shapes individuals, 
societies, and their environments in a way that has ethical implications and open 
debate must be undertaken on issues of social acceptability. The ethics of AI is a 
sub-field of applied ethics and is part of the ethics of technology, specific to artifi-
cially intelligent entities. How should planners act to mitigate the ethical risks that 
may arise from the use of AI in society, whether through design, inappropriate use, 
or deliberate misuse of the technology?

The cultural heritage of the future is based on today’s digital information. The 
ethical use of AI requires that digital skills in the library environment support a 
more open and transparent lifecycle of data, making it more findable, accessible, 
interoperable, and reusable (G0FAIR 2020). Openness of data must be achieved in 
such a way that data can be consulted and used for a variety of purposes by other 
users. Open access to data means, in principle, equal conditions of access within 
each category of interested users, such as researchers, educators, students, and 
others.

There are several important aspects to consider when dealing with data ethics 
in libraries.

–– User privacy: Protecting user privacy is crucial. Libraries must ensure that 
users’ personal data is secure and that it is used in only legal ways

–– Legal and ethical handling of data: Libraries must comply with applicable laws 
and ethical guidelines regarding the collection, storage, and use of data. This 
includes respect for copyright, protection of personal data, compliance with 
GDPR, and other similar regulations

–– Transparency: Libraries must be transparent about their data collection prac-
tices. Users must be regularly informed of privacy policies and given control 
over their data
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–– Data protection: Libraries must ensure that appropriate security measures are 
in place to protect data from unauthorized access, loss, or misuse, and

–– Data retention and deletion: Libraries must have clear policies on data reten-
tion and the period after which data is deleted.

AI has changed the ethical landscape, forcing a rethink and reanalysis of the ethical 
basis of library activities. In thinking about AI and its societal implications, the 
ethics of AI must come first. Consideration is needed for all frameworks to review 
codes of ethics for data-driven algorithmic systems.

AI and Open Access, Open Source and Open Science are important areas in 
libraries and their integration can bring many benefits. The benefits include:

–– Improved information retrieval and access to information enhance the user 
experience

–– Personal recommendations increase the efficiency of recommendation systems 
and allow users to discover new works of interest

–– Process automation and access to open-source software can be supported by 
AI to support research based on principles of transparency, collaboration, and 
knowledge sharing, and

–– Greater transparency and collaboration between libraries, and
–– Enhanced reliability and adaptability of systems.

Openness in Libraries
Bibliographic data is proving to be an important asset for libraries and becoming 
increasingly exposed with the dominance of AI in the library environment. Librar-
ies must examine and re-evaluate the institutional value of their bibliographic tools 
and resources. The data created by libraries in describing and making available 
information resources held and created by their institutions has considerable value 
for reuse in various ways. Databases permit manipulation of bibliographic cita-
tions. Bibliometric statistics are used by libraries to examine and determine their 
own performance and the performance of their institutions. There are various dif-
ferences across data sources used with implications for metrics and rankings at the 
institutional scale. The results of the evaluations can in turn affect the mandate, 
funding and other functional aspects of the library, any governing board and the 
institution as a whole. There is an obsession with excellence in undertaking the val-
uations which can lead to various negative influences on both academic behaviour 
and research bias. “Any institutional evaluation framework that is serious about 
coverage should consider incorporating multiple bibliographic sources. The chal-



� 4  Developing Artificial Intelligence in an Ethical Way in European Libraries   45

lenge is in concatenating unstandardized data infrastructures that do not necessar-
ily agree with each other” (Huang et al. 2020).

Developments in Slovenia
Before closing this chapter, some reflections are offered on AI developments in Slo-
venia. The International Research Centre on AI (IRCAI) was established in Slovenia 
in 2019 under the auspices of UNESCO (IRCAI 2023). The UNESCO General Confer-
ence in Paris confirmed that the first UNESCO-sponsored international centre for 
AI would be based in Slovenia. The centre represents the result of close coopera-
tion between the Slovenian government and UNESCO, particularly in the area of 
open-access educational resources. IRCAI offers insights and examines impact via 
an open and transparent dialogue on research specifically addressing the United 
Nations Sustainable Development Goals (SDGs). The purpose of the centre is to 
provide an open, transparent environment extending public and political support 
to stakeholders around the world for the drafting of policies and action plans in 
the field of AI. The focus is on the use of AI and assistive technologies to improve 
the performance of digital libraries and digital humanities. It develops technolog-
ical solutions and provides expertise and advice for libraries and researchers in 
the digital environment and aims to improve the accessibility, usability, and effi-
ciency of digital libraries and to support open research in the digital humanities. 
Specifically, IRCAI conducts activities for libraries: AI development and use, process 
automation, user interface development, and decision support. IRCAI aims to bring 
together researchers, practitioners, and users of digital libraries and the digital 
humanities.

Slovenia is also one of the founding members of the Global Partnership on Arti-
ficial Intelligence (GPAI 2023). All GPAI activities are based on a shared commit-
ment to the OECD Recommendation on Artificial Intelligence, which aims to bridge 
the gap between theory and practice on AI by supporting cutting-edge research and 
applied activities on AI-related priorities. GPAI aims to promote the responsible 
development of AI based on the principles of human rights, inclusion, diversity, 
innovation, and economic growth.

Conclusion
This chapter has focused on the European library environment, defined by its legal 
basis in EU policies and documents which shape the everyday life of librarians and 

https://ircai.org/
https://sdgs.un.org/goals
https://sdgs.un.org/goals
https://gpai.ai/
https://gpai.ai/
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users. The various approaches taken by the EU have been invaluable in shaping 
the responses made by libraries and others in implementing AI solutions. There is 
an awareness that EU’s approach to AI is only one of the many facets of our new 
changed reality and that librarians and researchers need to be aware of many other 
aspects. The implementation of AI systems must be carefully undertaken to ensure 
measurable accuracy with equivalent human performance used as a benchmark 
to assess the quality of an AI system. Various ethical frameworks are available to 
prevent bias based on gender, social position or culture, and diversity must be pro-
tected through the development of appropriate performance indicators. Librarians 
must step up and take responsibility. Human beings are ultimately responsible for 
ensuring that society’s mistakes are not passed on to machines.

To manage AI effectively, libraries know that they must be prepared to con-
tinuously learn and keep abreast of developments in the industry. The world of AI 
is changing rapidly, and libraries and librarians must be willing to continuously 
improve their knowledge. AI can have a profound impact on the experience of 
library users in the way they access information. The ethical aspect of using AI 
in libraries is extremely important in ensuring user privacy, transparency of algo-
rithms, and the avoidance of potential biases in automated decisions. Libraries’ 
practices and services must be responsible and socially inclusive. It is important to 
comply with guidelines, standards, and legislation regarding data protection and 
the ethical use of AI in library environments. A permanent network of experts who 
can provide support and guidance to libraries in the introduction of AI technolo-
gies into their services is required. AI is changing the world and affecting the way 
libraries operate as service providers to their users. Libraries must have excellent 
knowledge of the potential of concrete application of AI in libraries, the willingness 
to introduce AI projects, and the ability to implement them. A better understanding 
of AI means better use of AI, which libraries can gain by promoting the exchange of 
good practices, collaboration, and standardisation of AI between institutions.
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