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Abstract: Artificial Intelligence (AI) is the use of computer systems to achieve tasks 
that would normally require human interpretive intervention. AI is integrally asso-
ciated with Big Data and the Internet of Things, with large data stores of text, images, 
and videos on an extensive and wide-ranging scale providing the learning base. 
While AI does not purport to replace human cognition, the use of AI is becoming 
pervasive throughout society. It is present in smart phones to understand speech, 
help navigation and improve usability of apps. It is used in internet searching, sur-
veillance systems, social credit systems, classification, and annotation systems. AI is 
used in advertising to match customers to products, and in social media to ensure 
content is exposed in a tightly directed way. AI is increasingly available or already 
present in the systems used by libraries. This chapter provides the background 
and context for this book New Horizons in Artificial Intelligence in Libraries which 
focuses on the current uses of AI in libraries and explores ways to prepare for and 
optimise the use of AI in libraries.
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What is Artificial Intelligence?
Artificial Intelligence (AI) is the use of computer systems to achieve tasks that 
would normally require human interpretive intervention and includes:

–– Interpreting images for place, facial or object recognition
–– Interpreting audio for language recognition and translation
–– Analysing data in depth and breadth to discern patterns
–– Controlling and managing movement of robotics in a real physical environ-

ment, and
–– Conversational dialogue management that recognises, interprets and responds 

appropriately.

The concept of AI dates back to the early stages of computers and the philosophical 
examination of the implications of emerging computer technology, and in particu-
lar to a workshop in 1956 at Dartmouth College (McCarthy et al. 1995) that included 
the early greats of computer science John McCarthy and Marvin Minsky. The initial 
emphasis on expert systems gave way to the emergence of deep learning models. 
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The value of AI in classification when used with large image stores was explored 
in projects such as the ImageNet Large Scale Visual Recognition (Krizhevsky, 
Sutskever, and Hinton 2012). Core to advances in AI in the last decade has been 
leveraging large online resources coupled with large-scale AI computing architec-
tures to build models that can give credible predictive insights.

Big Data and the Internet of Things can be combined to operate at scale and 
in the real world. The core elements of AI bring together Big Data, text and image 
pattern recognition, natural language processing (NLP), and importantly the under-
pinning hardware capability to crunch through large data sets. The computer capa-
bilities of massive parallel processing needed for AI originated with their use in 
the graphics processing units  (GPUs) that enabled the hyperreal games now avail-
able on the market. GPUs and field-programmable gate arrays (FPGAs) provided 
the grunt needed for very large-scale model development and exploration of infer-
encing engines needed for AI (VerWay 2022, 36). AI toolkits, many written in the 
Python programming language or C, distil a range of complex pattern recognition 
algorithm and data management tools into simple and elegant processing pipelines 
to develop and train patterns in a large body of data to create models and apply real 
life data against the models to discern matches. These toolkits have provided the 
core to a rapidly evolving ecosystem of software applications covering all aspects of 
national language processing, pattern recognition and image recognition.

None of the work on AI has achieved human cognition and progress to date 
has not yielded the moment of singularity where computers become self-aware or 
achieve a level of artificial consciousness (Floridi and Chiriatti 2022). Nevertheless, 
use of AI tools embedded in many systems is becoming pervasive and persuasive. 
AI apps have been present on smart phones for many years and take an increas-
ingly important role in extending the utility of the device to understand speech, 
dynamically translate audio inputs, assist with navigation and improve usability 
of apps.

The addition of AI to society creates a very new socio-political dynamic. While 
a few writers in the past forecast significant impacts of computer science develop-
ments, socialist theorists of the 19th and 20th centuries did not in general anticipate 
the effect on both labour and the political process the influence that AI systems 
might have. Potentially a class-based society is being supplanted by an informa-
tion-based society. In its very nature, the information society is the perfect context 
for the application of artificial intelligence systems. In social media AI can be used 
to ensure that content emerges in a tightly directed way, with the potential to shape 
social ideas by biassing the content from social media systems in a particular direc-
tion. The Social Credit System in China involving a record system which tracks and 
evaluates businesses, individuals and government institutions for trustworthiness 
and China’s Skynet ubiquitous surveillance system intrinsically depend on the tool-
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sets of AI to achieve normative social goals. AI raises the possibility of at-scale social 
and behavioural intervention by both governments and global commercial entities 
such as Facebook, Google and Microsoft.

In the context of libraries, Bourg (2017) raises the question: what does it mean 
to maximise our collections for humans and what does it mean to maximise them 
for machines and algorithms? The process of re-envisaging the nature of the library 
has been gathering pace since the first library applications in machine learning 
emerged (Coleman 2017; Cordell 2020; Johnson 2018) and is exemplified in the 
formation of the International Federation of Library Associations and Institutions 
(IFLA) Artificial Intelligence Special Interest Group in 2022.

Central to the discussion of AI in libraries is the algorithm used to train AI 
systems to provide useful responses. Algorithm is the term used to encompass the 
set of machine learning techniques that may be deployed to glean intelligence from 
data, and probably more accurately refers to the process of model creation. The 
difficulty with the term algorithm is that it lends itself to an anthropomorphic inter-
pretation of AI that is not accurate. Machine learning uses a range of techniques to 
harness the speed of computers in image, textual, location and other data points to 
derive an interpretive model from the data. The model can then be used to suggest 
a range of things: a face matched to a name, an emotional state or reaction, a set of 
structured terms to describe a document or image, a location based on an image, and 
many other similar activities. The underlying dataset and algorithm used in AI can 
lead to bias in the results and can be particularly visible in the ways in which AI can 
skew search results based on biases in the underlying training data (Snow 2018).

In 2018 the use of AI for initial job candidate selection emerged with the 
Russian bot Vera (Palmer 2018). Recent innovations include ChatGPT from OpenAI. 
GPT stands for Generative Pretrained Transformer and constitutes a model that 
takes the foundation of large text corpus modelling and integrates it with a neural 
network to parse the query and structure a logical response. The first GPT model 
was made available in 2018. Continual updates have been made and the current 
generation of the GPT architecture impressively goes beyond national language 
responses to provide code-meaningful responses to programming questions and 
semantically meaningful conversations and question responses. The semantic inter-
pretation implied by the transformer neural networks is a generational advance in 
the capabilities of AI and has potentially profound implications in many areas.

An extension of ChatGPT is DALL-E, an AI image generating neural network 
built on a twelve billion-parameter version of GPT-3. DALL-E was trained on a data 
set of text-image pairs and can generate images from user-submitted text prompts. 
ChatGPT and DALL-E were both developed by OpenAI. The company name Open 
AI implies but does not mean that its systems are open-source with content avail-
able for others to use freely. DALL-E can creatively respond with image content to 
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queries based on requested text descriptions. For example, the following query: 
“Give me a logo for a search and discovery system that incorporates artificial intel-
ligence recommendations” yielded the creative result (Figure 1.1).

Figure 1.1: Logo Created by AI for a Search and Discovery System

Microsoft made headlines in 2020 replacing journalists with machine-generated 
story selection rather than human-curated story selection for the MSN home page 
(Waterson 2020) and highlighted the risks of job displacement with the use of AI. 
The further advances represented by ChatGPT take the potential risks to another 
order. AI is capable of sophisticated responses across many disciplines. The answers 
provided to queries are well crafted and explanatory, even when they contain ele-
ments of factual errors.

Implications of Artificial Intelligence for Libraries
Public libraries have grown in importance as gateways to information resources 
in a world where internet access is a prerequisite for engagement in community 
and social endeavours. The library has both explanatory and access roles. The 
transition to electronic collections heralded by Breeding (2011) has seen dramatic 
changes in research-oriented libraries. The preference for digital content has 
become entrenched in research institutions and the availability of AI-enhanced dis-
covery tools is transforming the discovery, use and reuse of research data. The full 
implications of ChatGPT for research and reference librarians are yet to be seen. 
Some librarians may fear the development of AI in the research context, but others 
will embrace the potential and establish new and innovative services to enhance 
services provided to researchers.

Library integrated automation or management systems might be viewed as the 
precursors to AI within libraries. They have fundamentally changed the activities 
conducted by librarians, particularly as far as cataloguing and lending functions 
are concerned. Cataloguers have become metadata experts and subject analysts. 
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Cataloguing and classification have become shared activities across the world 
optimising collaborative efforts to improve the effectiveness of libraries and yield 
higher quality and consistency in item descriptions, content analysis, and informa-
tion resource discovery. The developments have come at the practical cost of jobs 
on the ground for some librarians who have transferred to alternative roles. For 
example, the traditional bibliographic cataloguer once the quintessential exemplar 
of the library profession, is now a rare species.

The cataloguing role has changed considerably facilitated by library auto-
mation and touches the lives of fewer members of the profession. Outsourcing 
of library functions related to acquisition and selection of library collections and 
inclusion of the purchase of records with information resources has also changed 
activities. AI will be added to this mix to automate classification recommendations 
While there may be concern over algorithmic bias in machine learning systems, 
the bias in historical traditional classification schemes may be no better. The first 
edition of the Dewey Decimal Classification scheme is replete with unconscious and 
conscious bias (Mai 2016).

There is enormous potential for machine learning to enhance the quality of 
the work of librarians and to enrich access to the content of library collections held 
locally or accessed remotely in ways that might otherwise be impossible. The role of 
the metadata librarian is alive and well as the adjudicator of semantic description 
and content along with enhanced roles for reference librarians who can interact in 
new ways with large data and information stores.

The momentum of AI innovation and adoption is perhaps beyond the capabil-
ity of libraries to control or manage. A rearguard action to block AI in what may 
well be a new industrial revolution in the making is not likely to be fruitful. By 
engaging with AI technology and enhancing knowledge and expertise concerning 
AI, the library and information profession can come to grips with its limits, risks, 
and opportunities. Through understanding the limits and capabilities of AI systems, 
librarians will be able to influence developments and provide new services to 
enhance information access and use for their communities.

There are many opportunities for the application of AI in libraries with the 
potential for the extension of activities in ways not currently possible. For instance, 
24 x 7 assistance service can be provided through chatbots or in-library robotic 
assistants for check-in and checkout functions. The improvement of discovery for 
large collections of resources through automated classification, organisation, and 
retrieval makes possible at scale access to wonderful resources worldwide.

The debate regarding algorithmic bias is relevant to the library profession and 
the best way to engage in the debate is to participate in the work in the area. Many 
libraries are already participating in the AI debates. The bias in machine learning 
design can come from the source data sets which might be ethnically or culturally 
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homogeneous, or in machine learning rules or algorithms used. In social media 
and online news, the rules around story selection become all the more important 
where systematic bias may be an inadvertent or deliberate element in framing the 
information landscape presented to the user. AI systems may also have value in 
detecting and removing or rebalancing bias present in existing systems. AI systems 
could, for instance, assist with daunting task of correcting historical classification 
bias in historical bibliographic databases.

Governance of Artificial Intelligence
There has been considerable debate within the community about the control of 
the use of AI and its future governance both within institutions and internation-
ally. Institutional governance rules may increasingly incorporate mandates around 
the use of AI in the institution. The library profession can play a role in encourag-
ing transparency in the use of AI. The debate around algorithmic bias is a case in 
point. The debates itself can lead to an awareness of the concerns and the need 
for adaptation and change in legislation around the world. The moves within the 
European Union to provide legislation related to AI (European Parliament 2023) 
and to enhance privacy and choice on the internet are cases in point. Algorithmic 
disclosure is all about transparency and the ability to understand the rules and 
assumptions that feed decision making. Openness enables a health public discourse 
about algorithms and their use and application.

The effectiveness of the open-source community illustrates the value of publish-
ing coding and programming for scrutiny (Balnaves 2008). While openness permits 
attackers to understand vulnerability, it also facilitates discovery and resolution of 
vulnerabilities. Visibility fits well with the criteria for explainable machine learn-
ing outlined by Psychoula and others:

There are several important elements to consider, and be able to explain, when creating auto-
mated decision-making systems:
(1)	 The rationale behind the decision should be easily accessible and understandable
(2)	 The system should maximise the accuracy and reliability of the decision.
(3)	 The underlying data and features that may lead to bias or unfair decisions
(4)	 The context in which the AI is deployed and the impact the automated decision might 

have for an individual or society (Psychoula et al. 2021, 50)

While the designers of AI systems might, for proprietary reasons, look askance at 
visibility into their systems, it is arguable that an open approach promotes a virtual 
cycle of improvement. Lack of regard for these principles was precisely the failure 
exhibited in implementing the Robodebt scheme in Australia (Shah 2023). The gov-
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ernment took an automated algorithmic approach to assessing social security debt 
using model-based approximations. The result was the creation of debt notices 
based on estimates rather than actual social security debt figures, and in some 
cases the results were wildly wrong. The errors made resulted in great trauma 
for the people involved, including several deaths by suicide. The whole approach 
was ultimately found to be illegal in a subsequent class action brought against the 
government and harrowing insights from a Royal Commission (Australia. Royal 
Commission into the Robodebt Scheme 2023). Appropriate levels of governance 
and development frameworks along with legislative control are acutely important 
where AI is making critical judgements and will become even more necessary as AI 
becomes indistinguishable from a human response.

AI systems, once implemented, have potential risks, including spoofing or poi-
soning, where falsified data is fed to the system to skew the AI models developed 
(Laplante and Amaba 2021, 20). Where judgements are being made on an algorith-
mic basis, the risk of false positives is also a significant factor. Mortati and Carmel 
explore the issue of false positives in the case of cheating detection systems, an 
issue made all the more complex with the recent advent of ChatGPT (Mortati and 
Carmel 2021, 92).

How can libraries engage in AI firsthand? Chatbots are an uncomplicated way 
in which librarians can engage in the machine learning process to gain exposure 
to both the strengths and limitations of AI. Many tools for chatbot development 
are readily available online and allow free use. Most include natural language pro-
cessing capabilities and methods to integrate additional textual analysis tools. Even 
without deploying chatbots, experimenting with them is an excellent way to under-
stand both the opportunities and limitations of AI. Most people have undoubtedly 
experienced the friendly but hopelessly incompetent chatbots thrown up on web-
sites by banks and other corporate entities as replacements for human interaction. 
They are examples of AI systems in their infancy. There is a long way to go in this 
area, but they will become ubiquitous in online systems.

Many toolkits for AI are open-source. For the adventurous who are willing to 
venture into coding, there are guides and examples abounding on the web to assist 
in experimenting with recommender systems which could make suggestions to 
library users.

The challenges of appropriate deployment of AI combine technological and 
governance elements. It is typical of any technological advance that governance 
and control elements lag behind the rapid advances occurring. The International 
Federation of Library Associations and Institutions (IFLA) has released a statement 
on libraries and AI that provides a good framework for considering the issues for 
AI in libraries (IFLA 2020). The European Union’s High Level Expert Group on Arti-
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ficial Intelligence has defined concerns in relation to AI and developed ethics guide-
lines which lists seven key requirements for trustworthiness of AI systems:

1.	 Human agency and oversight
2.	 Technical robustness and safety
3.	 Privacy and data governance
4.	 Transparency
5.	 Diversity, non-discrimination, and fairness
6.	 Societal and environmental wellbeing
7.	 Accountability (European Commission 2019, 14)

Librarians can engage with the vendors of their library systems to open discussion 
around the ways in which AI is used in their systems. There are many systems 
used by libraries where AI has the potential to add value. Each has different ethical 
dimensions some of which are explored by Jaillant and Caputo in the context of 
digital libraries. They argue:

Instead, a framework of AI governance informed by well-developed language and procedures 
of consent, power, inclusivity, transparency, and ethics and privacy, inspired by consolidated 
practices among archivists as well in social science, historians and anthropologists, should 
drive the adoption of AI. (Jaillant and Caputo 2022, 833).

There is a realpolitik in institutions around investment that may make taking new 
directions difficult: an investment in major change like the implementation of AI 
may require a proof of concept initially to provide to the institution the value of 
the expenditure. Furthermore, the adoption of AI may come organically through 
the inclusion of AI in the software used in different sections of the library. The 
level of governance needs to be measured against the level of risk. More scrutiny 
is required where decisions about people and their livelihoods are involved, and 
less scrutiny perhaps where the AI implementation is targeted at an activity like 
reshelving books.

Many aspects of AI are beyond the governance of the library. The library’s 
clients may be using agents such as ChatGPT and this use would be beyond the 
reach of the library’s approach to governance as would the AI instruments built 
into the architecture of systems purchased for use by the library. The laws around 
use of AI are only now emerging, and lag in development and adoption behind 
implementation of AI. There is indeed a tension in national competition to stay 
on top of advances in AI, and the regulatory and governance elements that are 
emerging to protect against the potential and actual harms arising from use of AI. 
The responses at the national level vary according to the importance accorded to AI 
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and its governance by particular countries and vary significantly in relation to the 
democratic orientation of the legislature.

Governance issues are not the only ones that come into play with AI. The 
design of AI is grounded in models created from exceptionally large data sources of 
images, text, and video. The early efforts in natural language processing chatbots 
by Microsoft demonstrated the problems that analysis of such deep resources can 
present. The architects of large-scale AI consequently invest enormous funds into 
data sanitisation (Oprea, Singhal, and Vassilev 2022). The source datasets used may 
be skewed toward a particular group or area.

Engagement by Libraries with Artificial 
Intelligence
Short of actions like Butlerian Jihad against computers found in Frank Herbert’s 
science fiction novel Dune, there is little doubt that AI will become ever more 
entrenched in all systems. The choice is not rejection but engagement with the 
changes that will be wrought by the use of AI. The IFLA Information Technology 
Section has sponsored the creation of an Artificial Intelligence Special Interest 
Group within IFLA to foster debate and engagement around AI. The IT Section has 
held a series of conferences in Europe, Africa and Asia and South America as a 
means of strengthening the discussion on AI in the library field.

Going forward, there are many avenues for libraries to engage in AI. They 
include formulation of governance and ethical policies within libraries and any 
parent institutions. Activities taken by libraries may entail evaluation and scru-
tiny of library software that includes AI. Libraries can engage directly in the use of 
AI software through the many commercial and open-source tools now available. 
Libraries will be on the frontline for those asking about the implications of AI and 
will need to be well placed to assist with answers.
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