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Preface

Spectral flow as a mathematical concept and term was introduced by Atiyah and Lusztig
in an unpublished work on paths of self-adjoint Fredholm operators on a Hilbert space,
given explicitly as elliptic differential operators on a compact manifold. The basic idea
was then picked up and further developed in the work of Atiyah, Patodi, and Singer on
the index theory of pseudo-differential operators on a compact manifold with bound-
ary [13, 14]. The definition given in [14] is of topological nature, applying only to closed
paths (that is, loops). However, the work also contains an intuitive description of what
spectral flow is: let t € [0,1] — H, be a continuous path of self-adjoint Fredholm op-
erators so that their spectrum is real and discrete close to 0, or otherwise stated, the
spectrum consists of bands depending on ¢ and bounded away from 0, complemented
by low-lying eigenvalues, see Figure 1 for a sketch. Then the spectral flow of the path is
simply the sum of all eigenvalues crossing through 0 weighted by the orientation of the
passage.

spec(H;) A

1

+1 +1

-1

t=0 t=1

Figure 1: Schematic representation of the spectrum of a path of bounded self-adjoint Fredholm operators.
The eigenvalues crossing through 0 give contributions to the spectral flow which are either —1 or +1, de-
pending on the orientation of the crossing. The gray region shows the essential (continuous) spectrum. The
spectral flow of ¢ € [0,1] — H; with spectrum as given in the pictureis -1 +1+1="1.

This book is about

() how to give a precise mathematical description of spectral flow;
(i) what its fundamental properties are;

(iii) how to derive formulas for spectral flow;

(iv) how to connect spectral flow to index theory;
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(v) how to use spectral flow to extract topological information;
(vi) how to study the spectral flow of a continuous spectrum;
(vii) how spectral flow can be put to work in applications.

If the path ¢ € [0,1] — H, is real analytic, also the eigenvalues are real analytic (even
at eigenvalue crossings by Rellich’s theorem) and it is fairly immediate to properly de-
fine the spectral flow and hence settle item (i). But within the continuous category, it is
not as obvious. For instance, defining the winding number of a continuous invertible
function typically may take a full two-hour lecture in a topology class. In a more con-
ceptual approach developed in the field of differential topology [105], one argues that
the function can be assumed to be in a so-called generic transversal position. This ap-
proach has also been applied to other intersection numbers in finite-dimensional con-
texts [105] and the intersection theory of Lagrangian subspaces developed by Bott [35],
Maslov [133], and Arnold [9]. In some wide sense, these contributions can be considered
as finite-dimensional predecessors of the spectral flow as discussed here.

It turns out that there is a relatively elementary analytical approach to the definition
of a spectral flow of arbitrary continuous paths. It is sketched in the work of Floer [87]
(see p. 230 therein) and with full details in the independent work of Phillips [147]. It pro-
vides a solid analytical framework for the study of the spectral flow. Once it is achieved,
one readily deduces the main structural properties of the spectral flow, most notably its
homotopy invariance, a concatenation property, and monotonicity. Furthermore, one
can also prove various formulas for the spectral flow, e. g., integral expressions [55, 56]
and sums of intersection numbers, using crossing forms and the reduction to relative
Morse indices [84].

In the last decades numerous variations and generalizations of the initial concept
of a spectral flow have been developed. First of all, the spectral flow has also been stud-
ied for paths of unbounded self-adjoint Fredholm operators [31, 126, 196]. Secondly, the
R-valued spectral flow of paths of self-adjoint Breuer—Fredholm operators in semifinite
von Neumann algebras has been introduced [144, 148, 26, 197]. In real Hilbert spaces
or for paths having real symmetries, various Z,-valued variations of the spectral flow
have been studied [57, 70, 76, 75]. Another variant considered a Clifford-algebra-valued
spectral flow [37]. Spectral flows taking values in K-theory groups have been introduced
as higher spectral flows [68, 195], see also [124, 68, 109, 193]. Pairing such K-theoretic
spectral flows with cyclic cocycles one obtains a multiparameter spectral flow which is
Z-valued if one works with standard Fredholm operators and R-valued in a semifinite
setting [171]. Other notable additions to the theory of spectral flow concern the connec-
tions to n-invariants [14, 208, 109, 56] and the spectral shift function [155, 94].

As mentioned above, already in the initial work of Atiyah, Patodi, and Singer [14],
a tight connection between spectral flow and index theory became apparent. More pre-
cisely, let t € R +— H; be a path of self-adjoint Fredholm operators with well-defined
asymptotics at t = +oco (as well as some additional properties), then Dy = 0, - H; is a
Fredholm operator with index equal to minus the spectral flow of the family t € R + H;.
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This theorem about the equality “spectral flow = Fredholm index” has been very influ-
ential, with numerous generalizations in various directions [27, 176, 160, 1, 94]. Robbin
and Salamon allowed for unbounded H, with compact resolvent converging at t = +co
[160]. Moreover, Callias’ index theorem [46] can be considered as a higher-dimensional
generalization (i. e., t consists of more parameters) of [14] with finite-dimensional fibers.

It has also been generalized to multiparameter families of self-adjoint Fredholm oper-

ators [43, 109, 193], and finally, a semifinite and noncommutative version was proved

recently [171]. Another aspect of index theory are Kato’s Fredholm pairs of projections
and their index [112] (also called essential codimension in [42]). Furthermore, this index
can be computed as a spectral flow, as first shown by Wojciechowski [207] and in more

generality by Phillips [148], see also [70].

While initially the spectral flow was introduced as a tool for the index theory of
differential operators on manifolds with boundary, most of the results described above
were driven by the desire to get a better mathematical understanding of the spectral
flow and its basic properties. There are by now also quite diverse applications of spectral
flow. Many still concern the index theory on classical manifolds, but let us also mention
a few applications to other fields:

—  Spectral flow has served as a starting point for semifinite index theory in noncom-
mutative geometry [51, 53, 54, 171]. Spectral flow is by now an established tool for
the proof of numerous index-theoretic statements [130, 170, 75, 171].

— Spectral flow has lead to new perspectives and new results on the Bott—Maslov and
Conley—Zehnder indices [30, 90, 113, 168, 203].

— In topological insulators (such as quantum Hall systems) and Wilson-Dirac lattice
gauge theories, the so-called Laughlin argument is a result about a certain spectral
flow [82, 153, 71]. Higher-dimensional versions of the Laughlin argument connect
nonabelian monopoles to spectral flow [58].

— Spectral flow is linked to the vortex dynamics in Fermi superfluids [186, 116] (no
rigorous results on this seem to be available).

—  Spectral flow (of the unitary angles of Lagrangian subspaces) is used for the oscilla-
tion theory of Hamiltonian systems [166, 167, 173] and the spectral theory of surface
states in topological insulators [174]. This allowed extending the theory to semifinite
oscillation theory [101].

—  Spectral flow leads to novel criteria in bifurcation theory [84, 85, 146, 151].

Many, but not all, of these aspects are addressed in this book.

The theory of the spectral flow is by now in a fairly mature state. This is documented
by the numerous contributions listed in the references, and the bibliography is certainly
not even exhaustive. There is a growing number of applications, see the list above. Some
parts of the theory have been reviewed [26, 201], others are covered by sections or ap-
pendices in books of a broader scope [136] or more specialized nature [52]. Nevertheless,
to date there does not seem to exist a book fully dedicated to the subject.
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This book offers an in-depth and yet elementary treatise of spectral flow. We tried
to carry out mathematical arguments with full details. Admittedly, this makes the text at
some points pedantically precise. We hope that this makes the book accessible to mas-
ter students and newcomers, both with a background in mathematics and physics. The
experienced reader can certainly skim many pages and locate the points of interest.
The presentation is of functional-analytic nature and on purpose restricted to a Hilbert
space framework. We avoid (or circumvent) the use of K-theory, let alone KK-theory,
even though several results in the book can naturally be formulated in that language.
Hence all the reader should master is what is typically taught in a two-semester course in
functional analysis, apart from some familiarity with notions of topology. More specifi-
cally, we suppose that Riesz’ theory of compact operators, as well as the spectral calculus
of bounded and unbounded self-adjoint operators, is known. On the other hand, a de-
tailed treatment of the theory of Fredholm operators on Hilbert spaces is included, even
though it may already be part of many introductory lectures on functional analysis.

Let us conclude this introduction with an overview of the contents of the book, chap-
ter by chapter. This also allows stressing some novelties of the results, proofs, and pre-
sentation.

Chapter 1. The first introductory chapter is meant to give an intuitive understanding
of what a spectral flow is in a restricted finite-dimensional context and to present
and discuss many of the results to come later on. Hence the knowledge of linear
algebra is a sufficient basis for understanding this chapter. Nevertheless, Phillips’
construction of the spectral flow is already explained here and it is shown how it can
be used to construct the winding number via the spectral flow through -1 € $'. The
chapter also contains a section on Z,-valued spectral flows in a finite-dimensional
context and another section on multiparameter spectral flow. These two topics are
not further developed later in the book, and the reader is referred to [57, 76, 75, 77]
and [171], respectively, for a functional-analytic treatment for Fredholm operators.

Chapter 2. The second chapter uses the finite-dimensional spectral flow for the study of
what is in general called the Maslov index, but is here referred to as Bott—-Maslov
index due to the much earlier contribution of Bott [35]. To consistently use the
identification of the Lagrangian subspaces with their unitary phase via the stere-
ographic projection makes the presentation considerably more transparent than
in parts of the literature. Moreover, this serves as a preparation for the treatment
of the infinite-dimensional Bott—Maslov index later on in Chapter 9. The same can
be said about the finite-dimensional theory of the Conley—Zehnder index which is
also spelled out in Chapter 2. Furthermore, the chapter contains a description of
oscillation theory of block Jacobi matrices and scattering systems as an application
of the Bott—Maslov and Conley—Zehnder indices. This is in spirit close to the original
work of Bott.

Chapter 3. This chapter provides a detailed description of Fredholm operators in a two-
Hilbert space setting. It provides a characterization by the essential spectrum and
specializes the results to self-adjoint and unitary Fredholm operators. All of this



Preface = IX

can be found in many lecture notes and textbooks, so the chapter is included for
the convenience of the less experienced readers. It allows stating well-known re-
sults that will be used later on, and it introduces some notations. Somewhat less
well-known may be the content of Section 3.5 which proves an index theorem for
the finite-dimensional spectral flow as introduced in Chapter 1. This result will be
considerably generalized later on in the book.

Chapter 4. This chapter is central to the book. The reader already well-acquainted with
Fredholm theory can jump directly to Chapter 4. Here the formal definition of the
spectral flow of a continuous path of bounded self-adjoint Fredholm operators is
given. Then the main properties are derived. Most of this follows closely the pre-
sentation of Phillips [147]. Moreover, the spectral flow is extended to the wider class
of paths of essentially hyperbolic operators and then transferred to paths of essen-
tially gapped unitary operators. Finally, Section 4.6 shows that the spectral flow of
paths of self-adjoint Fredholm operators can be deduced from the spectral flow of a
path of essentially gapped unitaries, and vice versa. This procedure is not obvious
and apparently not worked out in detail elsewhere.

Chapter 5. This chapter begins with a self-contained modern presentation of Kato’s
Fredholm pairs of projections. Many elements are taken from the influential work
of Avron, Seiler; and Simon [18], others have their roots in the literature on K-theory
of operator algebras. Then the connection between the indices of Fredholm pairs
and the spectral flow along the linear path connecting them is discussed in detail,
together with various variations on the theme. This allows deriving various further
formulas for the spectral flow of paths given by compact perturbations of the initial
point. Furthermore, one can then rewrite the spectral flow as a sum of indices of
Fredholm pairs, a formulation which also goes back to Phillips [148] and generalizes
to the semifinite index (Chapter 11). Moreover, another formulation of the spectral
flow in terms of relative Morse indices is presented, as put forward by Fitzpatrick,
Pejsachowicz, and Recht [84].

Chapter 6. The chapter discusses various topologies on the set of unbounded Fredholm
operators. In particular, the gap topology induced by the norm topology on the
graph projections is analyzed. It is argued that on the set of self-adjoint Fredholm
operators this is natural from numerous perspectives, more specifically by studying
the topologies induced by the Cayley transform, as well as the bounded transform.
Moreover, the Riesz topology is studied as it is often more readily accessible. The
chapter also contains several results on the homotopy theory of the set of self-
adjoint Fredholm operators equipped with the gap topology, for example, that it
is connected and can be retracted to the subset of self-adjoint Fredholm operators
with compact resolvent, see Section 6.4.

Chapter 7. This chapter introduces the spectral flow for paths of possibly unbounded
self-adjoint Fredholm operators, essentially following the work of Boofi-Bavnbek,
Lesch, and Phillips [31]. Under certain summability assumptions, the spectral flow
of paths of self-adjoint Fredholm operators with compact resolvent can be related to
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the n-invariants of its endpoints. The idea for this connection goes back to the work
of Atiyah, Patodi, and Singer [14]. Section 7.2 provides a proof of this connection by
elaborating on the work of Getzler [96] and Carey and Phillips [55, 56]. For particu-
lar paths of such self-adjoint Fredholm operators with compact resolvent stemming
from families of Hamiltonian systems, the spectral flow is then connected to the
Conley-Zehner index of the system. This is due to Robbin and Salamon [160] and
is explained in Section 7.3. Finally, Section 7.4 returns to the topic “spectral flow =
Fredholm index” and proves the most general result in this direction given in this
book. We believe that the technique of proof is novel, apart from the parallel joint
work with Stoiber on the more general Callias-type operators [172]. The technique
gives a new perspective on the result itself. In fact, it is similar to Witten’s semiclas-
sical proof of the Morse inequalities [206, 67] and locally connects the eigenvalue
crossings of t € R — H, to the low-lying spectrum of Dy, = ko, — H, for a small
semiclassical parameter k, and then simply turns up k to 1.

Chapter 8. In this chapter it is shown that the spectral flow restricted to closed loops
actually establishes a bijection with the fundamental group of the self-adjoint Fred-
holm operators. It is also shown that the spectral flow can be uniquely characterized
by a few of its structural properties derived in Chapter 4. Several of the results of
this chapter are considerably more general than needed for these applications to
the spectral flow. In particular, all homotopy groups for the sets of Fredholm and
self-adjoint Fredholm operators are obtained. For the unbounded self-adjoint Fred-
holm operators equipped with the gap topology, this is a somewhat surprising and
deep result due to Joachim [108]. A recent preprint by Prokhorova [154] allowed to
considerably simplify the argument presented in Section 8.6. Let us also note that
Section 8.5 computes the homotopy groups of Fredholm pairs.

Chapter 9. This chapter can be seen as an application of Chapter 4, in the same way
as Chapter 2 is an application of the spectral flow in finite dimension described in
Chapter 1. It develops the theory of the Bott—Maslov and Conley—Zehnder index in
an infinite-dimensional Krein space framework, condensing the by now numerous
contributions to the topic. Somewhat novel is the characterization of (not necessar-
ily Lagrangian) maximally isotropic subspaces in terms of the Krein signature, see
Section 9.2. The chapter also includes an application of the Bott—Maslov index in in-
finite dimension to the computation of bound states of scattering systems by means
of oscillation theory.

Chapter 10. This chapter is included to show the strength of spectral flow as a tool for
proving statements in index theory. In a series of recent works [128, 129, 130, 131, 170],
it was shown that index pairings resulting from pairing an even or odd unbounded
Fredholm module with a differentiable projection or unitary, respectively, can be
computed as the half-signature of a finite-dimensional matrix called the spectral
localizer. The proof of this fact as presented here is based on a series of deformations
of paths of self-adjoint Fredholm operators so that in the end remains a path of
finite-dimensional self-adjoint matrices, for which by Chapter 1 the spectral flow
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is equal to the half-signature of the spectral localizer. The chapter contains also a
discussion of the p-invariant in this context.

Chapter 11. This chapter begins by generalizing the theory of Fredholm operators de-
scribed in Chapter 3 to semifinite von Neumann algebras and skew corners thereof.
While this Breuer-Fredholm theory is widely used, detailed proofs are not avail-
able in the literature. Hence the chapter can be seen as an addendum to Takesaki’s
monumental work [189]. Based on this theory of semifinite Fredholm operators, the
semifinite spectral flow is introduced and again its basic properties are described.
Then formulas connecting the semifinite spectral flow to the semifinite index are
presented. As an application, generalizations of the results of Chapter 10 are given.

Chapter 12. The final chapter is dedicated to yet another application of spectral flow, no-
tably to variational bifurcation theory. There is relatively vast literature on this topic
and various applications to differential equations have appeared. In the present in-
troductory presentation, particular focus is on the bifurcation of branches of peri-
odic orbits of Hamiltonian systems.

The book also contains a few technical appendices, a list of acronyms and notations, as
well as an extended bibliography. Let us point out that the list of references is definitely
not exhaustive. If there are notable contributions that do not appear here, it is due to
the ignorance of the authors rather than any form of bad intentions.

Erlangen, February 2023 Nora Doll, Hermann Schulz-Baldes
Halle, February 2023 Nils Waterstraat
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1 Spectral flow in finite dimension

This introductory chapter presents the elementary theory of spectral flow through 0 € R
for continuous paths of self-adjoint matrices. In this finite-dimensional setting, the spec-
tral flow only depends on the signature of the matrices at the endpoints. Nevertheless,
many of the structural properties, as well as useful formulas, for the spectral flow can
already be understood in this elementary framework. Furthermore, one can rewrite the
spectral flow in a form that is susceptible to be generalized to paths of unitary matrices
where the spectral flow is then considered through the point -1 € $'. This is carried out
in detail and provides an alternative way to construct the winding number. Let us also
note that this approach will later on (in Chapter 4) be extended to Fredholm operators on
an infinite-dimensional Hilbert space. The chapter contains two further sections, one on
a Z,-valued analogue of spectral flow and one on a multiparameter spectral flow, which
are included as an outlook and guide to the literature. In the rest of the book, we will
not elaborate on how these two sections extend to a Hilbert space framework.

1.1 From intuition to definition

Let us begin by recalling some basic facts from linear algebra. For an N x N matrix
H = Hyppnmer..v € €V with complex entries, the spectrum spec(H) consists of
all complex numbers A such that A1y — H is not an invertible matrix, namely such that
Now let t € [0,1] — H, € CV¥ be a path of self-adjoint matrices which for the moment
is assumed to be real analytic. Then the eigenvalues A;(t), ..., Ay (t) are also real analytic
paths provided that one chooses the correct branches at level crossings [112]. Intuitively,
the spectral flow along this path counts the number of eigenvalues crossing 0 from left
to right, minus the number of those eigenvalues crossing 0 from right to left. This makes
sense as long as the endpoints H, and H; are invertible matrices, so that no ambiguity
remains. As the analyticity allows clearly distinguishing the eigenvalue curves, one can
also justlook at the crossings of a single eigenvalue along the full path, and the sum over
all its crossings (at 0) is equal to half the difference of the signs at the endpoints of the
path. Hence the spectral flow of a real analytic path t € [0,1] —» H, = H; « CVN of
self-adjoint matrices with invertible endpoints H, and Hy is defined by

N
Sf(t € [0,1] > Hy) = ) %(sgn(/ln(l)) - sgn(1,(0))), a.n

n=1

where sgn(d) € {-1,+1} is the sign of a real nonvanishing number A. Thus the spectral
flow effectively counts the spectrum flowing from the negative to the positive spectral
semiaxis, minus the spectrum flowing from the positive to the negative semiaxis. Using
the fundamental theorem of calculus and a smooth increasing function g : R — [-1,1]
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2 —— 1 Spectral flow in finite dimension

which is equal to -1 on (-oo, —€] and to 1 on [€, co), one can rewrite the spectral flow
using the derivative 0,8(4,(s)) as

N

Sf(t € [0,1] — H;) :Z%stasg 2(8)

n=1

1
sta Tr(g(Hy))

[\JIH

NIH

1
st Tr(g (H )0 Hy), (1.2)
0

where Tr(4) denotes the trace of A € CV*V, the spectral theorem was used and € was
supposed to be sufficiently small so that neither H; nor H,, has spectrum in [-¢, €].

Next let us express the spectral flow in terms of the signature. Recall that for any in-
vertible self-adjoint matrix, the signature is defined as the difference between the num-
ber of positive and negative eigenvalues,

Sig(H) = #{A € spec(H) : A > 0} — #{A € spec(H) : 1 < 0},

where each eigenvalue is counted with its multiplicity. If now P> = y(H > 0) as well as
= Y(H < 0) are the spectral projections of the positive/negative spectrum of H, then

Sig(H) = Tr(P”) - Tr(P*).

Note that Sig(H) € {-N,-N + 2,-N +4,...,N - 2,N}. One other basic fact about the
signature is Sylvester’s theorem stating that for any invertible matrix A ¢ CV*,

Sig(A*HA) = Sig(H).

Furthermore, by (1.1) the following result holds.

Proposition 1.1.1. Given a real-analytic path t € [0,1] — H, of self-adjoint matrices with
invertible endpoints, its spectral flow satisfies

St(t € [0,1] — H,) = %(Sig(Hl) — Sig(Hy)). (13)

Let us note that, as both endpoints are invertible, the difference Sig(H,) — Sig(H,)
is indeed even so that the right-hand side of (1.3) is an integer. Proposition 1.1.1 has an
immediate, important corollary.

Corollary 1.1.2. The spectral flow of a curve of self-adjoint matrices with invertible end-
points only depends on the endpoints of the path. In particular, one can homotopically
deform the path with fixed endpoints, and this does not change the spectral flow.
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Up to now we only considered real-analytic paths and actually it seems hopeless
to count the eigenvalue crossings of a merely continuous path. On the other hand, as
the spectral flow only depends on the endpoints due to Proposition 1.1.1, it is reasonable
to simply define it by the right-hand side of (1.3). Furthermore, it will be helpful and
convenient to drop the assumption that the endpoints are invertible. Then one has to
make a choice on how to count zero eigenvalues of the endpoints. Other than in many
standard works [147, 31], our choice is symmetric around 0.

Definition 1.1.3. Let I = [t,,t;] be a bounded interval. Given t € I +— H, € CV%,
a continuous path of self-adjoint matrices, the spectral flow is defined by

Sf(t € I H,) = %(Sig(Htl) - Sig(H, ), (14)

where the signature of a self-adjoint matrix is given by the difference of the number of
its positive and its negative eigenvalues.

Let us stress that Sf(t € I — H;) may take half-integer values. Figure 1.1 illustrates
in which situations such half-integer values appear. A sufficient condition for having an
integer-valued spectral flow is that the endpoints are invertible. Often we will choose
the bounded interval I to be [0,1], a case to which one can restrict after applying an
affine transformation. Let us also stress again that the definition (1.4) of the spectral
flow of finite-dimensional matrices only depends on its endpoints and not on the path
in between them so that one could also simply use the more compact notation Sf(H, H;).
Let us, however, already point out at this point that in infinite dimensions the spectral
flow does depend on the path, and not only the endpoints. Therefore Sf(H,, H;) will
stand for the spectral flow along straight-line paths, both in finite and infinite dimen-
sion,

I\ I\
spec(H)) o spec(H)) — spec(H) ,
"W _ |/ _— MW ——

> N

-1 — — -1 S~ -1 T

to=0 t=1 ty=0 t=1 ty=0 t=1
Figure 1.1: Schematic representation of how the kernels at the endpoints are accounted for. The spectral

flow in the three figures is —%, -1, and 0, respectively.

Often it will also be of relevance to have unbounded intervals I ¢ R. Then an addi-
tional assumption is necessary to define the spectral flow:
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Definition 1.1.4. Let I ¢ R be a possibly unbounded interval and t € I — H, ¢ CV¥
a continuous path of self-adjoint matrices such that sup;;, o) I(H) ™| < oo and

SUPtesn(-cort.) I(H,) Yl < oo for suitable t_ < t,. Then the spectral flow of the path is
defined as

Sf(t €I H,) = %(Sig(Ht+) — Sig(H, )). (15)

1.2 Structural properties of the spectral flow

Here we collect a number of basic properties of the spectral flow. Neither of them is
difficult to prove in finite dimensions. All of these properties have generalizations to
infinite dimensions. The proof of the first two statements follow immediately from the
definition.

Proposition 1.2.1 (Path reversal). Let t € [0,1] — H; be a path of self-adjoint matrices.
Then

Sf(t € [0,1] — Hy_,) = - Sf(t € [0,1] — H,).

Proposition 1.2.2 (Path reflection). Lett € [0,1] — H, be a path of self-adjoint matrices.
Then

Sf(t € [0,1] — —H,) = —Sf(t € [0,1] — H,).

Proposition 1.2.3 (Concatenation). Let t € [0,2] — H, be a path of self-adjoint matrices.
Then

SE(t € [0,1] — H,) + SE(t € [1,2] — H,) = Sf(t € [0,2] — H,).
Proof. By Definition 1.1.3,
Sf(t € [0,1] — H,) + Sf(t € [1,2] — H,)
= %(Sig(Hl) - Sig(Hyp)) + %(Sig(HZ) - Sig(Hy))

_ %(Sig(Hg) - Sig(Hy))
= Sf(t € [0,2] — H,)

showing the claim. O

Proposition 1.2.4 (Homotopy invariance). Fors € [0,1] let t € [0,1] — H,(s) be a contin-
uous path of self-adjoint matrices such that s € [0,1] — H,y(s) and s € [0,1] — Hy(s) are
paths in the invertible matrices. Then
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s € [0,1] — Sf(t € [0,1] — H,(s))

is constant.

Proof. Ass € [0,1] — Sig(Hy(s)) and s € [0,1] — Sig(H,(s)) are constant, the claim
follows from Definition 1.1.3. O

Proposition 1.2.5 (Invariance under conjugation). Let t € [0,1] — H; be a path of self-
adjoint matrices and A an invertible matrix. Then

Sf(t € [0,1] - A"H,A) = Sf(t € [0,1] — H,).

Proof. By Sylvester’s theorem, Sig(A*HyA) = Sig(H,) and Sig(A*H;A) = Sig(H;). Defini-
tion 1.1.3 allows us to conclude the argument. O

Proposition 1.2.6 (Additivity). Let t € [0,1] — H, and t € [0,1] — H] be paths of self-
adjoint matrices. Then

Sf(t € [0,1] — H, @ H/) = Sf(t € [0,1] — H,) + Sf(t € [0,1] = H;).

Proof. AsSig(Hy®H|) = Sig(H,) +Sig(H}) and Sig(H, ® H;) = Sig(H,) + Sig(Hj), the claim
holds by Definition 1.1.3. O

Proposition 1.2.7 (Monotonicity). Lett € [0,1] — H; be an increasing path of self-adjoint
matrices. Then

Sf(t € [0,1] — H,) > 0.

Proof. As the path is increasing, H; > H,. Therefore Sig(H;) > Sig(H,), and Defini-
tion 1.1.3 allows us to conclude. O

1.3 Alternative expressions for the spectral flow

The concatenation procedure stated in Proposition 1.2.3 can be iterated, namely if 0 =
tp <ty <+ < ty_q <ty = 1is afinite partition of [0, 1], then

M
Sf(t € [0,1] = H,) = Z Sf(H, ,H, )

(Sig(H,,) - Sig(Hy, ).

N = 5
Mz = o,

1

3
I

This can be further modified to an expression that will be the starting point for the def-
inition of the spectral flow of paths of unitaries (in Section 1.5), as well as of self-adjoint
Fredholm operators on an infinite-dimensional Hilbert space, as given by Phillips [147]
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(see Chapter 4). For each interval [t,,_;,t,], let us next choose an a,, > 0 such that
a,, ¢ spec(H,) and —a,, ¢ spec(H,) for all t € [t,_1, t,,]. Then the spectral projections

t :X[—am,am](Ht) (1.6)

have constant rank for all ¢ € [t,,_;, t,,,]. Note that these spectral projections are orthog-
onal, namely self-adjoint. Furthermore, the operators

Pam,thPam,t = Pam,th = Htpam,t

are self-adjoint for all ¢ € [t,,_4, t,;,] and, because no eigenvalues leave or enter the spec-
tral interval [~ay,, a,,], one has

Sig(Htm) - Sig(Ht"H) = Sig(Htham)tm) S1g(Ht Pyt 1)
Therefore

1 M
Sf(t € [0,1] = H,) = 5 > (Sig(H, P, . )-SigH, P, . ). 1.7)
m=1

One can further manipulate this expression by setting
Py = Xoan HD)  Po i = Xicap0)Ho,
as well as
P(in,t = X0.a,]He)s  Pog = X0y (Hy).
Then, if a ¢ spec(H,),
Sig(HPy) = Tr(Pg, - Pg)-

Thus with the a,, as above,

M
Sf(te[O,l]n—»H[):%ZTr(? -P; ., -P; , +P; ., ). (1.8)

am’[m am’tm am)tmfl am)tm—l
Now
Tr(P;m,t) = Tr(Pa P ) Tr(Py,, ¢ - PZ,",I - Pyy),

so that Tr(P, . ) =Tr(P, . )substituted into (1.8)implies

1
- P‘fm)tmq) - E r:[‘r(P0,1)~ (19)

molin

M
Sf(t € [0,1] — H;) = %Tr(PO)O) + Z Tr(P;
m=1
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As already pointed out, all three expressions (1.7), (1.8), (1.9) coincide, extend to self-
adjoint Fredholm operators, and essentially directly lead to Phillips’ definition of the
spectral flow [147], the difference being the boundary terms % Tr(Pyy — Py4) which can
be half-integer. The present symmetric treatment of the kernels at the endpoints assures
the path reflection property. On the other hand, the map s — Sf(t € [0,s] — H,) is, due
to these terms, in general neither right nor left continuous, and furthermore the map
s+ Sf(t € [0,1] — H; + s1) is not right continuous.

Another approach to generalize the notion of spectral flow to infinite dimensions,
actually also going back to the work [14], is to still use (1.4), but with a modified definition
of the signature. On an infinite-dimensional Hilbert space, one often has the situation
that there are an infinite number of positive eigenvalues, as well as an infinite number
of negative eigenvalues. To take the difference with these two infinities, one can attempt
to work with a {-function regularization and this leads to the so-called p-invariant of an
invertible self-adjoint matrix H,

n(H) = lim Tr(H|H| ™).
s—
Now for an invertible matrix, one readily finds that
n(H) = Sig(H). (1.10)

Moreover, due to the integral identity

(o0

s 1 s g2
Wt = — Jdttze”‘,
reg )

one can rewrite the above definition of the p-invariant as follows:

n(H) =£13% )

(00

s=1 2
J dtt= Tr(He ")
0

(o]
1 -1 —tH?
=— |dtt 2 Tr(H R 1.11
ﬁ! (He ") 1)

because 1"(%) = +/7. In this form, the identity n(H) = Sig(H) results from

! Oodtt_l/l - ), AeR (112)
— 226 =sgn(d), AeR, :
\/EJ

0

which can readily be checked by a change of variables. If now H is a self-adjoint operator

2
on an infinite-dimensional Hilbert space having compact resolvent, then often e " is

of trace class and, under suitable further properties, it may be possible to show that the
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integral in (1.11) is convergent. If this is the case, one says that the p-invariant is well-
defined. Then the spectral flow is given by %(r](Hl) - n(Hy)), similar as in (1.4). In this
book, the spectral flow will be defined using Phillips approach and then the connection
to the np-invariant is a consequence under particular assumptions.

1.4 Spectral flow as a sum of eigenvalue crossings

The following approximation result will allow computing the spectral flow for generic
paths by counting eigenvalue crossings, see Propositions 1.4.3 and 1.4.5 below.

Proposition 1.4.1. Let t € [0,1] — H, = H; € C"*" be a continuous path of self-adjoint
matrices. For any € > 0, there exists areal-analyticpatht € [0,1] — H, = Ht* e CVN with
|H, - H,|| < € uniformly in t such that all eigenvalue crossings are simple and transversal,
namely dim(Ker(H,)) < 1 and aﬁAKem # 0, and, moreover, with invertible endpoints
H, and H,.

Proof. The Weierstrass approximation theorem implies that there exists a real-analytic
path t € [0,1] — H, = (H)* ¢ C" with |H, - H/| < £ uniformly in ¢. By The-
orem I1.1.10 in [112], there is a real-analytic path of unitaries t € [0,1] — U; such
that one has Ut*HtUt = diag(A(0), ..., Ay(1)), where t — A, (t) are real-analytic func-
tions representing the eigenvalues of H,. By Sard’s theorem, the complement of the
set of regular values (points with nonvanishing derivative) of the eigenvalues A, with
k =1,...,N,in (-5,+5) has measure zero. Thus there are &;,...,8y € (-3, ) such
that 0 is a common regular value of the functions t — Ai(t) + 6, for k = 1,...,N
and such that dim(Ker(diag(A;(t) + &,...,Ay(t) + 8y))) < 1for all t € [0,1], as well
as dim(Ker(diag(4,(t) + &y, ...,Ay(t) + &y))) = 0 for t = 0,1. Then the continuous path
t € [0,1] = H, = U;diagA;(t) + &y,...,Ay(t) + Sy)U;" has the desired properties. In
particular, the crossing eigenvalues ;lk(t) of H, have derivatives ﬁf{(t) = atﬁk(t) given by

A6 = (D10 | @ H) k(D))

where @, (t) is the (only) unit eigenvector of ﬁk(t) = 0, namely H,¢;(t) = 0 and
l$r (Ol = 1. O

Remark 1.4.2. Let us note the path H, is not constructed by first diagonalizing H, and
then approximating the eigenvalues and eigenfunctions by smoothened versions. In-
deed, this procedure is impossible because Example I1.5.3 in [112] shows that the eigen-
vectors of H, may even not be continuous. Instead, the above proof first approximates
the matrix elements by analytic objects. <o

By homotopy invariance, see Proposition 1.2.4, of the spectral flow as defined in
Definition 1.1.3, one can now compute the spectral flow by the real-analytic path,
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Sf(t € [0,1] — H,) = Sf(t € [0,1] ~— H,),

provided that there is a path of invertible self-adjoints connecting Hj to H, and a path
of invertible self-adjoints connecting H; to H; (which, of course, requires that H, and H,
are invertible themselves). In particular, this is the case for ¢ < min{||Hy 1||’1, |Hy 1||’1}.
By Proposition 1.1.1, the spectral flow of the path t € [0,1] — H, can also be computed
by the alternative formulas (1.1) and (1.2). These formulas lead to yet another expression
for the spectral flow.

Proposition 1.4.3. Ift € [0,1] — H, is a continuously differentiable path with simple and
transversal eigenvalue crossings and invertible endpoints as given in Proposition 1.4.1,
then

Sf(t € [0,1] —» H) = ) sgn(A(0), (113)
A()=0

wheret € [0,1] — A;(t) denote the eigenvalue curves of H, that are continuously differen-
tiable at any eigenvalue crossing and the sum runs over pairs (j, t) such that A;(t) = 0.

As a preamble to the proof, let us recall the Kato continuity and selection theo-
rem. Thus consider a continuously differentiable path t € [0,1] — H, ¢ CV*¥ with
invertible endpoints. At the endpoints 0 and 1, the derivatives are defined as the left,
resp. right, limits of the derivatives, or alternatively using only left, resp. right, differ-
ence quotients. Then by Theorem II 6.8 in [112], the eigenvalues A(t), ..., Ay(t) are con-
tinuously differentiable provided that one chooses the correct branches at level cross-
ings. Moreover, for ¢, € [0,1] let Ay (?),..., 4 (t) be the eigenvalues of H; such that
A () = -+ = A (ty) = 6 € R. Then (e.g., by Theorem II 5.4 in [112]) the derivatives
of these eigenvalues coincide with the spectrum of x5, (H; )(0.H) X5 (H;,) seen as an
operator on Ran(ys, (Hy,)). More precisely,

{/1]’(1(%), Ce ,A;(n(to)} = SpeC(X{é‘}(Hto)(atH)tOX{lg}(Hto)).

Proof. Let us first note that the sum on the right-hand side of (1.13) is finite by the gener-
icity assumption, which also implies that the signs sgn(/l]f(t)) at these points are well
defined. Consider ¢, € (0,1) such that Ker(H,) # {0} and choose a > 0 such that
spec(HtO) N[-a,a] = {0}. Then there is € > 0 such that +a ¢ spec(H,) fort € (t;—¢€,ty+¢).
LetA: (t; — €ty + €) — (—a, a) be the continuously differentiable function representing
the eigenvalue of H, in [-a, a]. Because A’ (ty) # O thereis0 < n < § such that A(t) # 0
fort € (ty —2n,ty +2n) \ {tp}. This implies

sgn(A(ty + ) = —sgn(A(ty - n) = sgn(A'(ty)),

and therefore
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sgn(A'(ty)) = Tr(X(0,q) (Htgm)) = Tr(X(0,a (Htrn))'

Ast € (ty - 2n,t) +21) — X (g0 (Hy) is continuous and thus the integer-valued map
t € (ty — 21, ty +21) = Tr(y(q,00) (Hy)) is constant, one has

sgn(A (t9)) = Tr(X(0,00) Hiy 1)) = Tr(X0,00) (Hty-y))
1. ,
= 5 (Sig(Hy,.y) - Sig(H,, )

= Sf(t € [ty - Nty + 0] — H,).

The concatenation property of the spectral flow, see Proposition 1.2.3, implies the
claim. 0

In some situations, one is confronted with paths which are not generic in the above
sense, and one would not like to deform them into a generic one as in Proposition 1.4.1.
Atypical example is a path with certain symmetry properties. Under a weaker genericity
assumption (so-called regular crossings), it is nevertheless possible to find a generaliza-
tion of (1.13) which uses the notion of crossing form [160, 84, 200].

Definition 1.4.4. Let t € [0,1] — H, = H; be a continuously differentiable path of
self-adjoint matrices. An instant ¢ € [0,1] is called a crossing if Ker(H;) # {0}. Then the
crossing form at t is the quadratic form

T, :Ker(H;) » R, T:(9)=(Pl(0,H);d).
A crossing is called regular if T'; is nondegenerate.

By the above, a crossing t, is regular if and only if all derivatives A;(ty) of eigen-
values contributing to the kernel of H; do not vanish at the point ¢ = ¢,. In particular,
regular crossings are isolated. Moreover, if Hy, H; are invertible, then there is € > 0 such
that Hy + 61 and H; + 61 are invertible for all § € (—¢,€). Then, by Proposition 1.2.4,
Sf(t € [0,1] — H;) = Sf(t € [0,1] — H; + 61). Again appealing to Sard’s theorem, the
complement of the set of common regular values of the eigenvalues A4;, k = 1,...,Nin
(—€, €) has measure zero. Therefore, for the computation of the spectral flow it is suffi-
cient to consider paths t € [0,1] — H, that have only regular crossings. The next result
provides the formula expressing the spectral flow in terms of all crossing forms, in par-
ticular the endpoints are not necessarily invertible. The reader is invited to check that
the boundary terms are correct by inspecting once again Figure 1.1.

Proposition 1.4.5. Let t € [0,1] — H, € C"* be a continuously differentiable path of

self-adjoint matrices with only regular crossings. Then the spectral flow of this path is

1., . 1.
Sf(t € [0,1] = Hy) = 5 Sig(Ty) + Y sigr) + 5 Sig(ry), (1.14)
t€(0,1)

where Sig(T';) denotes the signature of the quadratic formT,.
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Proof. Let us suppose for simplicity that H, and H; are invertible. As already stated, a
look at Figure 1.1 shows how to deal with nontrivial kernels at these points (details are
also given in the proof of Proposition 4.3.6 below). First note that by the above regular
crossings are isolated, thus the sum on the right-hand side of (1.14) is finite. Moreover, if
the path t € [0,1] — H, consists of invertibles, both sides of (1.14) vanish. Consider one
regular crossing ¢, € (0,1). Choose a > 0 such that spec(H, ) N [-a, a] = {0}. Then there
is € > 0 such that +a ¢ spec(H;) for t € (t; — €,t, + €). Form = dim(Ker(HtO)), let

/11>~--’/1m : (to—e,t0+€) - (—a,a)

be the continuously differentiable eigenvalues of H, in [-a, a]. Because ¢ is a regular
crossing, AL(tO) #0fork =1,...,m. Therefore, thereis 0 < n < g such that A, (t) # 0 for
k=1,...,mandt e (ty — 2n,ty + 2n) \ {t,}. This implies

sgn(A(ty + ) = —sgn(Ae(ty — ) = sgn(A (&), k=1,...,m.

Summing over all eigenvalues A, shows

Sig(Ty) = Tr((X{0,a)Hyy+n)) = Tr(X[0,01 (He,—p))-

Ast e (tp - 20ty +20) = Xac0)Hy) is continuous and therefore the integer-valued
continuous map t € (ty — 21, ty + 2n) = Tr(y(q,c) (H,)) is constant, one has

Sig(Ty) = Tr(X{o,00)(He,+q)) = Tr(X[0,00) (Hyy—n))
1, .. .
= E(Slg(HtoJrr]) - Slg(Htgfq))
= Sf(t € [to -n, to + r’] = Ht)

The concatenation property of the spectral flow, see Proposition 1.2.3, implies the
claim. O

1.5 The spectral flow for paths of unitaries

Lett € [0,1] — U; € U(N) be a (not necessarily closed) continuous path of unitary N x N
matrices. For each ¢, the spectrum of U, lies on the unit circle $!. The aim of this section
is to define a spectral flow of this path through -1 € S! in the positive sense. For the
particular case of a closed path, this spectral flow is nothing but the standard winding
number. There are several ways to approach the definition of the spectral flow of a path
of unitaries. One way is to first show that the path can be approximated by a smooth
one (the so-called generic position in differential topology [105]) and then resile to a for-
mula similar to (1.2). Another approach introduces self-adjoint matrices H; = —1og(U;)
by choosing a suitable branch of the logarithm and then applies Definition 1.1.3 to it.
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However, suppose one chooses the branch cut on the positive real axis, then 1is a spe-
cial point which, after all, should intuitively be irrelevant for the spectral flow through
-1 that only depends on eigenvalues close to —1 (this is avoided by the so-called homo-
topy lifting lemma). This expectation turns out to be true, see Section 4.5 which shows
that one may even allow for essential spectrum away from -1, provided the suitable
definition of spectral flow is used which is presented in this section. The basic idea of
this construction goes back to Phillips [147] and will be used later on. Hence this section
serves as an intuitive preparation for the following. Before starting out, let us point the
interested reader to a leisurely introduction of the winding number and its applications
by Roe [161].

Let us begin with a technical preparation. For a € [0, 7), the spectral projections are
denoted by

Pa,t = X{e”’:be[n—a,n+a]}(Ut)’ (115

where ys denotes the characteristic function onto the set § ¢ C. These are the natural
counterparts of the spectral projections (1.6) in the case of paths of self-adjoint matrices.

Lemma 1.5.1. For a unitary matrix U € U(N), there are a number a € [0,7) and a
neighborhood N of U in U(N) such that V. = X pe(n-qrsa)(V) IS @ norm-continuous,
projection-valued map on N.

Proof. There is an a € [0,7) such that '™ are not in the spectrum of U. Then there
exists 7 — a > € > 0 such that the set

N, = { e;(rr+b

ae = ):be[—a—e,—a]u[a,a+e]}
is disjoint from spec(U). The set
N ={V € UN) : Ny nspec(V) = 0}

is open and on this set the function V. = .pez_qn1q;(V) 18 NOrm-continuous as
Xie?be[n-an+a)) 28T€ES With the continuous function f : $' — C defined by

1

1
e X[n—a,n+a](¢) - ((P -(m+a+ e))g)([n+a,n+a+e] (0)
1
+ ((0 -(m-a- e))EX[n—a—e,n—a]((D)~

This concludes the argument. O

By compactness and the previous lemma, it is possible to choose a finite partition
0:t0<t1<'“<tM71<tM:1’

of [0,1] and a,,, € [0,), m =1,..., M, such that
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te [tm—1> tm] = Ayt

is continuous with constant rank. Each projection P, , can be decomposed into

> <
Pa,t = X{e’b:be(n,n+a]}(Ut)’ Pa,t = X{e’b:be[ﬂ*aﬂ)}(Uf)'

This is illustrated in Figure 1.2.

spec(U;) A

to=0 ¢ & ts ty t5 tg tr=1

Figure 1.2: Schematic representation of the spectrum of a closed path of unitary matrices and the objects
used in Definition 1.5.2.

Definition 1.5.2. For a partition 0 = ¢, < t; < --- < tyy4 < ty = 1and a,, € [0,7),
m=1,...,M as above, the spectral flow of the path ¢ € [0,1] — U; € U(N) is defined as

M
Y Tr(P, . -P; P, . +P5 . ).

A >l st Aoty At

Sf(t € [0,1] > U,) =

DN =

3
Ii

Let us first explain how this definition fits together with Definition 1.1.3. For that

purpose, let us first of all note that
Tr(Py, ~ Py,) = Sig(IM(U; )Py,c),

where Im(A) = le(A — A") is the imaginary part of a matrix A and P, is the spec-
tral projection defined in (1.15) (note that this is also the spectral projection of the self-
adjoint operator Re(U,) onto the interval [-1, — cos(a)]). As it is a self-adjoint matrix,
Im(U; )Py, = Pp IM(U; )P, on the right-hand side, one hence takes the signature of a
self-adjoint matrix given by the difference of its positive and negative eigenvalues. The
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projection P, , restricts to the spectrum around -1 in a symmetric way, see once again
Figure 1.2. Note that the self-adjoint matrix P, , Im(U;" )P, , = Im(U;" )P, therefore has
potentially a large kernel, but this kernel does not influence its signature (which only
counts positive and negative eigenvalues). Now replacing into Definition 1.5.2 gives

M
St(t € [0.1) = U) = 5 . (SigIm(U;, )Py, ) - Sig(Im(U;, )P )

m=1

Comparing with (1.7), this clearly shows the similarities with the spectral flow of self-
adjoint matrices. The basic result about the spectral flow is that it is well defined by the
above procedure and it is homotopy invariant.

Theorem 1.5.3. The definition of Sf(t € [0,1] — U,) is independent of the choice of the
partition 0 =ty < t; < --- < tyyq1 < tyy = 10f[0,1] and values a,, € [0,7) such that
t € [ty tnl & Py, ¢ Is continuous.

Proof. For each point t, € [t,_1,t,] for m € {1,2,...,M} added to the partition, the
number Tr(PZm)t* —P;m,z*) is both added and subtracted, thus Sf(t € [0,1] — U,) does not
change. Therefore the definition of the spectral flow is independent of the choice of the
partition.

For m € {1,2,...,M}, let us compare a,, to a), where t € [t,_q,t,] — Py ¢ 1s con-
tinuous with constant rank. Without loss of generality, one may assume a,, > @ As
€' and ¢'*%) are not in the spectrum of U, for any ¢ € [t,, ;. t,,], it follows that
both t € [ty_1pty] — P;;n,z - P, candt € [ty gty = P;',n,t P; . are continuous
projection-valued functions and hence of constant rank, say k> and k<. Thus
- p

[

Tr(P>, -P;

ot

+P;;",t7)
:Tr(P )~ (P, )—Tr(P>,t )+Tr(Pa,t )
=Tr(Pa t)+k>—Tr(P ) -k =Tr(P, . ) -k +Tr(P

=Tr(P, . -P;

<
m am)tmfl + Pamimfl).

Qb at1)+k<

Therefore the definition of the spectral flow is independent of the choice of the values
y, € [0,7) such that t € [t;,_1, ty] — Py is continuous. O

Remark 1.5.4. Note that the spectral flow of paths of unitaries does not only depend
on the endpoints of the path. In particular there are closed paths of unitaries with non-
vanishing spectral flow. For example consider the path t € [0,1] — U, = e?™ of complex
numbers on the unit circle identified with unitary matrices acting on C. This path is
closed with endpoints U, = U; = 1but its spectral flow Sf(t € [0,1] — U;) = 1 does not
vanish. <o
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Some elementary properties of the spectral flow are collected in the following result.

Theorem 1.5.5. Lett € [0,1] — U; € U(N) be a continuous path.

(i) If-1¢ spec(U;) for allt € [0,1], then Sf(t € [0,1] — U;) = 0.

(i) The spectral flow has a concatenation property, namely ift € [1,2] — U; € UNN) isa
second continuous path, composable to the first one in the sense that the endpoint of
the first path is the initial point of the second path, then

Sf(t € [0,2] — U;) = Sf(t € [0,1] = U;) + Sf(t € [1,2] — U;).
(iii) Changing the orientation of the path leads to a change of the sign of the spectral flow
Sf(t € [0,1] > U,) = - Sf(t € [0,1] - U,_,).
(iv) The spectral flow has the reflection property
Sf(t € [0,1] — U;) = - Sf(t € [0,1] » U;).

(V) The spectral flow has an additivity property under direct sums, namely if one has a
second continuous path t € [0,1] — V, € UNN'), then

St(t € [0,1] — U, ® V,) = SE(t € [0,1] — U,) + SE(t € [0,1] > V).

(vi) The spectral flow is invariant under conjugation of the given path by another path
t € [0,1] — W; € U(N) of unitaries

Sf(t € [0,1] — U,) = Sf(t € [0,1] » W, UW,").

Proof. All items follow directly form the definition of the spectral flow. O

Theorem 1.5.6. Lett € [0,1] — U;andt € [0,1] — Ut’ be two continuous paths in UN)
such that Uy = Uj and U, = U] and such that there exists a continuous homotopy between
the two paths leaving the endpoints fixed. Then

Sf(t € [0,1] = U,) = St(t € [0,1] — U)).
Proof. Let us first note that for U,, U; € U(N), both in the same neighborhood N of the

type given in Lemma 1.5.1, and any path t € [0,1] — U; of unitaries from U, to U lying
entirely in N, the spectral flow is

Sf(t € [0,1] = U,) = % Tr(P;, - Py, - Pry +Pgy)

where a = a, is chosen as in Lemma 1.5.1 and the partition is trivial, namely ¢, = 0 and
t; = 1. Therefore the spectral flow is independent of the path in N connecting U to U;.
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Let us denote the homotopy between the two paths by h : [0,1] x [0,1] — U(N),
more precisely, h is continuous, h(t,0) = U, and h(t,1) = Ut’ for all t € [0,1], and one
has h(0,s) = Uy = Ug and h(1,s) = U; = Uj for all s € [0,1]. By compactness, one can
cover the image of h by a finite set {N;, ..., N} of neighborhoods as in Lemma 1.5.1. The
preimages {h™(N\;), ..., h"}(N})} of these neighborhoods form a finite cover of the set
[0,1] x [0,1]. For the Lebesgue number €, > 0 of this cover, any subset of [0,1] x [0,1] of
diameter less than ¢, is contained in some element of this finite cover of [0,1] x [0,1].
Thus, if we partition [0,1] x [0,1] into a grid of squares of diameter less than ¢, then the
image of each square will lie entirely within some N; for [ € {1,..., k}. By compactness,
it is sufficient to show that

SE(t € [0,1] — h(t,s")) = S(t € [0,1] - h(t,s"))

fors',s" € [0,1] with |s' —s"| < % Without loss of generality, one may assume s’ < s’
For a partition 0 = ¢5 < t; < --- < ty1 < tyy = 1such that |t, - t, 4] < % for all
m € {1,..., M}, the image h([t,,_;, tp,] x [, s'']) is contained in one of the neighborhoods
N;forle {1,...,k}. Therefore, by the first paragraph of this proof, one has

SE(t € [tyy_1>tyy] — h(t,8")) + Sf(s € [s',5"] — h(t,,,$))
=Sf(s e [s,s"] = R(tp_1,8")) + SE(t € [ty tm] = h(t,S"))

forallm € {1,..., M}. In conclusion,
M
Sf(t € [0,1] — h(t,s")) = > SE(t € [tyyy t] — h(t,5"))
m=

= % Sf(s € [s,5"] = h(ty_1,9))

+Sf(t € [ty tp] — h(t,s")) - Sf(s € [s',5"] > h(ty, s))
- % S(t € [tyq> ty] — h(t,s"))
=Sf(t € [0,1] = h(t,s")),

where the third step follows from Sf(s € [s',s"] — h(0,s)) = Sf(s € [s',s"] — h(1,8)) =0
as the considered paths are constant. O

Remark 1.5.7. For apath t € [0,1] — A, € CV*¥ of invertible matrices, one can define
the spectral flow as the spectral flow of the unitary phase U, = A,|A,|™

SE(t € [0,1] - A,) = SE(t € [0,1] > T,).

If A; is normal for all ¢ € [0,1], it is possible to label the spectral curves )tj(t) such that
each varies continuously in ¢. When ¢ increases, the spectral curves ¢ — 4;(t) can cross
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the segment [0, 1] x (—o0, 0). One has a spectral crossing of positive signature if there is a
passage through the negative real axis from the upper half-plane to the lower half-plane
or a spectral crossing of negative signature if the passage is from the lower half-plane
to the upper half-plane. If there is a finite number of crossings and no crossings at the
boundaries ¢t = 0 and ¢t = 1, the sum of these signatures over all crossings is equal to
Sf(t € [0,1] — Ap). <o

Up to now, all paths of unitaries were merely assumed to be continuous. In complete
analogy with Proposition 1.4.1, one can deform the path into a real-analytic one with
simple regular crossings. A detailed proof is omitted.

Proposition 1.5.8. Let t € [0,1] — U, € U(N) be a continuous path of unitary matrices.
For any € > 0, there exists a real-analytic path t € [0,1] — V; € U(N) of unitary ma-
trices with |V, — U;|l < € uniformly in t such that all eigenvalue crossings are simple and
transversal, namely dim(Ker(V;) +1y) < 1and -1V 0,Vilger(v,+1) # 0, and, moreover; with
endpoints V, and V; having no spectrum at -1.

Of course, much more can be said if the path is differentiable. First of all, there is
an integral formula related to (1.2) for the spectral flow of self-adjoint matrices.

Proposition 1.5.9. Let te [0 1] » U; € U(N ) be a continuously dijj%rentiable path of

.....

of U, with a enumeration such that each eigenvalue is dlﬁerentlable int. Then

N
SE(t € [0,1] = U,) = Z 21 j dt g'(~(log_(A,(6)) - 17))a, 1og_(A(D),

wherelog_ : C\ [0,00) — C is a branch of the logarithm such that log_(-1) = 171, and
g : R — [-1,1] is as above a smooth function which is equal to -1 on (oo, —€] and
equal to 1 on [€, 0c0) where € > 0 is such that the endpoints U, and U; have no spectrum
in {e‘b : b e [ - €, + €]}. Note that in the integrand on the right-hand side one has
g'(—z(log_()lj(t)) —171)) = 0 unless |)lj(t) —1| < |€* —1| and for those t and j also log_()lj(t))
is well-defined and differentiable.

Just as (1.2), this follows directly from the fundamental theorem. It is also possible
to write out formulas for the spectral flow using crossing forms. Again the proofs are
not spelled out.

Definition 1.5.10. Let ¢t € [0,1] — U, € U(N) be a differentiable path of unitary matri-
ces. Aninstant ¢ € [0,1] is called a crossing if Ker(U; + 1y) # {0}. Then the crossing form
at t is the quadratic form

I, :Ker(U; +1y) = R, Ti(@) = —«(¢|U; 0,U,9).

A crossing is called regular, if I'; is nondegenerate.
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Proposition 1.5.11. Let t € [0,1] — U, € U(N) be a continuously differentiable path of
unitary matrices that has only regular crossings. Then the spectral flow of this path is

Sf(t € [0,1] » U;) = 1Sig(l"o) + Z Sig(T'y) + 1 Sig(Ty), (1.16)
2 te(0,1) 2
where Sig(T';) denotes the signature of the quadratic formT,.

For a closed path, the spectral flow of a path of unitaries reduces to the winding
number which for differentiable paths has further well-known expressions.

Proposition 1.5.12. Let t € [0,1] — U, be a closed path in U(N) which is piecewise con-
tinuously differentiable. Then

1
S(¢ € [0,1] = U)) = % Jdt Te(U;3,U,) (117)
0
1 1
- Jdt 3, log(det(U,)).

Proof. The spectral flow on the left-hand side of (1.17) is a homotopy invariant by The-
orem 1.5.6. Moreover, it is also well known that the winding number integral on the
right-hand side of (1.17) is a homotopy invariant on the set of differentiable closed paths.
Indeed, consider a path s € [0,1] — U, ; of piecewise continuously differentiable closed
loops (in t) of unitaries that is continuously differentiable in s for any ¢. Then

Il
—_— O O——

1
05 J dt Tr(U;0,Uys) = | dt Tr(05U;s0,Up s + Uy 0,05Uy 5)
0

dt Tr(0,U tfsat Uis — 0 U::sas Uts)

dt Tr(~ Utfsas Ui s U:sat Ups + U:sat U U, Zs 05Uys)

Il
o o

where in the first step the derivatives d; and o, were exchanged, the second step used
integration by parts, and the final step uses the cyclicity of the trace. Now one can deform
te[0,1] —» U,toapathte [0,1] — e¥Mp 4 1 — p where n is the winding number and
P e CV¥ is a one-dimensional projection. For the latter path, the equality can be readily
checked and as both sides are constant along the homotopy, the claim follows. O
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1.6 The spectral flow through the imaginary axis

Up to now, the spectral flow of paths of self-adjoint and unitary matrices was considered.
This section briefly discusses what can be done for more general paths ¢ € [0,1] — 4,
of matrices. The most fruitful generalization is to look at the spectral flow through the
imaginary axis where the passage of each eigenvalue is weighted by the orientation
and the algebraic multiplicity of the eigenvalue. The algebraic multiplicity is given by
the dimension of the Riesz projection of the eigenvalue (see Appendix A.1). Therefore let
us introduce several Riesz projections of a given matrix A, namely P~ (A4), P*(A), P=(4),
P<(4), and P=(4) on all eigenvalues having positive, nonnegative, vanishing, negative,
and nonpositive real part. Then the signature of a matrix A will be defined as the number
of eigenvalues with positive real part minus the number of eigenvalues with negative
real part, both counted with their algebraic multiplicities,

Sig(A) = Tr(P”(A)) - Tr(P*(A)).

Based on this, the spectral flow can be defined as in Definition 1.1.3 by

SE(t € [0,1] > 4,) = %(Sig(Al) _ Sig(4g). (118)
It is possible to rewrite this as in (1.9), namely

Sf(t € [0,1] — A;) = % Tr(P~(4,)) + Tr(P”(4;)) - Tr(P”(4y)) - % Tr(P~(Ap)).
With these definitions, one can again verify the basic properties from Section 1.2, except
for the invariance under conjugation (Proposition 1.2.5) and the comparison (Proposi-
tion 1.2.7). On the other hand, one has the following invariance under a continuous path
t € [0,1] — B, of invertible basis changes:
Sf(t € [0,1] — B,A,B;") = Sf(t € [0,1] — A,).

Clearly, the definition (1.18) reduces to Definition 1.1.3 if all A, are self-adjoint. More-
over, if all A; are normal, then by the spectral theorem the real part of an eigenvalue is
given by the eigenvalue of the self-adjoint matrix Re(A) = %(A +A"), also called the real
part of A. Therefore, for a path ¢ € [0,1] — A, of normal matrices A;, one has

SE(t € [0,1] - A,) = SE(t € [0,1] > Re(4,)),

where the right-hand side is a spectral flow in the sense of Definition 1.1.3. In general,
however, such a connection does not hold as is shown by the next example.
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Example 1.6.1. Consider

at 1

tel-aal »—>At:<0 at

>, acR,
which has a spectral flow +2 depending on the sign of a for all a > 0. But

1/0 1
A)=atl+ =
Re(A;) = at +2<1 0)

has spectrum {at + % at - %}. Therefore, for a sufficiently small, the spectral flow of
t € [-a,a] — Re(4,) vanishes. o

1.7 Z,-valued orientation flow of skew-adjoint real matrices

This section considers real matrices A ¢ R¥*N, They can either be considered as R-linear
operators on a finite-dimensional real Hilbert space Hy = RY, or as C-linear operators
on CV that commute with the componentwise complex conjugation, namely satisfying
A = A.If considered as C-linear, then one can dispose the spectral theory of A and the
spectrum is invariant under complex conjugation. Furthermore, let us now suppose that
the matrix A € RV is skew-adjoint, namely that it satisfies A* = —A. As H = 1A is self-
adjoint and has real spectrum, the spectrum of A lies on the imaginary axis. Together
with the invariance of the spectrum under complex conjugation, one deduces the reflec-
tion symmetry

spec(A) = —spec(4) c 1R.

This implies that a skew-adjoint real matrix can only be invertible if N is even. For odd
N, the kernel is necessarily of dimension greater than or equal to 1. Moreover, given
two invertible real skew-adjoint matrices A, and A,, the spectral flow between the as-
sociated self-adjoints H, = 14, and H; = 14, vanishes simply because both H, and H;
have a vanishing signature due to the spectral symmetry. Nevertheless, one can extract
a Z,-valued flow as in [57, 75]. It was called Z,-valued spectral flow in [57], but here we
rather follow the terminology of [75] because there is no spectral flow involved (see the
example below).

Definition 1.7.1. Suppose given two invertible skew-adjoint matrices Ay, 4; € RV,
The Z,-valued orientation flow (along the straightline path) from A, to A, is then defined

by

0f(Ag, A;) = sgn(pf(4y)) sgn(pf(4,)) € Z,.
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Here 7, is viewed as a multiplicative group {-1,1} and pf(4;) denotes the Pfaffian of 4;
fori=0,1

Example 1.7.2. Let Hy = R? and consider two paths, one linear and a second nonana-
lytic path t € [0,1] +— A, of skew-adjoint matrices:

At:(Zt—1)<(1) _01>, At=|2t—1l<(1) _01> (1.19)

The spectra of A, and A, are
spec(A,) = spec(4;) = {(1-2t)s, (2t — 1)}

Thus both eigenvalues form a crossing with a double degenerate kernel at t = % and
the associated spectral flow vanishes. Nevertheless, there is a difference between the
two paths. In fact, for A4,, one can consider the homotopy s € [0,1] ~ A,(s) of paths of
skew-adjoints given by

. -1
A(s) = |2ts - 1] <(1) 0 >

that leaves the endpoints fixed. Then A,(1) = A,, while A,(0) is a constant path with
spectrum spec(A,(0)) = {-1,1} which is actually the straight-line path between A, and
A,. Consequently the spectral crossing of the path A, can be homotopically lifted. On
the other hand, it is impossible to lift the kernel of A,. This defect is encoded in the
eigenfunctions as follows. Viewing A, and A; as nondegenerate skew-symmetric bilinear
forms, results from linear algebra imply that there exists a real invertible matrix B such
that

Al = B*AoB

Actually, here B = (? 5) which exchanges the eigenvectors of the upper and lower branch
of A; att = % This is reflected by the sign of det(B) and this sign is the Z,-valued orien-
tation flow Of(A4,,A;) between the points A, and A, along the straight line path as

pf(B*AyB) = det(B) pf(4,).

Let us stress again that due to the above, this Z,-valued orientation flow is not only de-
termined by the spectrum of the path, but rather depends on the eigenfunctions as well.
However, we will show further below that a path having vanishing kernel throughout
necessarily has a trivial Z,-valued orientation flow. Another important difference be-
tween the two cases in (1.19) is that A, is analytic in t, while A, is not. Let us also note
that in the complex matrices one can deform A, into A, by the homotopy
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s € [0,1] 1 A,(s) = @™ NE=Dgp g (2 _01>.

Hence the reality restriction is necessary for the definition of the Z,-valued orientation

flow. <o
Next let us analyze a few properties of the orientation flow.

Lemma 1.7.3. For invertible skew-adjoint matrices Ay, A; € RN

trices B,C € RN with det(C) > 0, one has

and any invertible ma-

Of(Ao,Al) = Of(Al,Ao) = Of(BAoB*,BAlB*) = Of(CA()C*,Al)
Moreover, if Ay, A} € R™M are skew-adjoint invertibles,
Of(Aq ® Ay, A ® A}) = Of(Ay, Ay) Of(Ag, A,
with multiplication in (Z,,-).
Proof. By definition, Of(4,,4,) = Of(4,,4,). Moreover,
Of(BAB",BA,B*) = sgn(pf(BA,B")) sgn(pf(BA,B"))
= sgn(det(B)) sgn(pf(4,)) sgn(det(B)) sgn(pf(4,))

= sgn(pf(4y)) sgn(pf(4,))
= 0f(4,Ay),

and

Of(CA(C™, Ay) = sgn(pf(CA(C")) sgn(pf(4y))
sgn(det(C)) sgn(pf(4,)) sgn(pf(4,))
= sgn(pf(4y)) sgn(pf(4,))

= Of(Ag, Ay).

Furthermore,

Of(4y ® Ay, Ay ® A7) = sgn(pf(Ag @ 4p)) sgn(pf(A; ® A7)
= sgn(pf(4,)) sgn(pf(4y)) sgn(pf(Ay)) sgn(pf(A7))
= Of(A, Ay) Of(Ag, A}),

proving the last claim. O

The following proposition indicates that the Z,-valued orientation flow can be used
as an obstruction.
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Proposition 1.7.4. Let Ay, A € RN be skew-adjoint invertible matrices. Let there exist
apatht € [0,1] — A, of skew-adjoint invertibles from A to A;. Then

Of(Ao, Al) = 1

Proof. Ast € [0,1] — pf(4;) is continuous and pf(4;) # 0 for all ¢ € [0,1], one has
sgn(pf(4y)) = sgn(pf(4,)). Therefore Of(Ay, 4;) = sgn(pf(Ay)) sgn(pf(4y)) = 1. O

Next let us discuss the concatenation property of the Z,-valued orientation flow.
Proposition 1.7.5. For skew-adjoint invertibles A, Ay, Ay € RV,
Of(4y, A,) = Of(4,, A;) Of(44, 4y). (120
Proof. The claim directly follows from Definition 1.7.1. O

It requires supplementary thought to introduce the Z,-valued orientation flow if the
endpoints of the considered path are not invertible [77]. On the other hand, this issue
is not of importance for the concatenation of a subdivision of a path t € [0,2] — A4,
where 4, and A, are invertibles. Then if A, is not invertible, one can add a skew-adjoint
perturbation W; on the kernel of W; such that A; + W is invertible, and then (1.20)
holds if A, is replaced by A; + W;. This is independent of the choice of W; because the
two modifications cancel out. This fact is important for the definition of the Z,-valued
orientation flow for arbitrary paths in infinite dimension.

However, in this book the definition of the Z,-valued orientation flow for skew-
adjoint real Fredholm operators is not carried out. The reader is referred to the ref-
erences [57, 75, 77]. Let us note though that it is straightforward to combine the above
description of the finite dimensional case with the Phillips approach to spectral flow de-
scribed in Chapter 4. Furthermore, let us note that it is possible to define various other
Z,-valued flows for paths of matrices (or Fredholm operators) having other symmetry
properties. The earliest is the parity introduced in [86] and further studied in the spirit
above in [76], another one with a symmetry in the time parameter ¢ was introduced in
[71] and finally an exhaustive and unifying treatment of Z,-valued flows was given re-
cently in [75]. An alternative approach to the same problem is based on a Clifford algebra
valued flow [37].

1.8 Multiparameter spectral flow

Proposition 1.5.12 states that the spectral flow of a closed differentiable path in the uni-
tary group U(N) is equal to its winding number. On the other hand, it is well known that
the fundamental group of U(N) is equal to Z for all N and that each connected compo-
nent of the loops in U(XV) is precisely labeled by the winding number (e. g., [161]). Hence
the spectral flow establishes a concrete form of the homomorphism

St 7T1(U(N)) — 7, (1.21)
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where the independence of the choice of representative is guaranteed by Theorem 1.5.6.
On the other hand, recall that the higher homotopy groups m; (U(N)) for k € IN are the
pointed homotopy equivalence classes of continuous maps z € sk U, € UWN) from
the k-sphere S¥ to the unitary matrices, with a group structure given by glueing [103].
A famous result of Bott [35] states that for N sufficiently large (in the so-called stable
range)

Z, kodd,
0, keven.

m(UN)) = ‘[

Just as the spectral flow establishes the group homomorphism (1.21), one would now like
an explicit map providing a group homomorphism

ka : ﬂk(U(N)) — 7, kodd.

Similar as the winding number cocycle, this map applied to the dense set of differen-
tiable functions z € S¥ — U, € U(N) will naturally involve integrals and derivatives of
all k variables on S¥. It will therefore be called the k-multiparameter spectral flow and
is given by

Sf(zesk - U,) = (E) Z v JTr((U*dU)Ak), k odd,
Sk

where k!! = k(k - 2)---3 - 1. Another term often used in the physics literature for this
object is higher winding number or an odd Chern number. Of course, the choice of the
normalization factor is crucial to guarantee that the integral is an integer, and the above
isthe standard choice [63, 152, 58]. In fact, there is an index theorem showing that Sf; (z €
$* — U,) is an integer. Moreover, one can compute the integral for the generator of
1, (U(N)) which is given by

k
U, =1z¢1 + z zj;.
j=1

Herez = (zy,...,2y) € sk ¢ R*!and V1> - - -» Vi is anirreducible self-adjoint representa-
tion of the Clifford algebra with k generators, namely y;y; + y;y; = 26;; and each y; is a

matrix of size 2%. A lengthy, but explicit computation then shows Sf(z € sk U, =1
(e.g., [58]). A similar construction can also be done in even dimensions [58], see also
[119]. Furthermore, higher-dimensional generalizations of the index theorem of [14] are
so-called Callias-type index theorems, see [171, 172]. Building on all the above, it is pos-
sible to construct a k-multiparameter spectral flow for paths of self-adjoint Fredholm
operators, anticommuting with a symmetry (see [171, 172]).



2 Applications of finite-dimensional spectral flow

This chapter is about the Bott—-Maslov and Conley-Zehnder indices in a finite-dimen-
sional setting. Both of them can be defined as a spectral flow of unitary matrices, but
what makes these indices particularly interesting is an interpretation as an intersec-
tion number of Lagrangian subspaces. Especially simple is the situation of closed paths
for which the spectral flow reduces to the winding number, see Section 1.5. Hence
closed paths are often considered as a special example, but no further applications
of the winding number are given (see the book of [161]). On the other hand, the ap-
plication of the Bott—Maslov and Conley-Zehnder indices that we focus on considers
open paths. It is based on the intersection theory interpretation and, in particular
addresses transversality and monotonicity aspects: the Sturm-Liouville oscillation the-
ory for the spectral theory of matrix-valued Jacobi matrices. Such Jacobi matrices are
technically less involved than their continuous analogues, namely Sturm-Liouville op-
erators and Hamiltonian systems, but nevertheless allow us to illustrate all essential
features.

This chapter is based on Chapter 1, but otherwise essentially self-contained. Later
on, it is only relevant for Chapter 9, so the reader mainly interested in spectral flow in
an infinite-dimensional setting may directly jump to Chapter 3 or even Chapter 4.

2.1 Bott-Maslov index in finite dimension

The Bott—-Maslov index was introduced independently by Bott [35] and Maslov [133], and
consecutively studied by numerous authors [9, 11, 47, 61, 97, 127, 159, 164, 209, 166, 167,
106]. It is an intersection number associated to paths of Lagrangian planes in a finite-
dimensional Krein space. In many applications (such as classical mechanics), the Krein
space is real and thus reduces to a symplectic vector space. The classical theory of the
Maslov index is developed in this context [133, 9, 11, 159], but no real structure will be
used here. It turns out that the intersection number defining the Bott—-Maslov index is
tightly linked to the spectral flow of unitary matrices as discussed in Section 1.5, via
the so-called stereographic projection. Bott’s initial motivation was to study the spectral
properties of matrix-valued Sturm-Liouville operators [35] and the discrete analogue of
this, oscillation theory for block Jacobi matrices, will be discussed as an application in
the following Sections 2.4 and 2.5. Maslov’s motivation rather came from semiclassical
analysis where the Bott—Maslov index is relevant for a correct choice of phase factors
[133]. Very influential was also the paper by Arnold analyzing the Bott-Maslov index
from the point of view of differential topology [9]. Here the theory is developed for finite-
dimensional complex Krein spaces, following [166, 167]. In Chapter 9 it is then extended
to infinite-dimensional Krein spaces.

Let us consider the even-dimensional complex vector space C*. The euclidean
scalar product of ¢,1 € C? is denoted by (¢|y)) = ¢*i) where the second notation
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alludes to ¢ and y as frames for one-dimensional subspaces spanned by these vectors
(more general frames will be introduced on the next page). On C2" act the matrices

1 0 0 -1
]:<o —1)’ I:<1 o)’ @)

where all block entries are of size N x N. Both define a sesquilinear form on C* by
(9l¥); = ¢*Jy and (9|}, = ¢ Iy which equip C®" with a so-called Krein space structure
[29,20,100]. When I is restricted to R ¢ (CZN, one also speaks of a real symplectic vector
space [115]. Let us also note that J and I induce quadratic forms ¢ ¢ C? — ¢*J¢ and
¢ € C — ¢*Ip on C. Of course, these forms and the two matrices J and I are related,
namely

i = CJe, (2.2)

where C is the Cayley transform given by

1 /1 -1
e:%<1 11)_ 2.3

This allows working in either representation and we choose to focus on j. All of the
concepts and results below directly transfer to results formulated with I.

The central object of this section and actually most of the chapter are J-Lagrangian
projections. First recall that a square matrix P is called an orthogonal projection pro-
vided that P = P* = P% Further recall that there is a tight connection between projec-
tions and subspaces, namely associated to each projection is the subspace Ran(P) given
by its range, and inversely associated to every subspace there is an orthogonal projec-
tion. Moreover, the dimension of a projection is the dimension dim(Ran(P)).

Definition 2.1.1. An orthogonal projection P € C2*? is called J-isotropic if and only

if PJP = 0. Further, N-dimensional J-isotropic projections are called J-Lagrangian. The
set of all J-Lagrangian projections is denoted by P(C*,J) and called the J-Lagrangian
Grassmannian.

Note that the dimension of any J-isotropic projection is less than or equal to N. More-
over, J-Lagrangian projections are maximally J-isotropic projections in the sense that
for any J-isotropic projection P there is a projection P’ such that P+ P’ is a J-Lagrangian
projection.

Based on the equivalence between subspaces and projections, one calls a subspace
& ¢ C¥ J-Lagrangian if the restriction /| of J to & vanishes, namely if ¢*Ji = 0 for
all ¢,1 € &. For the description of P € P(C?',]), the concept of a J-Lagrangian frame
is useful. By definition, this is an 2N x N matrix @ of full rank N such that ®*J® = 0.
The frame is called normalized if, moreover, ®*® = 1. Associated to a frame is then a
J-Lagrangian projection P = ®(®*®)'®* and a J-Lagrangian subspace & = Ran(®). Note
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that, if @ is a J-Lagrangian frame for P, then so is A where A € GL(NN, C) is an invertible
matrix.

Lemma 2.1.2. An orthogonal projection P € P(C?) is J-Lagrangian if and only if JP] =
1-P.

Proof. Let($,),-1..y be an orthonormal basis of Ran(P). Then @ = (¢, ..., ¢y) € C2VV
is a normalized frame for P, and (J@,,),,-; .y is an orthonormal set of vectors which are
form a basis of C2. Moreover, (®,]®) is aﬁitary and J® is a frame for 1 - P, that is,
1-P=J®(J®)* = JO@®*] = JP]. Conversely, multiplying JPJ] = 1 — P by P from the left
and J from the right shows PJP = 0. O

Let us note that JP] = 1 - P can be rewritten as J(1 — P)] = P so that J-Lagrangian
projections always come in pairs which span orthogonal subspaces. Another comment
concerns the symmetry Q = 1 - 2P associated to the projection P. If P is J-Lagrangian, it
satisfies JQJ = —Q. Hence Q is odd with respect to J, but often the relation is also called
a chiral symmetry of Q.

For the following, one needs to specify a reference J-Lagrangian projection P, with
associated normalized reference frame ®,.; which we choose to be

1/1 1 1 /71
Pref:£<1 1)! q)ref:%<1>~ (2.4)

Then also set € e¢ = Ran(Py) = Ran(P), and furthermore Pyos = JPror [, P = JPre,
aswell as Epop = J €y

Definition 2.1.3. The singular cycle lPsing(CZN ,J) in P(C™,]) consists of those J-La-

grangian projections having a nontrivial intersection with &,

IPsmg((CZN,]) = [P e P(C*,]) : & = Ran(P) satisfies dim(& n &%) > 1}.

ref

The singular cycle has a natural stratification by dim(€ n &;). As will be shown
below, it is moreover two-sided in the sense that a path ¢t € [0,1] — P; € P(C¥, J) can
pass through Py, (C*", ]) from left to right or from right to left. Following [9], the Bott—
Maslov index is then defined as the weighted sum over all intersections along the path.

Here we give an equivalent definition which is based on the following fact:

Proposition 2.1.4. The J-Lagrangian Grassmannian is bijectively mapped onto the uni-
tary matrices U(N) by the stereographic projection Il : P(C*", ) — U(N) defined by

1/1 U
IP) =0, PZE(U* 1), 2.5)

or alternatively by
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G 1(1 U
I (U)—2<U* 1). 26)

Moreover,
T(Pging(C™,))) = {U € UW) : dim(Ker(U +1)) > 1}.
More precisely, if ¢ = Ran(P) and U = II(P),

dim(& N &5,p) = dim(Ker(U +1)). 2.7
Proof. Let us consider the symmetry Q = 1 — 2P. The relation JQJ = —Q then implies
that Q = (_J. 7U) is off-diagonal in the grading of J, and Q* = 1 then shows that the off-
diagonal entry U € C¥¥ is indeed unitary, as the notation suggests. Thus P = %(1 -0Q)
is of the form given in (2.5). Note that a normalized form for P is then given by

® = %(11]) 2.8)

Let us now verify (2.7). First of all, let & = Ran(®) and &;,; = Ran(Py,). One readily
checks U +1 = 2(®~,)*Jd. Hence the claim is

ref

dim(Ran(®) N Ran(®y,)) = dim(Ker((®5;) J®)),
as the kernel on the right-hand side is clearly independent of the choice of the frame ®
representing €. Let us begin with the inequality <. Suppose there are N x k matrices c, d
of rank k such that dc = @y,d. Then (Pyyp) *JOC = (D) *J Ppepd = 0, showing that indeed

(o) *J® has at least a kernel of dimension k. Conversely, if ¢ is an N x k matrix of rank

k such that 0 = (@) JPC = (pep)* (c), then a k-dimensional subspace of Ran(®) is
orthogonal to Ran(®,¢) (with respect to the euclidean scalar product) and thus lies in

the orthogonal complement Ran(®;y). O

For a J-Lagrangian plane & given by the range of a J-Lagrangian projection Pg, its
stereographic projection is defined by

T(E) = I(Py). 2.9)

Remark 2.1.5. Let us spell out the algebraic relations that Proposition 2.1.4 provides for
a J-Lagrangian frame @ for P ¢ P(C?,]), namely P = ®(®*®)'®*. Let a,b ¢ CVV
denote the matrix entries of ® = ({). Then J-unitary is equivalent to a*a - b*b = 0. As @
is of rank N, one can hence conclude that 0 < ®*® = a*a+b*b = 2a*a = 2b*b, which in
turn implies that a and b are both invertible. Moreover, one has U = II(P) = ab™L. o

Based on Proposition 2.1.4, Arnold’s two-sidedness of IPsing((CZN ,J) is easily ex-
plained: All elements of a small neighborhood of P, are such that II(P) has an eigen-
value close to —1 and it is to the left if its imaginary part is positive and to its right if
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its imaginary part is negative (of course, the choice of left and right is arbitrary here).
A path through P, now either passes from left to right, or vice versa, depending on the
direction in which the eigenvalue passes through —1. All this supposes that the inter-
section is simple and transversal, namely in a so-called generic position (which can be
assured by differential topological arguments). On the other hand, these issues become
irrelevant if the Bott—-Maslov index is directly defined as a spectral flow:

Definition 2.1.6. Let t ¢ [0,1] — P; be a path in the J-Lagrangian Grassmannian
P(C*, ). Its Bott-Maslov index is defined by

BM(t € [0,1] — P,) = Sf(t € [0,1] > TI(P,)).

Let us stress that Definition 2.1.6 does not require the path to be closed, which differs
from part of the literature and is needed for several applications in which one naturally
has to deal with open paths. Of course, closed paths lead to stronger stability results
which will hence be stated separately. From its definition, the Bott—Maslov index never-
theless inherits all the properties of the spectral flow stated in Section 1.5: path reversal,
concatenation, homotopy invariance, additivity, etc. No further detail will be given here.
Also the Bott—Maslov index of paths of I-Lagrangian planes and its properties are not
spelled out explicitly.

Another important point is that the Bott—-Maslov index depends on the choice of the
reference j-Lagrangian subspace .. The choice (2.4) leads to II(Pef) = 1. If one is in-
terested in a general situation of intersections through an arbitrary given J-Lagrangian
subspace 7, then the following statement is of interest. Its proof is essentially identical
to that of Proposition 2.1.4.

Proposition 2.1.7. Let € and F be J-Lagrangian subspaces with associated J-Lagrangian
projections Pg, Py € P(C?,]). Then

dim(& N F*) = dim(Ker(II(P4) “TI(Pg) +1)). (2.10)

Therefore the following is a straightforward generalization of Definition 2.1.6.

Definition 2.1.8. Let t ¢ [0,1] — P; be a path in the J-Lagrangian Grassmannian
P(C*®,J) and let F be a J-Lagrangian subspace with associated J-Lagrangian projection
P € P(C™,]). Its Bott-Maslov index through ¥ is defined by

M(t € [0,1] — (P, P,)) = SE(t € [0,1] > TI(P5)*TI(P,)).

We will later on see that the transitive Mobius action of J-unitaries always allows
choosing F = & ¢ so that then P4 = P, see Corollary 2.2.11.

Lett € [0,1] — & be a path of J-Lagrangian subspaces and let P, denote the
J-Lagrangian projection onto &,. If the path t € [0,1] — Pg is continuous the Bott-
Maslov index of the path ¢ € [0,1] — &, through a J-Lagrangian subspace ¥ is given by
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BM(t € [0,1] = (5, €,)) = BM(¢ € [0,1] = (P4, Pg)). @.11)

From this formula it is clear that another straightforward generalization is to con-
sider the Bott—-Maslov index also for paths ¢t € [0,1] — (&, &;) of pairs of Lagrangian
subspace. Also this case can be reduced to Definition 2.1.6, see also Chapter 9.

Let us now consider the special case of a differentiable path of J-Lagrangian sub-
spaces. Then one can use the following formulas. The first is useful to analyze the
transversality of the path, the second for the computation of the winding number inte-
gral.

emma 2.1.9. Lett € N = = t e a differentiable path of (not necessart
L 21.9. L [0,1] = @ = (%) be adi jable path of ( ily
t

normalized) J-Lagrangian frames with associated projections P, = ®,(®; d)t)‘ltbf . Then
U, = II(P,) satisfies

Ut*atUt = (bfl)*(q’ffatq’t)(bfl)
and
Tr(U; 8,U;) = Tr((a,) " 0,a, — (b)) ';by).
Proof. AsU; = atb;1 by Remark 2.1.5, one has
U;0,U;, = (b;") a; ((3,a) - acb; ' (9:b)b; .
As

-1

@ ab = a;U = a; (U;)" =a(a)) b} = b},

this concludes the proof of the first identity. As to the second one,

Tr(U; 0,U;) = Tr(be(@) ™ (@@ ()™ ~ a,(by) ™ @b)(b) ™))
= Tr((ar) "'9,a, - @:b)(b) ™).
Alternatively, one can take the trace of the first formula and use the cyclicity together
with the identity b;*(b;")*a; = a;". O
Combined with Proposition 1.5.12, one deduces the following:

Corollary 2.1.10. Lett € [0,1] = @, = (') be a closed path of J-Lagrangian frames which
t
is piecewise continuously differentiable. Then P, = ®,(®; tbt)‘ld);‘ satisfies

1

1 . )

BM(t € [0,1] = P) = 5 J de Tr((a) "0,a, — (b)) 3,b,).
0
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2.2 J-unitary matrices

For the application of the Bott—Maslov index in the next section, it will be necessary to
introduce invertible linear maps that preserve the Krein space structures. These are the
so-called J-unitary and I-unitary 2N x 2N matrices T and M which satisfy T*JT = J and
M*IM = I, respectively. Note that these relations imply that T and M are invertible. The
set of all matrices satisfying these relations form two subgroups of the general linear
group GL(C, 2N):

u(c™,]) ={T € GLN,C): T*JT = J},
U(c™,I) = {M € GLQN,C): M*IM =1I}.

The group U(C?, J) is also called the generalized Lorentz group of signature (N, N) and
often denoted by U(NV, N). It follows from (2.2) that the Cayley transform connects these
two groups via

eru(c®, e =u(c®, 1. 2.12)
The group U(C?", ) contains the symplectic group as the following real subgroup:
SP(2N,R) = U(C*,I) n GL2N, R).

This section is only about the complex theory so that this reality constraint will not play
any role. Furthermore, everything will be spelled out for the Lorentz group U(C?",]).
Based on (2.12), it can readily translated into claims on IU((CZN .

Let us note that when T € U(C?", ]), then also the inverse T~ is in U(C?", J). Taking
the inverse of the relation T*JT = J also shows that T* is in U(C*,J) so that this group
is =-invariant. The group can be written out more explicitly using N x N matrices 4, B,
C, D. More precisely,

A B o
( ; D> e u(c,)) 213)
if and only if
A*A-C"C=1, D'D-B'B=1, A'B=C'D. (214)

One reads off that D*D = 1+ B*B > 1 and thus D is invertible, Moreover,
I <1 |BD <1

Due to #-invariance, one further has DD* = 1+CC* sothat D 'c(D™'C)* =1-D'(D})* <
1. In particular, D7l < 1. Similarly, A is invertible. Let us also note that u(c, J) has
a subgroup
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U(c®,]) nU@N) = U(N) ® U(N), 2.15)

explicitly given by the diagonal J-unitaries diag(Uy, U;) where Uy, U; € U(N).

Remark 2.2.1. In the above and also in the following, the focus is on the Lie group of
J-unitary matrices and their spectral and geometric properties. The group U(C?, ) has
the Lie algebra ]Bsa((CZN ,J) formed by the J-self-adjoint 2N x 2N matrices H satisfying
JH*] = H. Note that Bg,(C*, ) is a real vector space and for all H € Bg,(C*",]) with
|H|| < 1one has

ezH € U((CZN,])
and
CH) = (H - M)(H +11)"' e UCH,)),

namely exponential and Cayley transform of J-self-adjoints are J-unitary. <o

In the following, some elements of the spectral theory of J-unitaries will be used.
Even though this can be found in the monographs [29, 20, 100], we include the basic
properties needed here. The spectrum spec(T) of a J-unitary T has the reflection prop-
erty

spec(T) = (spec(T))_l, (2.16)
which follows directly from the identity
w1 wy—1 __ *
T-21=]((T*)" -21) = —zJ(T*) (T -7 '1)'J.

Also some facts about spectral projections of a J-unitary T will be relevant. Let hence
A c spec(T) be a (separated) spectral subset and recall that the Riesz projection of T on
Ais

dz -1
Ry=0p—(21-T), 217
A ggm (21-7) 1)

where I' is a curve in C \ spec(T) with winding number 1 around each point of A and
0 around all points of spec(T) \ A. Let us stress that R, is (in general) not self-adjoint.
Standard facts about Riesz projections are recalled in Appendix A.1.

Proposition 2.2.2. Let T be a J-unitary, A c C a spectral subset and its S'-reflected set
givenby 0) ' = {z € C:Z* € A} Then

(RA)* = ]R(ﬁ)*lj

and
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Ker(R,)* = JRan(R ),

where the orthogonal complement is with respect to the euclidean scalar product. In par-
ticular,

dim(Ran(R,)) = dim(Ran(R z+))- (2.18)

Proof. First of all, let us note that indeed (A)~! is in the spectrum of T, and thus by the
spectral mapping theorem one also knows that A is in the spectrum of T, Let us take
the adjoint of formula (2.17),

Ry)® = 4) ;Em(zl -7
P

where T is the complex conjugate of T, hence encircling A instead of A. It is also positively
oriented even though the complex conjugated of the path T would have inverse orien-
tation, but the imaginary factor compensates this. Thus Ry(T)* = Rz(T") if one adds the
initial operator as an argument to the Riesz projection. As T* = JT Y,

(Ry)" 135 (@a-1Y7,

concluding the proof of the first identity. As to the second,
Ker(Ry)" = Ran(R,) = Ran(JR 3+/) = J Ran(R z,1),

so that the proofis complete. O

The following result now shows how one can construct two J-Lagrangian subspaces
from a hyperbolic J-unitary (one which has no eigenvalues of unit modulus).

Proposition 2.2.3. Let T be a J-unitary with spec(T) n S = 0. For A = spec(T) n B;(0),
let €< = Ran(R,) and € = Ran(Rc,,) be the subspaces of contracting and expanding
directions for T. Then £° and & are J-Lagrangian subspaces.

Proof. By hypothesis and (2.18), both €< and &~ are half-dimensional. Moreover, Propo-
sition 2.2.2 shows that they are J-isotropic. O

Let us note that the orthogonal projections on €< and £ can be constructed from
the Riesz projections. More generally, from a Riesz projection R,, one can now construct
a (self-adjoint) projection P, onto Ran(R,) by setting

* =14
Py = Ry\(RyR,) R,.
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Remark 2.2.4. All the spectral properties of J-unitaries have a counterpart for the J-self-
adjoint operators, the essential difference being that the reflection on the unit circle
becomes reflection on the real axis. <o

Next let us turn to the polar decomposition in U(C?, J) and an important corollary
of it.

Proposition 2.2.5. Let T ¢ lU((CZN ,J) have the polar decomposition T = W|T| where
1
IT| = (T*T)2 and W is unitary. Then |T| € U(C®,]) and W € U(C®,]) n U@2N).

Proof. As U(C?,]) is a *-invariant group, also T* € U(C?,]) and therefore one has
T*T € lU((CZN ,J). By Lemma 2.2.6 below, one also has |T| € IU((CZN, ). Finally, it follows
that W = T|T|™* € U(C?,]) as a product of two J-unitaries. O

Lemma22.6. Let T = T* ¢ U(CH?,]) be a self-adjoint J-unitary and f : R — C
a function that is continuous on a neighborhood of spec(T) U spec(T~1). Then one has
JF(T)*] = f(T™). In particular, if T > 0 and s € R, then T® is also a self-adjoint J-unitary.

Proof. Letg: R — C, g(x) = Z%:o a,,x™ be a polynomial that agrees with f on the set
spec(T) U spec(T ™), namely such that f lspec(ryuspec(t-1) = 8lspec(ryuspec(r-1)- Then, as T is
J-unitary, one obtains

T(17)" =g(1™) =F(17).

M=

M
JFDT=JgD) T =Y au(T*))" =
m=0

0

3
I

This is then applied to f(z) = z° as function on the half-space Re(z) > 0 which is real on
the real axis, so that J(T*)*] = T™5 = (T%)"L. O

Corollary 2.2.7. The group U(C*",]) is path connected.

Proof. The path s € [0,1] — W?®|T|® connects a J-unitary T = W]|T| to the identity.
Here W* is defined using any branch cut, e. g., on the negative real axis. Due to Proposi-
tion 2.2.5 and Lemma 2.2.6, one has |T|* € U(C?, ). As to W, one can argue similarly,
or use that W ¢ U((CZN ,J) is equivalent to W = JWJ = diag(W,, W_) with W, € U(N) so
that also W* = diag(W;, W?) € U(CH,]). In conclusion, the path lies in U(C®,]). O

The group U(C?, J) of J-unitaries naturally acts on the J-Lagrangian Grassmannian
IP((CZN ,J). On J-Lagrangian subspaces &, the action is easy to write out:
grang P y

(T,&) — TE.
If ® is a normalized frame for &, then the action becomes

(T, ®) — TO|TD|
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where the positive factor [T®| ™ € CV*V assures that the right-hand side is again a nor-

malized frame. On projections, the formula looks a little more involved, which is why
the notation T - P is introduced by

(T,P) e U(C™,]) x P(C™,]) +> T - P = TPT*|TPT* | 2TPT* € P(C?,)).

Note here that |TPT*| is not an invertible matrix, but it is bijective on the range of
TPT*.Let us also comment that one can check that this is indeed a group action, namely
S-(T-P) =(ST)-PforS,T ¢ IU((CZN, J). Under the stereographic projection II, this
action becomes the action of the group U(C?,]) via operator Mébius transformation
(also called canonical transformation or fractional transformation) on the unitary group
which is defined by the following equation and also denoted by a dot:

A B _ -1
<C D>~U—(AU+B)(CU+D) .

Note that indeed CU + D = D(D’1CU + 1) is invertible because ||D’1C|| < 1and the right-
hand side (AU + B)(CU + D)! is unitary.

Proposition 2.2.8. The Mobius action implements the group action of U(C?,]) on
P(C?N, ) under the stereographic projection

INT -P) =T I(P). (219

Proof. One way to check this is to realize that the action on frames in the form (2.8) can
be read off the identity

1 (AU +B 1 /T-U
T = —( ) = —( ) CU + D).
vi\cv+p) = 5\ 1 JEUD)
This directly implies the claim. O

Proposition 2.2.9. The action of U(C?,]) on P(C?,]) is transitive. More precisely, for
each pair P, and P of J-Lagrangian projections there is a T € U(C®,J) n U(2N) such
that T - Py = P,. The J-Lagrangian Grassmannian P(C?,]) is path connected.

Proof. Let Uy = II(Py) and U; = II(P;). Then T = diag(U;, Uy) is J-unitary and satisfies
T - U, = U;. The second claim now follows from Corollary 2.2.7. O

Now let us come to a first application of the above action. Suppose given a path
t — P, € P(C?,]) and a J-unitary T € U(C?,J), one naturally obtains another path
t—T-P,e lP((CZN ,J). Its Bott—Maslov index can be computed in terms of that of ¢ — P;,
albeit with respect to a different reference Lagrangian plane.

Proposition 2.2.10. Lett € [0,1] — P, € P(C?,]), F aJ-Lagrangian reference plane and
T € U(C®,]) n U@2N). Then
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BM(t € [0,1] — (P, T - P,)) = BM(t € [0,1] > (Pp+ 5, P,)). (2.20)

Proof. Set V = II(P). Furthermore, let £, = Ran(P;) and U; = II(P;). According to (2.10),
BM(t € [0,1] = (P4, T - P,)) is given by counting the intersections T€, N F*. Now
(T*F) ={peC® :¢"T* P =0 Vi € F}

= {peC® : (Tp)" P =0 Vi € F}

=T'5*
so that ¥+ = T(T*F)* and

TE, NTF =T(E, n(T*F)).
As T is hijective,
dim(TE, n F+) = dim(&, n (T*F)"),

showing that the intersections of the two sides of (2.20) are of the same dimension. It
remains to show that they also have the same orientation. For this purpose, let us first
note that Proposition 1.4.1 allows approximating the path by a differentiable one (even
only with simple transversal eigenvalue crossings; strictly speaking, Proposition 1.4.1
addresses paths of self-adjoints, but it readily transposes to paths of unitaries). For the
computation of the two spectral flows as given by Definition 2.1.8, one can then invoke
Lemma 2.1.9 to analyze the orientation of the eigenvalue crossings of the two paths in
(2.20). For that purpose, let T = diag(W,, W_) with W, e U(N). For the path on the
left-hand side, the crossing form (without factor 1) is

(V* T Ut)*at(V* T- Ut)lKer(V*T~U,+1)
= (V" W+UtW_*)*6t(V* W+UtW—*)|Ker(V* W, UW*+1)
= W—(Uz*atUt)Wj |W_ Ker(V*W,U+W_)°
while for the right-hand side it is
(T* V) U) 0((T" - V) Ud)ler(r-vywsny = Us 0tV ercwvw, v,0)
= Ut*atUt|Ker(V*W+U,+W,)'
Hence the eigenvalue crossings are also in the same direction. O

Corollary 2.211. Lett ¢ [0,1] — P; € P(C?,]) and F be a reference J-Lagrangian
subspace. Then there existsa T € U((CZN ,J) N U(2N) such that

BM(t € [0,1] — (P, P;)) = BM(t € [0,1] — T - P,).
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Proof. Due to Proposition 2.2.9, (T’l)*&r = &,f for a suitable T ¢ U((CZN ,J) N U(2N).
Thus applying Proposition 2.2.10 concludes the proof. O

For closed paths, the following can now be said.
Proposition 2.2.12. Lett € [0,1] — P; € P(C®,]) be a closed path. Then for any
J-Lagrangian reference subspace ¥ and any T € U(C?,]), one has
BM(t € [0,1] = (P4, T -P;)) = BM(t € [0,1] = P;).
Proof. By Corollary 2.2.11, one can choose T’ € U(C?,]) n U(2N) such that

BM(t € [0,1] = (P4, T -P;)) = BM(t € [0,1] = (T'T) - P,).

By Definition 2.1.6 and the hypothesis, the Bott—Maslov index is given by the winding
number of a closed path. As U(C?, J) nU(C?") is path connected by Corollary 2.2.7, T'T
can be homotopically deformed into the identity. Hence the homotopy invariance of the
spectral flow implies the claim. O

Another scenario to obtain a path of J-Lagrangians (and thus an associated Bott—
Maslov index) is to have a path of J-unitaries

tT, = (?f i‘), .21
t t

and then, given a fixed J-Lagrangian projection P € P(C*, ), to consider t — T,-P. After
applying the stereographic projection, this provides a path ¢t — U, = II(T; - P) = T; - II(P)
of unitaries. For the analysis of transversality of this path and an explicit computation of
its winding number (and thus the associated Bott-Maslov index as in Corollary 2.1.10),
the following result is then useful.

Lemma 2.2.13. Let t — T, be a differentiable path in U(C?,]) and P € P(C*?,]). Then
U; = II(T; - P) € U(N) satisfies

. U\ (U
Uy 0U; = <_i> (atTt]Tt )<_i> >
and
Tr(U; 0,U;) = 2Tr((1 - P)(0, TJT; ),

where P, = T; - P.

Proof. Let® = ({) be a frame for P so that V = II(P) = ab™!. Lemma 2.1.9 applied to the
(not normalized) frame @, = T,;® implies
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U;3,U, = ((C,a + Deb) ™) @* (T} Jo, T,)®(C,a + Deb) . (2.22)

Using the identity

®(Ca+Dh) ! = (‘{) (CV+D) =T;! <L17f> :

together with

(1) (T3, T) T, = J (O, TJT, )],

implies the first claim. This immediately implies the second claim. An alternative proof
is given in Proposition 9.5.11 below. O

For closed paths of the type t — T - P, it is again particularly simple to compute
the Bott—Maslov index. It will be shown in Section 2.3 that the outcome is in fact the
Conley-Zehnder index.

Proposition 2.2.14. Lett € [0,1] — T; ¢ U(C™,]) be a closed differentiable path. Then

BM(t € [0,1] — T, - P)

1
1 _ _
o JdtTr((At +B,) '0,(A; + B,) — (C, + D;)3,(C, + D)),
0

where the matrix entries of T, are denoted as in (2.21). In particular, the Bott—Maslov index
BM(t € [0,1] — T; - P) is independent of P € IP((CZN ,J), a fact that also holds without the
differentiability assumption.

Proof. Because the path is closed, the Bott—-Maslov index is given by a winding num-
ber and thus is homotopy invariant. Therefore, one may deform P to P, for which
U, = I(T, - Pres) = (A, + B)(C, + D) as T,®p = 2‘%(‘2::;). Replacing in the expres-
sion for the winding number leads to the claimed formula (alternatively, one can use
Corollary 2.1.10). As to the very last claim on the independence of P for only continuous
paths, one can use the homotopy invariance of the winding number under a homotopy
s € [0,1] = (T)® - P, from P to a fixed reference Lagrangian projection P, where
T € UCH,]) N U@2N) is such that P = T - P O

One can further combine Lemma 2.2.13 with Lemma 2.1.9 and consider paths in
P(C®,]) of the type t ~— T, - P,. This leads to a formula that allows to analyze their
transversality. Closed paths of this type are considered below.

Lemma 2.2.15. Lett < [0,1] — @, be adifferentiable path of (not necessarily normalized)
J-Lagrangian frames with associated P, = ®,(®; ®,)"'®;. Further let t — T, € U(C™,])
be differentiable and consider the path t — T,-P, € P(C?,]). Then U, = II(T,-P,) satisfies
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%) @) (%) - ) @isaeon

W@m:<

where now b, is the entry of T,®, = (§+).
t

Proof. Again using the first identity of Lemma 2.1.9, one finds
U7 90, = (b7) (1) Ja(T @)y

Using the Leibniz rule and the arguments of the proofs of Lemmas 2.1.9 and 2.2.13 allows
to conclude the computation. O

Proposition 2.2.16. Lett € [0,1] — P; € lP((CZN,]) andt € [0,1] —» T; € lU((CZN,]) be
closed paths. Then for any fixed P € P(C?,]), one has

BM(t € [0,1] > T, - P,) = BM(t € [0,1] > T, - P) + BM(t € [0,1] — P,).

Proof. Because the path is closed and the Bott—-Maslov index is given by a winding num-
ber;, one can deform the path homotopically to

= [Ty-Py  tel0,l],

Pt _ 0" +2t [1 2]

Ty 1Py, te[31]

without changing the winding number. The concatenation property of the winding num-
ber combined with Propositions 2.2.12 and 2.2.14 then allows to conclude the proof. O

2.3 Conley-Zehnder index in finite dimension

It is a well-known fact that the graph of a symplectic matrix is a Lagrangian subspace
with respect to a suitable quadratic form. This algebraic fact transposes to Krein spaces
(C™,]). The graph of a J-unitary is then a subspace of C*¥ on which one has to choose
a suitable sesquilinear form J such that the graph is a J-Lagrangian subspace. Then the
theory of Section 2.1 readily transfers. In particular (and similar as in Proposition 2.1.4),
there is a stereographic projection of the graph providing a unitary matrix on C2¥ which
allows studying the intersection with a suitable reference J-Lagrangian subspace @,
in a convenient manner. Given a path of J-unitaries, its Conley-Zehnder index is then
nothing but a Bott-Maslov index of the path of the J-Lagrangian subspaces given by
graphs of J-unitaries.
Let T be a J-unitary matrix. Then its graph

Sy = Ran((lea T)G)) - Ran<<;)> e
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is Lagrangian with respect to the Krein form (-J) @ J on C*". Moreover, the diagonal
Ran((})) c C" is another (-J) @ J-Lagrangian subspace and therefore

Ran((;,)) n Ran<<i11)) - {(;’;) . ¢ € Ker(T + 1)} 2.23)

and, in particular,

dim(Ker(T ¥ 1)) = dim(““(@)) n Ran<<¢11)>>

can be computed as the dimension of the intersection of two (-J) & J-Lagrangian sub-
spaces in C*V. In order to apply the intersection theory developed in Section 2.1, let us
use the basis change to the canonical Krein form J = diag(1, -1) on C*":

F((-Ne])F=], F (2.24)

O = O O
O O = O
O O O =
= O O O

Then it is natural to associate to T € U(C?', ]) the operator
T=F1eT)F e u(c™,)).

Its range Ran(T) is then equal to the transformed graph G; = FSy.
Let IT denote the associated stereographic projection in the Krein space (C*",]). Asa
reference projection and reference frame, we will then use the F-transformed diagonal

FQ) =G
~ 1/1 1 —~ 1 /1
Pref = E <1 1) s (Dref = ﬁ <1> . (225)

Note that while this looks the same as in (2.4), the entries are of double size here. One
has TI(P,f) = 1and FP,sF = P, as well as Gy = Ran(Td,¢), s0 that TP, € P(CH,])is
the orthogonal projection on G;. Moreover, the reference plane & ¢ = Ran(P,) satisfies

dim(Ker(T - 1)) = dim(S; N €,¢), dim(Ker(T + 1)) = dim(G7 NJE,e).  (2.26)

Now it is natural to look at the stereographic projection of the graph which is denoted
S(T) because of its connections to scattering theory explained further down.

Theorem 2.3.1. To a given T € U(C?,]) let us associate a unitary S(T) by

S(T) = T(S7) = T(Prer) T(T - Preg) € UN). @27
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IfT = (45), then

A-BD'C BD1> _ <(A*)1 BD1>

S(T) =
D < -p'¢ D -p'¢ p?!

The nonlinearmap T € IU((CZN, J) — S(T) € U(2N) is a continuous dense embedding with
image

{(3 g) cURN):a,6 ¢ CNXNinvertible]» . 2.28)

Proof. Asnoted after (2.13),onehasD*D > 1and DD* > 1so that Dis invertible (similarly
A is invertible). Now as

, (2.29)

y)
VS
~N =
N———
Il
O = o
O o =

the lower 2 x 2 block is invertible. Hence one can normalize f‘(%) to a frame by multi-
plying by its inverse. According to Remark 2.1.5, the upper 2 x 2 entry is the associated
stereographic projection, namely

S(T) = ﬁ(Ran(f(%)))

IRk
:<é f)(—Dl—lc D(il)'

From this the first formula for S(T) follows, and the second results from the relations in
U(CH,]). Clearly, its upper left and lower right entries, the matrices denoted by a and
§in (2.28), are invertible.

Finally let us show that themap T € U(CZN ,J) — S(T) € U(2N) is surjective onto
the set (2.28). Indeed, given an element of this set, it is natural to set D = §1B= Bé“l,
C = -67'y,and A = a—BS'y. With some care one then checks that the defining equations
stated after (2.13) indeed hold.

To show that the set given in (2.28) is dense in U(2N) let us consider a unitary matrix

U= <a B) c UQN),
y 6

where a is not invertible. Because U is unitary, a*a + y*y = 1 and therefore y maps
Ker(a) bijectively onto y Ker(a). Thus there is u : CV — C" mapping y Ker(a) onto
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Ker(a*) and such that gy : C¥ — CV is a partial isometry with Ker(uy) = Ker(a)* and

Ran(uy) = Ker(a™). Clearly,
0
V, =exp <zt <H* g))

is unitary for all t € R and

U_<a+1tyy B +1tué

T \y+ituta 6+1ty*ﬁ>+0(t)'

As a maps Ker(a)* bijectively onto Ran(a) = Ker(a*)* and u8 maps Ker(a) = Ker(u8)*
isometrically onto Ran(u8) = Ker(a*), the map a+1tuy : CV — C" is invertible for t + 0
and its inverse is bounded by ||(a + 1tyy)"1|| < Cltl‘1 for some constant C > 0 and |t| < 1.
Therefore the upper left entry of V,U is invertible for ¢t # 0 sufficiently small. A similar
argument shows that for ¢ # 0 sufficiently small and € > 0 there is a unitary W such that
1 - W] < € and such that the diagonal entries of WV, U are invertible. This implies the
last claim. O

Proposition 2.3.2. Given T € U(C?,]), one has
S(-T) =-JS(T)J
and
S(N)* =S(T)™" =S(T7") =JS(T*)).

Proof. The first claim follows directly from the definition. The first equality of the sec-
ond set of identities holds as S(T') is unitary. The second can directly be checked using
the defining equations of U(C?",]). Using T™! = JT*/, one next finds

S(T*) _ ( A—l C*(D*)—1> _ < A—l A—lB )

_(D*)—IB* (D* )—1 _CA—l (D*)—l
and
_ A1 —alB Al -c*(D")7!
S(T™Y = = . 2.30
( ) <CA—1 (D*)—l> <(D*)—1B* (D*)—l ) ( )
This shows the last claim. O

The following result states that there is a tight connection between the eigenvalues
1and -1 of T and S(T).

Theorem 2.3.3. Let T and S(T) be as in Theorem 2.3.1. Then

Ker(T - 1) = Ker(S(T) - 1), Ker(T +1) =] Ker(S(T) +1).
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Proof. While this follows from (2.23) and the results of Section 2.1, let us provide a direct
proof. One has for all vectors ¢, @', ¥, ¥’ € I,

sof3)-(5) = 1(3)-(%)

as can readily be seen by writing everything out:

(" ) = (€20

In particular, studying an eigenvalue A of T, one has

sof)=(4) = 7(9)-1(3)
or similarly for eigenvalues A of S(T):
sm(&ﬁ) - A(l’;) = T(;{;) - (f/)’/,’) 2.33)

Both equations are particularly interesting in the case A = +1:

so(f)-(8) = 1)) em

This equivalence proves the theorem. O

Remark 2.3.4. The transformation (2.31) from T to S(T) can be visualized as follows:

y ———— ¢

¢ ————— ———— '

In a quantum-mechanical setup, the box in the middle is referred to as the sample. The
(transfer) matrix T transfers left states to right states, while the (scattering) matrix S(T)
maps incoming states to outgoing states. Having this picture in mind, the eigenvalue 1
of T appearing in Theorem 2.3.3 allows constructing periodic solutions of a periodized
system in which the same sample is repeated periodically. Similarly, the eigenvalue -1
of T corresponds to antiperiodic solutions (having a double period). Let us note that the
conventions are different than in [21] where a formulation closer to scattering theory
was chosen. This implies that the off-diagonal entries in S(T) each have an extra sign. <

Remark 2.3.5. If (¥) is an eigenvector of T e U(C?,J) with eigenvalue A off the unit
circle, then [[y|| = [|¢]. Indeed, by (2.32) and the fact that S(T) is unitary and therefore
isometric, it follows that
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I + P11 = A1 + gl
As || # 1, the claim follows. <o

Theorem 2.3.3, as well as the connection between eigenvectors, can easily be
adapted to study other eigenvalues on the unit circle. Indeed, if Tgp = z¢ for z ¢ S,
then also (zT)¢ = ¢. But the operator zT is also J-unitary so that one can apply the
above again to construct an associated unitary. This shows the following:

Proposition 2.3.6. Let T = (45) be a J-unitary so that, for z € S,

(A% -1 -1
z(4°)" BD ) (2.35)

S@T) = < -p'c zp™
Then
Ker(T - z1) = Ker(S(zT) - 1).

Therefore, the unitaries S(zT) are a tool to study the eigenvalues of T which lie
on the unit circle. Let us focus again on z = +1. Theorem 2.3.3 concerns the kernel of
S(T) ¥ 1. It is natural to analyze how much more spectrum S(T) has close to +1, or, what
is equivalent, how much spectrum the self-adjoint operator

Re(S(T)) = 5 (S(T) + (1))
has close to +1. For this purpose it is useful to have an explicit expression for Re(S(T)).
Proposition 2.3.7. Let T be a J-unitary and S(T) as above. Then

Re(S(T)) = A+ T)(1+T*T) 1+ T)* - 1.
Proof. Let us begin by calculating
1 o 1 *
Re(S(T)) = E(S(T) +8(T)") = E(S(T) +1)(S(M) +1) -1

Next let us rewrite (2.29) as

ﬁ(l) _ (S(T)) <1 0) .

T 1 C D

Hence

sma-( () 5) -aen(t5)

so that
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cetsmy-darn(d O (2 €Y aerra

But using the identities (2.14), one finds

(2 gf(; 9)-laer

Replacing shows the claim. O

Now we can define the Conley-Zehnder index of a path of ¢ — T of J-unitaries [62]
(which, strictly speaking, also goes back to the work of Bott [35]). There are two possible
choices, namely one can either choose to focus on the eigenvalues +1 or -1 of T;. Due
to (2.26), this corresponds to the intersections of the graph Gy, with €,¢ or with J€,f,
respectively, or yet otherwise stated, the spectral flow of ¢t — S(T;) through 1 or -1,
respectively. Here we will choose the second possibility, which then fits with the spectral
flow of unitaries as defined in Section 1.5. Let us stress that this is merely a choice in the
present finite-dimensional setup, but in the infinite-dimensional setting of Chapter 9 the
Fredholm condition is chosen such that one has to consider the spectral flow through -1
(as is done here).

Definition 2.3.8. Givenapatht € [0,1] — T; € IU((CZN ,J), the Conley-Zehnder index is
defined as

CZ(t € [0,1] = T;) = BM(t € [0,1] — (J&yer, 51.))- (2.36)
The Bott—-Maslov index on the right-hand side of (2.36) is taken in the Krein space
(C4Nj). Of course, one can also come back to the Krein space (<C4N , (=) @) by multi-
plying by F and then
CZ(t € [0,1] = T;) = BM(t € [0,1] = (F_, 97,)),
where F, = Ran(( J_}l)), in which the minus sign results from the choice of counting eigen-
value passages of T, through —1. Alternatively, if one is interested in counting the eigen-
value passages through 1 (often corresponding to periodic solutions), then

CZ(t € [0,1] > —T,) = BM(t € [0,1] > (F,, 7).

Furthermore, applying the stereographic projection II, one then immediately deduces
that

CZ(t € [0,1] > T,) = Sf(t € [0,1] — S(T})),
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where the spectral flow of unitaries on the right-hand side is the spectral flow through
-1, see Section 1.5. The following formula allows to analyze transversality issues of a
given differentiable path of J-unitaries.

Lemma23.9. Lett — T, = (A Bt) be a differentiable path in U(C?",]). Then

. 1 0\ .. 10
S(T) " 0,S(Ty) = <—D71Ct D—l) (Tt ]atTt) <_D—1Ct D—l)-
t t t

t

For a vector ¢, € C¥ satisfying T.¢; = ¢, one has S(T;)¢, = ¢, by (2.34) and

0 S(T) 0 S(T)P; = ¢; T, JO, ;9.
For avector ¢, € C? satisfying T;¢; = —¢., one has S(T,)]¢, = —J¢, by (2.34) and

S ST OS(TIP, = ¢: T, JOT P
Proof. First of all,

S(Tt)*atS(Tt) = ﬁ(Tt ref) oIl ( Pref)
Now one can apply (2.22) to get
S(Tt)*B,S(T[) = (bt ) ref(T ]atTt) refbt ’

where b, is the lower component of T,®,s, namely

_ 1 0
b! = \/§< o _1>.
t -D;'Cc, D,

Next
T,70,T;, = F1e T, )FF(J ® ])FF(0 ® 3, T,)F = F(0 & T, JO,T,)F,
and the formula for S(T;)*9,S(T;) now follows from the identity

_, 1
Bt FO© AFByg = 24,

substituted into the above. Finally, if T;¢; = ¢, then

(e, o9 =2

asone checks directly by decomposing ¢, in upper and lower components. The last claim
is verified in a similar manner. O
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For the computation of the Conley-Zehnder index of a closed path it is again use-
ful to have an explicit formula for the winding number cocycle at one’s disposal, see
Proposition 2.3.11 below.

Lemma 2.3.10. Let t — T, be a differentiable path of J-unitaries with diagonal entries A,
and D,. Then

Tr(S(T,)*8,S(T;)) = Tr((4,) 8,4, — (D,)'0,D,).

Proof. Itispossible to derive this result from Lemma 2.3.9, but we provide a direct proof
(as in [21]) because it is not any longer. Let us drop the index ¢ and also simply write
0 = 0;. The J-unitarity of T and T* is equivalent to the following identities:

A*"A=1+C"C, D'D=1+B*'B, A'B=C'D,
AA* =1+BB*, DD*=1+CC*, AC"=BD".

As already noted, A and D are thus invertible. Now
. A1 -A7B @an?t  Bp!
Tr(S(T)*0S(T)) = T
s asm) =1 (( g 1) (praeys o))
=Tr(A"0(a") " + A7'BoB*(4") " + A'BB*0(A") "
+(D*) 'B*3BD™ + (D*) 'B*BoD ™! + (D*) 'aD ™).

Now let us replace BB* and B*B by the above expressions in the third and fifth sum-
mands:

Te(S(T)° 3S(T))
= Tr(A*9(A") " + A'BoB*(4*) " + (D*) 'B*3BD ' + DOD ™)
= Tr(A*3a(A*) " + (4*) 'a™'BoB* + D\(D*) 'B*0B+ DaD ™)
(

= Tr(A*3(A*) "' + (4A4%)'BOB* + (D*D) 'B*0B+DaD ™).

Now replace AA* and D*D in terms of B and use (1 + B*B)'B* = B*(1+ BB*)™\. Again
using the cyclicity, one finds

Tr(S(T)*0S(T)) = Tr(A*9(A*) " + (1+ BB*) '9(BB*) + DaD ™)
= Tr(A*9(A%) " + (4A*) '0(4A%) + DOD™)

= Tr(-(A%) 04" + (AA*) (3AA* + A0A*) - D"'9D),

which implies the result. O
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Proposition 2.3.11. Let t € [0,1] — T; be a closed path of J-unitaries with diagonal en-
tries A; and D, which are piecewise continuously differentiable. Then

1

CZ(t € [0,1] - T,) = % Jdt Tr((A,) 0,4, — (D,) 3,D,). 2.37)
0
Proof. Proposition 1.5.12 combined with Lemma 2.3.10 implies the claim. O

Corollary 2.3.12. Let t — T, = (4 5) be a closed path in U(C*, ]). Then for P € P(X. ),
CZ(t € [0,1] — T,) = BM(¢ € [0,1] - T, - P).

Proof. By an approximation argument, one can assume the path to be continuously dif-
ferentiable. Let us deform the path ¢t +— T, via the homotopy hy(T,) = T,|T,|™ for s €
[0,1]. This homotopy is indeed inside the J-unitary matrices (see Proposition 2.2.5). Then
hy(T,) = T, and hy(T,) = T,|T,|™! € UC?,]) n U(CH). Matrices in U(C,]) n U(C™)
are diagonal, so that one has a path of diagonal matrices. For such diagonal matrices in
U((CZN J)n IU((CZN ), the formula in Proposition 2.2.14 coincides with (2.37). Therefore,
using the homotopy invariance of the winding numbers defining the Conley-Zehnder
and Bott-Maslov indices, one deduces

CZ(t € [0,1] > T,) = CZ(t € [0,1] — hy(T,))
BM(t € [0,1] + hy(T}) - Prer)
BM(t € [0,1] > T, - Pyer)
BM(t € [0,1] ~ T, - P),

concluding the proof. O
Finally, let us combine Corollary 2.3.12 with Proposition 2.2.16.

Corollary 2.3.13. Lett € [0,1] — P, ¢ ]P((CZN,]) andt e [0,1] — T; € IU((CZN,]) be closed
paths. Then

BM(t € [0,1] — T; - P;) = CZ(t € [0,1] — T;) + BM(t € [0,1] — P,).

2.4 Oscillation theory for finite Jacobi matrices

Classical Sturm-Liouville oscillation theory [16, 8] shows that the number of zeros of a
formal solution to a Sturm-Liouville equation at a given energy (a second-order ordi-
nary differential equation of a particular type) is equal to the number of bound states
below that energy. This number of zeros can also be understood as the spectral flow
of the Priifer phase associated to the solution which in turn is the Bott—-Maslov index of
the solution if the equation is understood as a first order Hamiltonian system. This point
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also allows us to deal with matrix-valued Sturm-Liouville equations [35, 10] which is of
importance for many applications. For example, linearizing the geodesic equation leads
to the Jacobi equation which is a matrix-valued Sturm-Liouville equation [35]. Instead
of analyzing the oscillations of one solution in the space variable, it is also of great in-
terest to study the oscillation of the solution on the energy variable. This provides an
effective approach to the spectral theory of the Sturm-Liouville operator. Both types of
oscillation are linked and provide complementary insight [173].

It is well-known that tridiagonal Jacobi operators are the discrete analogues of
Sturm-Liouville operators. In particular, their spectral theory can be understood via
oscillation theory in the energy variable [166, 167, 78]. As an application of the Bott—
Maslov index and hence spectral flow, this will be explained in detail in this section.
A matrix Jacobi operator of finite length L > 3 is a matrix of the form

Vi 4
AV, A
AL v
H; = . . . , (2.38)
Vi A
AV

,,,,,,,,,,

complex N x N matrices. The scalar case corresponds to N = 1. The aim in the following
is to compute the spectrum of H;, namely to find those E € R for which there exists a
nonvanishing state ¥ € C* such that the Schrédinger equation holds:

Hyy* = EyF. (2.39)

Remark 2.4.1. It is always possible to consider the particular setup where the A, are
positive. Indeed, one can attain this by a gauge transformation, namely a strictly local
unitary G = diag(G, ..., Gy) with N x N unitary matrices G,,n =1,...,L. Then

GV,GE  GAG]
(G143G5)"  GVoGy  GpAsGy
. (G,A3G3)"  G3V3Gy
GH,G" = .

GL1Vi1Gr 1 G 4ALG]
(G 4ALG))"  GLViG;

Now one can iteratively choose the G,,. Start out with G; = 1. Then choose G, to be the
(unitary) phase in the polar decomposition of A, = G,|A,|, next let G5 be the phase of
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G,A; = G3|G,A,], and so on. One concludes that GH; G* is again of the form of H; given
in (2.38), but with positive off-diagonal terms. From now on, one may thus suppose that
A, > 0foralln = 2,...,L. For periodic Jacobi matrices as considered in Section 2.5,
it is not possible to construct such a gauge transformation G. In fact, a periodic Jacobi
matrix models a ring through which there can be a magnetic flux. In order to directly
use the formalism also in Section 2.5, we will therefore keep the A, as general invertible
self-adjoint matrices. <o

Next let us introduce the 2N x 2N transfer matrices My, by

((151—Vnmn1 —AZ) 0
Al 0 )

n

ME =

n

=1...,L, (2.40)

with A; = 1. Of crucial importance is that, for a real energy E € R, the transfer matrices
are in the group U(C?, I),

(My) 1My =1,
with I as in (2.1). Also their products

ME(n,m):MmeE n>m,

m+1>

are I-unitary. It is also useful to set ME (n,n) =1and ME (n,m) = ME (m, m)’1 forn <m.
The transfer matrix ME (n, 0) is the equivalent of the fundamental solution of a Sturm-
Liouville operator (rewritten as a first order system).

The eigenvalue problem (2.39) at energy E € R will now be considered as an equa-
tion for vectors yf = (l/}’,?; In=1..L € CM composed of vectors w’,f ¢ CV. The tridiagonal
form of H; then leads to

An+1¢]r:;+1 + an,bf; + A:; lﬁﬁ_l = Elﬁi, (2.41)
forn=2,...,L -1, together with the (Dirichlet) boundary conditions
E E E E | 4% E E
Ay + Vi = EYy,  Viyr +Apyr 4 = EYy. (2.42)

Equation (2.41) is also called the three-term recurrence relation because ¥~ can be
computed from l,bf; and l,bf;_l. In particulay, if two neighboring values are known, then
all others can be computed. This produces a vector which, however, typically does not
satisfy both boundary conditions (it can only do so if E happens to be an eigenvalue
of H; ). Regrouping two neighboring vectors into

lpE _ <An+ll/)§+1>
n— E >
Vn

one can then rewrite (2.41) using the above I-unitary transfer matrices M,f as

wE - migt (2.43)
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This equation will also be used for 2N xN matrix-valued ‘Pf; ,which are then I-Lagrangian
frames (if the initial condition ‘Pg is I-Lagrangian). Furthermore, (2.43) can be iterated

wh o MEeE | on=1,..,L (2.44)

This forces one to fix the initial condition IIJE .In order to satisfy the first boundary con-
dition in (2.42) automatically, let us therefore choose

1
vk <0> e Ct N, (2.45)

which is a left Dirichlet boundary condition. Clearly, the rank of ‘Pg is N and it satisfies
(‘I’g )*IWE = 0, s0 that it is an I-Lagrangian frame. Hence its range spans an I-Lagrangian
subspace of C2V. As the transfer matrices are I-unitary, it follows that also the range of
ll’f; spans an I-Lagrangian subspace. In particular, ‘I’f isan I-Lagrangian frame. Now the
dimension of the intersection of the associated I-Lagrangian subspace Ran(ll’f ) with the
right boundary condition

= (1)

which is also an I-Lagrangian subspace, is equal to the multiplicity m® of E as the eigen-
value of Hy,

mF = dim(Ran(¥E) n Ran(¥y)). (2.46)

Indeed, any vector in the intersection yields a solution of the Schrédinger equation (2.39)
also satisfying the right boundary condition in (2.42), and vice versa. This establishes the
connection hetween the eigenvalue problem of matrix Jacobi operators and the inter-
section theory of Lagrangian subspaces.

In order to apply the theory of the Bott—-Maslov index developed in Section 2.1 di-
rectly, let us apply the Cayley transform € to pass to J-unitary transfer matrices lying in
the generalized Lorentz group U(C?, )

T = eMre*, TF(n,m) = eM*(n,m)e*,
as well as to J-unitary frames and projections

A A A A ARCAR
Explicitly, one finds

TE

n

1 ((E VDAL — (AL + ALY (E - VA + (A —A;1)>
2\E-VA - 1A - A (E-VA +u(AL +AN)
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The right boundary condition then becomes

Dpgq = C¥ha5

L

namely ®yq = 1(7!) = —1®p, so that comparing with (2.46) gives

mE = dim(Ran(®f) n Ran(@2;))

ref

= dim(Ker(II(P})) + 1),
where the second equality follows from (2.7). It is hence natural to set

UL =TI(PE) e ().

n

This unitary is called the matrix Priifer phase. By the above, the matrix ULE has an eigen-
value -1 if and only if the matrix H; has an eigenvalue E. To count all eigenvalues be-
low some E € R, one hence has to count the number of intersections of the path of
J-Lagrangian planes e € (—co, E] — P} with Py, or equivalently the number of passages
of eigenvalues of e € (—co, E] — Uj by —1. This is not automatically the Bott-Maslov in-
dex though which takes into account the orientations of the passages. However, the fol-
lowing result, a core fact of oscillation theory, is that all these passages are in the same

direction and that they are transversal.

Theorem 2.4.2. The multiplicity of E as eigenvalues H; is equal to the multiplicity of -1
as eigenvalue of ULE . Moreover,

l(Uf)*aEUf > 0.
1

As a function of the energy E, the eigenvalues of ULE rotate around the unit circle in the
positive sense and with nonvanishing speed. Furthermore, for E € R \ spec(H})

#{eigenvalues of H; < E} = BM(e € (-00,E] + P})
= Sf(e € (00, E] + Uj through -1).

Proof. The first claim was already proved above. For the proof of the positivity, let us
introduce N x N matrices af and b% by

E
E a
e = (bf )
They are invertible and UL = af (b*)™! = ((a¥)™)* (bF)*. Now
(UF)"9:UF = ((b5) )" [(a")"0pa — (bF) 20" (bF) .

Thus it is sufficient to verify positive definiteness of
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1[(a") 0" - (1) 9" = 2 (0f) "Jop0f = () 10,

where (2.2) was used. From the product rule, it follows that

L
aEIPf = ZMI{S n+1(aEM ) Mflpg
n=1
This implies
E\* E L E\* EusE
(IPL) Iog¥] = Z(lpo) (Mn 1° M1) ( ) I(aEM )( ne1 My )IP0~
n=1
One checks that
AAan™ o>
M bl
() @) - (A
and thus

: BN A AT 0
() 1wt = 3 (w8 (a7 O vyl
n=1

Clearly, each of the summands is positive semidefinite. In order to prove a strict lower
bound, it is sufficient that the first two terms n = 1,2 give a strictly positive contribution.
Hence let us verify that

AADTT 0 A,AD™T 0
<( 101) 0) (Ml) <( 202) 0>Mf>0.

As A; and A, are invertible, this positivity is equivalent to

10 re (1 0\ f
<0 0>+(M1) <0 O>M1>0.

Using the notation BE = (E - VDAY ! one thus just has to note the invertibility

(o )6 0 Ge )

This proves the claimed positivity. All other claims now follow from the discussion
above. O

In view of Theorem 2.4.2, it is of interest to study the whole path E € R — ULE .AsH;
has NL eigenvalues, the spectral flow of this path has to be equal to NL. The following
proposition shows that this path is actually closed so that the spectral flow of the path
E € R — UF reduces to a winding number.
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Proposition 2.4.3. The matrix Priifer phases satisfy, forn > 1,

lim Uf =1
E—+o0

Hence the paths E € R — UL and E € R — PE are closed and the Bott-Maslov index of
the latter is

BM(E € R — P.) = nN.

Proof. We will freely use the notations of the proof of Theorem 2.4.2 with n = L. The

crucial observation is that all objects ‘Pfl @ﬁ, at , and b are polynomials in E. Hence

U! is a rational function in E. As U¥ is unitary for all E € R, it is clear that the limits
limg_,,, UF exist. Now

@k = eM* (n,0)w5

_ % (1 _1111> (E"Anld--All g) <;) +OE™)

1 (A A" .
)

Thus a® = LEMA;---Ap)~ + O(E"™") and b* = EMA;---Ap)~" + O(E") so that
Uf = a®(b")™ = 1+ O(E™). As already indicated above, the last claim follows from
Theorem 2.4.2, but it is also possible to carry out an explicit computation. O

Let us stress once again that this section only considered the oscillation theory of
Jacobi operators in the energy variable. For (renormalized) space oscillation theory, the
reader is referred to [8, 78, 190, 173].

2.5 Oscillation theory for periodic Jacobi matrices

In this section, the spectral theory of a periodic Jacobi matrix of the form

v, A4 A
ALV, Ay
AL v,
Y = G 2.47)
VL—l AL
A AV,

.....
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entries in the upper right and lower left corner. They periodize the system which can
thus be thought of as a ring. Other than for H; given by (2.38), the gauge transforma-
tion as in Remark 2.4.1 only allows rendering 4,, n = 2,..., L, positive. Hence all phases
(corresponding to magnetic fields) are concentrated in A;. The periodic Jacobi matrix
is the discrete analogue of a periodic Sturm-Liouville operator. Bott’s work [35] consid-
ered precisely such operators because they appear naturally as the Jacobi equation for
a closed geodesic. For the study of their spectral theory, Bott developed the intersection
theory as described in Sections 2.1 and 2.3.

Again the aim here will be to find eigenvalues E € R of H}*' for which there exists
a nonvanishing state ¥ € C* such that the following Schrédinger equation holds:

HP'yF = Byt (2.48)

Again these eigenfunctions can be constructed using the transfer matrices M,’f, with
n=1,...,L, defined in (2.40), but now A, being as in (2.47). The Schrodinger equation is
equivalent to

E E ExwE
Wy = (ML My )IP0>

for a nonvanishing vector W% = (Aé)‘ﬁf). Therefore one islead to study the eigenvalue 1 of
the full transfer matrix '

E E E
M* =M ---My.

Then set
TE = emter.

According to Theorem 2.3.3, this can be achieved by studying the eigenvalue 1 of the
unitary S(TE ) € U(2N), namely

dim(Ker(HP®" - E1)) = dim(Ker(S(T*) - 1)).

This implies the first statement of the following result:

Theorem 2.5.1. The multiplicity of E as eigenvalues H:*" is equal to the multiplicity of 1
as eigenvalue of S(TE). Moreover;

1s(TE)"aEs(TE) > 0.
1

As a function of the energy E, the eigenvalues of S(TE) rotate around the unit circle in the
positive sense and with nonvanishing speed. Then for E € R \ spec(H: ),

#{eigenvalues of H'" < E} = Sf(e € (-0, E] — S(T°) through 1).
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Proof. Based on Lemma 2.3.9, the claimed positivity follows from the positivity of
%(TE )*JopTE. This was already checked in the proof of Theorem 2.4.2. All other claims
follow immediately from the setup. O

2.6 Bound states for scattering systems

There are numerous extensions of the basic energy oscillation theory presented in Sec-
tion 2.4 to block Jacobi operators on infinite-dimensional Hilbert spaces. Here block Ja-
cobi operators H on the infinite discrete line are considered which are perturbations of
a given periodic block Jacobi operator Hy,,.. The perturbation H — H,, is supposed to be
of finite rank. This is the most elementary setup of quantum scattering theory, already
considered in [21]. It is known that the perturbation leads to bound states and it is the ob-
ject of this section to access these bound states by oscillation theory which again uses the
theory of the Bott—Maslov index and the spectral flow. The result is also in the spirit of
relative oscillation theory [7, 81] where one compares two Jacobi operators, here given
by H and H,,. As part of the preparations for the main result (Theorem 2.6.5), also bound
states of half-space restrictions of Jacobi operators will be considered. This section also
serves as a preparation for Section 9.7 where bound states of higher-dimensional scat-
tering systems are analyzed which then requires the Bott—-Maslov index in an infinite-
dimensional setting.

Let us begin by describing the matrix Jacobi operator H. Formally, it is a (two-sided)
infinite matrix of the form (2.38) associated to two sequences (4,),cz and (Vy,),ez of
respectively positive and self-adjoint N x N matrices. It will be considered as a self-
adjoint operator on the Hilbert space £%(Z, CV). The Schrodinger equation Hy* = Eyf
will be considered for all sequences §f = (l/)f)nEZ of vectors zpfl ¢ €Y, and not only
square-integrable states from ¢%(z, CV). Explicitly written out, it becomes

E E E E
An+ll/)n+1 + Vnwn +Anwn—1 = Ewn' (2.49)

This is also called the three-term recurrence relation because %., can be computed
from zpﬁ and lﬁifl, so that the solution i is fixed by two neighboring values (which are
often chosen to be ng and wf ). Regrouping two neighboring vectors into

1P]g _ <An+ll/)g+l)
n-— r >
Un

one can then rewrite (2.49) as in (2.44) using the I-unitary transfer matrices Mf :

(2.50)

n-1° n

(E1- VA, —An>

wE - pMEet L ME - (
neoon Al 0
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This equation will also be used for 2N x N matrix-valued ‘Pﬁ , which just as in Section 2.4
are then I-Lagrangian frames (if some initial condition is I-Lagrangian).

Let us now state the hypothesis specifying the scattering situation: there are N x N
matricesA > 0and V = V* such that foralln ¢ {1,...,L},

A=A, V,=V.

Thus H only has varying matrix elements on L sites. If also the matrix entries on those N
sites are equal to A and V, one obtains a periodic Jacobi operator Hp,. It can be analyzed
using the transfer matrix
ME = <(E1 - K)A‘l —A>.
A 0

It is well known that the spectrum spec(Hy,,) of Hy,, is purely absolutely continuous
spectrum and consists of at most N intervals, e. g., Appendix A in [17]. Furthermore, H
has the same absolutely continuous spectrum, but may, moreover, have a finite number
of further eigenvalues not lying in spec(Hy,,). Each such eigenvalue, also called bound
state, corresponds to a square-integrable solution of (2.49) and it is the aim of this section
to show how these eigenvalues can be accessed by oscillation theory.

The operator H,,,, is specified only by A and V and hence it is not surprising that its
spectrum can be read off the transfer matrix.

Proposition 2.6.1. E ¢ spec(Hper) — spec(ME) NSt +0.

Proof. We only prove the implication “<” because the other is essentially obtained
by the reverse procedure combined with Bloch-Floquet theory. Let et belong to the
spectrum spec(M*). Let w = (wy, w;) € C @ C" be the corresponding eigenvector, that
is,

MEw = e%w.

The second line of this equation is A™'w; = e’ewl. As A™! has trivial kernel, this shows
that neither w, nor wy is vanishing. The first line then becomes

Ew, = e%Aw, + Vw, + e Aw,.

Therefore i € £%°(Z)®C" defined by y(n;) = e'w, satisfies HyerYh = Ey. From this one
can now readily construct a Weyl sequence for Hy, at energy E. Let y;, € ¢4(7)» C" be
the indicator function to [-L, L]. Then [y ¥ = O(L%) and set ¥; = x ¥/ lx ¥l It follows
that ||(Hper -Ey;l = O(L‘%), and we conclude that E € spec(Hper). Let us note that
by translating the ¥; one can also obtain an orthonormal Weyl sequence so that E is
actually in the essential spectrum of He;. O
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Proposition 2.6.2. For E ¢ spec(Hp,), the subspaces eb< and &> spanned by all
eigenspaces of M with eigenvalues of modulus less than 1 or larger than 1 respectively
are I-Lagrangian.

Proof. Let RE< and RE™ be the corresponding Riesz projections. If
A = {z e spec(MF) : |z| < 1},

then in the notations of Proposition 2.2.2 one has RE< = R, and RE” = R Proposi-

tion 2.2.2 holds for an I-unitary just as for a J-unitary, so that one concludes (RF<)*
I*RE>I. Thus

(RE,<)*IRE,< — (RE,<)*(RE,>)*I — (RE,>RE,<)*I — 0’
implying the claim. O
Let us now introduce the two unitaries
wh< =m(eehs), wh =m(eer),

where here the subspaces are identified with their orthogonal range projections (in or-
der to avoid yet another notation). For their analysis, it is helpful to provide another ex-
pression and this also leads to another useful interpretation of these unitaries. Let H,,
and HI;er be the (Dirichlet) restrictions of H. per {0 EZ(IN cy ) and €2(IN’ cy ), respectively,
where N = {1,2,...} and N~ = {..., -1, 0}. Clearly, one has spec(ngr) > spec(Hpe,) and
spec(Hpe,) O spec(Hye), by a standard Weyl sequence argument. All new points of the
spectrum are called bound states of Hy,, and Hy,,, respectively. Such a bound state with
energy E € spec(H, per) \ spec(Hp,,) is always given when the Dirichlet boundary condi-
tion leads to a square 1ntegrable solution (which in this case will be exponentially decay-
ing at +00). The Dirichlet boundary condition at sites 0 and 1is given by the I-Lagrangian
frame (}). Therefore the

mpeEr = multiplicity of E as eigenvalue of H

is given by

E, 1
mis = d1m<8 <ﬂRan<0>>.

This is an intersection of two I-Lagrangian subspaces. Applying the Cayley transform €
and using C(3) = ®yef With @,¢ as in (2.4), this can be rewritten as

m*E = dim(CeF nRan(®)) = dim(JeEH n &L)),

per

and hence, due to Proposition 2.1.4 and II(JCE<) = —I1(C€E<) = ~-WE<, one concludes

mper = dim(Ker(W5< - 1)).
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Similarly, the multiplicity mrjéf of E as eigenvalue of H., is given by the intersection of

the Dirichlet boundary condition (2) with &> 5o that

m>E = dim(€eF” n eLy) = dim(Ker(W™” +1))

per ref :
Further let 77, : CV — £%(z, CN) be the partial isometry onto the nth site, and similarly
for £*(N, C") and £*(N~, C") (in later chapters, 77, also denotes homotopy groups, but
we believe that no confusion can arise). For E € C not in the spectrum of H,, and Hy,,,
respectively, the N' x N Green matrices of Hp,, and Hy,,, are defined by
. -1 - - -1
G+)E =T (H;er _E) m, G = Ty (Hper _E) Tlo-

Note that for real E, these matrices are self-adjoint. On the other hand, for Im(E) > 0,
one has Im(G*f) = %(GLE — (G*)*) > 0, while for Im(E) < 0, one has Im(G*F) < 0.

Proposition 2.6.3. Forreal E ¢ spec(H;;er) and E ¢ spec(H,,), the I-Lagrangian frames
whe (407 wee (1)
iy GE
span the I-Lagrangian subspaces &< and €5, respectively. For all real E ¢ spec(Hper),
one has

WE< = (AGTFA + 1)(AGTFA - 1),

wE = ~(¢F - )G F+1)7,
where the right-hand sides of these equations are understood as analytic extensions into

E ¢ spec(ngr) \ spec(Hper) and E € spec(HI;er) \ spec(Hper), respectively. One has for
EeR\ Spec(Hper):

E(WE‘)*BEWE‘ <0, E(WE’)*BEWE’ > 0. 2.51)
1 1

Proof. Let us consider

Yt = 7 (H, E)'m e CVY.

per —

ASE ¢ spec(H;er), the sequences yf = (l/)fl )n>1 are square-integrable. More precisely, for
any w € CY one has pfw € £2(N, C"). Now for n > 2,

mt(H - EWE = (Y, - E) (Y —E) 'my =i = 0.

per — per — per

AS 71y Hyer Tty # 0 only for [m — n| < 1, one gets
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AV + (V=B + AL, = 0,

which is equivalent to

(= )G )

n-1 n-1

Furthermore,

% E * -1 %
7T, (ngr -EW =m (H];er - JE:)(HIjer -E) m=mm=1,
where the 1 on the right-hand side is the N x N identity matrix. Writing out the left-hand
side with the three-term recurrence relation, one gets

(V- E)E + Ayt = 1.

This can be rewritten as

(o) =(52 ) - (5)

Successively applying M leads to decaying solutions so that the frame on the right-
hand side has to span the contracting directions &< of M%. As l,bf = G™E, the first claim
follows for all E not being a bound state of H;er. For the second, let E ¢ spec(H,) and
set

o = 7 (H., E)flno, n<o.

n= per —

Then one finds as above (V — E)¢§ + A¢E, = 150 that

(@)= (5) = ()=o)

Now ¢f = (¢f; Jn<o 1S square integrable (at —co). As the expanding subspace eb> of ME
is the contracting subspace of (M*), this implies the claim for £>*.

Next the expressions for the unitaries W&< = I1(€€5<) and W> = m(€ef>) can
readily read off for all real energies not being bound states. Let E, be a bound state of
ngr. Then E — WP is analytic on a pointed neighborhood of B.(E,) \ {E,} ¢ C.To
prove that one can apply the Riemann theorem on removable singularities (following
the argument in [169]), one needs to prove a uniform bound on the WE<, For real E, this
follows from the unitarity; for Im(E) > 0, one readily checks that ]m(G*’E ) > 0 that
(WE*WE< < 1 (notably the Cayley transform maps the matrix upper half-plane of
matrices with Im(G) > 0 bijectively onto the Siegel disc of matrices with W*W < 1).
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For Im(E) < 0, let us use the identity wh< = ((WE’<)’1)*. Now the inverse can be com-
puted by the quotient of subdeterminants of W< by det(W<). This latter determinant
det(WE’<) takes values in $ for real E and is continuous, therefore bounded away from
0 on the pointed neighborhood. Hence also WE< is bounded for J m(E) < 0. This shows
that the singularity is indeed removable. For WX, one proceeds in the same manner.
Let us also note that the singularities of G and G~ lead to an eigenvalue 1in W< and
~1in WE> of the same multiplicity, respectively, which agrees with the above formulas
for m*t and mE.
Proceeding as in the proof of Theorem 2.4.2 (with ‘Pf replaced by W5<), one finds
1

S(WES) 3 WES = (AGPEA + 1) (WE) 19,95 (a6 FA - 1) (252)
1

It is thus sufficient to show the negativity of

. AGPENT (0 -1\ /40,GHE
WE<)* 13, pEs — ( ) < > ( £ )
(¥27) 1o A1) \1 o 0

= —aEG-hE
= - (Hy, E)_an,

per

which indeed holds for E ¢ spec(H;er). Substituting into (2.52), this proves the first bound
(2.51) for all but a finite set of energies in spec(H;er) \ spec(Hye,). By continuity in E, one
obtains that the first bound (2.51) holds with an < instead of <. To obtain a strict bound
at a bound state energy E, € spec(ngr) \ spec(Hy,,), one needs again a supplementary
argument. Let P, = )({E*}(H;er) be the spectral projection on the bound state and set
P¢ =1-P,. Then i; P, is nonnegative, but typically with nontrivial kernel. Then set
€e=E-E,andB =A%, as well as

C, = B%(AG*fA Y

— (—BmP,m,B + B P (H, —E) 'Pm,B—1eA™Y) ",
1 1 1+ % \““per 't
where the second equality follows from ngrP* = E,P, so that (ng]r -E)'p, = —%P*.
By (2.52), one then has
1

B2—(WE’<)*6EWE’<B
1

= C}[B ' PmB ™ + 2B P (Hy,, - E) “PEmyB]C,.
Now on the range of B‘lnl* P,m B! and e sufficiently small, the right-hand side is given
by (B‘lnl* P*nlB‘l)‘1 + O(e) and thus clearly negative. On the orthogonal complement,
namely the kernel of B’lnl* P,m B, one can again redistribute the €’s as before to check
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that also on this subspace the right-hand side is negative. For the second inequality in
(2.51), one proceeds similarly using

Esy % E> —1)*(0 —1)( 0 )
(¥77) 1o _<G‘>E 1 0/\5;G*

= aEGi,E
P -2
=Ty ( per — E) "o,
which is positive. O

Similar as in Theorem 2.4.2 and based on the above formulas for m*f , ONe NOwW
concludes the following:

Corollary 2.6.4. As a function of the energy E, the eigenvalues of W< and W5 rotate
around the unit circle in the negative and positive sense, respectively. For an interval
(Eg, E1] € R\spec(Hp,) such that E, E, are not bound states of ;er and Hp,,, respectively,
one has

#{eigenvalues ofHI';e]r € [Eq,E1l} = - SF(E € [Ep, E;] —» W< through 1)
and
#{eigenvalues of Hy,, € [Eq, Ey]} = SE(E € [Eq, Ey] & W™ through -1).

Now let us come back to the scattering situation described at the beginning of the
section and set

mb = multiplicity of E as eigenvalue of H.

Each eigenstate ¥ € ¢%(z, C") decays both at —co and +co. Outside of the interval
[1,L] n Z, the decaying solution satisfies (2.50) with M,f = ME. Hence neighboring sites
must produce vectors lying in €5 on (-0, 0] n Z and lying in £&< on [L + 1,00) N Z.
In-between the solutions must match. Therefore

mF = dim(M* (L, 1)e5” n e5).

Note that this is again the intersection of two I-Lagrangian subspaces because of Propo-
sition 2.6.2 and because ME (L, 1) is I-unitary. One can therefore directly apply Proposi-
tion 2.1.7 (after transforming I-Lagrangian subspaces into J-Lagrangian subspaces with
the Cayley transform) to deduce

mt = dim(Ker(11(€e5<) m(eM* (L, 1)e5>) - 1)). (2.53)

Therefore let us set
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Ut = —m(eeb) memt L, 1)e5). (2.54)

The special case A =1and V = 0 of the following result is contained in Section 7 of [21].

Theorem 2.6.5. One has

}(UE)*aEUE > 0. (2.55)
1

Suppose that [E, E;] N spec(Hpe,) = 0 and that Ey and E; are not eigenvalues of H. Then
the number of bound states of H in [E,, E] is given by

#{eigenvalues of H in [Ey, E;]} = SE(E € [E,, Ey] — U* through —1).

Proof. Once (2.55) is verified, the second claim follows from (2.53) (just as in the proof
of Theorem 2.4.2). Let us first note that, due to Proposition 2.6.3, the definition (2.54) can
be rewritten as

Ut = —(wh) m(emt (L, npet”).

When deriving the definition (2.54) of U, one readily realizes that it is sufficient to show
the positivity of

1 1

~(WE)a(WH)" = (WE’<)<—;(WE’<)*E)EWE’<>(WE’<)* (2.56)

and
1n(eME (L, )¥E) o(eME (L, 1)WE). 2.57)
1

The first expression is indeed positive by Proposition 2.6.3. For the expression (2.57), one
can proceed as in the proof of Theorem 2.4.2 (with W% replaced by M*(L,1)¥*”), and
conclude that it is sufficient to show the positivity of

(ME (L, )W5>) " Top (ME (L, 1)¥5)
= (¥5) (ME(L, 1) TogME (L, 1)) %5 + (W57 10,95

The positivity of MEL, DI aEME (L,1) was already checked in the proof of Theorem 2.4.2,
and the positivity of (¥£>)* 19, WX in Proposition 2.6.3. O
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Spectral flow on infinite-dimensional Hilbert spaces cannot be understood without ba-
sic knowledge of compact and Fredholm operators. This chapter covers these essentials
which are typically taught in a class on linear functional analysis. There is, of course,
an exhaustive literature on the subject. Let us mention the excellent standard books
[162, 157, 123] which cover most of the material of this chapter. A more detailed account
of Fredholm operators is contained in [80]. We decided to include this chapter for sev-
eral reasons. First of all, a detailed account of notations is needed anyway. Secondly, it
is convenient to have clear statements of what is needed later in the book readily avail-
able. And last but not least, we hope the chapter helps newcomers to rapidly enter the
heart of the matter. On the other hand, we did not include detailed proofs of standard
facts which can be found in the above mentioned text books. Merely Section 3.5, which
shows an index theorem for the finite-dimensional spectral flow, is not standard text-
book material.

3.1 Compact operators and their spectral theory

Let us begin by fixing some notations. Let 7 and 3’ be separable complex Hilbert spaces
of infinite dimension. The scalar product of two vectors ¢,y € H or H' is denoted by
(PlY)4¢ € Cor (PlY)q¢ € C, respectively, and is chosen to be linear in the second argu-

1
ment, and antilinear in the first. The associated normis |4 = <l/)|'/)>5c or respectively

1
[¥llae = (YlY)2,. Given a linear operator T : J{ — ', its operator norm is defined by

1Yl 5
IT|l = sup ”‘/’ IC = sup [TYlse
p20 [Wllac pyppe=t

The operator T is called bounded if | T|| < co and the set of all bounded linear operators
from 3 to H' is denoted by B(J, '). For H' = K, the set

B(F) = B(H, H)

of bounded operators is a Banach x-algebra with involution given by the adjoint op-
erator. In particulay, it is complete and the operator norm satisfies |TS| < ||T||||S| for
T,S € B(H). It is also a C*-algebra because the C*-equation ||T||*> = ||T*T|| holds. Next
let us introduce the closed unit ball in 3 by

By ={veH: |yl<1},

where here and below the subscript H on the norm is dropped. Note that in the following
also the subscript on the scalar product is dropped. It is well known that B, is a compact
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set if and only if 3 is finite dimensional. The compact operators can now be introduced
as the set of those bounded linear operators which map B4, into a precompact set.

Definition 3.1.1. An operator K ¢ B(7(, %) is called compact if and only if its image of
the unit ball K(B4) has a compact closure. The set of all compact operators from H to
H' is denoted by K(3(, H'). For H' = K, we set K(H) = K(I, 3).

A property equivalent to compactness of K is the following: for every bounded se-
quence (¥,),s1 in K, the sequence (Ki,) 1 in H' has a convergent subsequence. The
following results are basic.

Theorem 3.1.2. For K € K(H,H'), A € B(H',H") and B € B(H",K), where K" is
another separable Hilbert space, AK € B(H,H') and KB € B(H",H') are compact.
Moreover; the adjoint operator K* € B(J', J) is compact.

Theorem 3.1.3. The set K(H) is a closed two-sided *-ideal in B(H). Leti : K(H) — B(H)
denote the embedding. Then the quotient Q(H) = B(H)/K(H) is a C*-algebra called the
Calkin algebra. Together with K(H) and B(X), it forms a short exact sequence of C*-
algebras

i bd

0 B(J) Q(I0) 0,

K(J)

which is called the Calkin exact sequence. The projection i onto the quotient Q(H) is
called the Calkin projection.

Proofs of Theorems 3.1.2, 3.1.3 and the following results can be found in the above
mentioned textbooks. The next theorem shows that eigenspaces and Jordan blocks of
compact operators are always finite dimensional.

Theorem 3.1.4. For K € K(X), let us set T =1 - K. The following statements hold:
(i) There exists n € N such that Ker(Tk) = Ker(T") for allk > n.

(i) Ran(T) = T(H) is a closed subspace.

(iii) dim(Ker(T)) = dim(Ker(T*)) < oco.

Definition 3.1.5. The spectrum spec(T) of a bounded operator consists of all points
A € C for which A1 - T is not invertible. The point spectrum spec,(T) of T consists of all
eigenvalues of T, namely all A € C for which Ker(A1 - T) is nontrivial.

Theorem 3.1.6 (Riesz’ spectral theory of compact operators). The spectrum spec(K) of ev-
ery compact operator K € K(JH) is a countable set {/1]- : J = 1} u {0} where all /1]- + 0 are
eigenvalues of finite multiplicity which can only accumulate at 0. Moreover; 0 can be an
eigenvalue of either infinite or finite multiplicity, and in the latter case 0 is an accumula-
tion point of the sequence (4;);s1.
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3.2 Basic properties of bounded Fredholm operators

Definition 3.2.1. An operator T € B(3(, ') is Fredholm if and only if
(i) dim(Ker(T)) < oo,

(i) dim(Ker(T™)) < oo,

(iii) Ran(7T) is closed in H'.

The set of Fredholm operators is denoted by FB(3(, H').

Theorem 3.2.2. For T € B(J, H"), the following are equivalent:
(i) T isaFredholm operator.

(i) dim(Ker(T)) < co and dim(H'/Ran(T)) < co.

(iii) There exists a unique Sy € B(JH', J() with

Ker(Sy) = Ker(T*), Ker(S;) = Ker(T),

such that S,T and TS, are orthogonal projections onto Ker(T)* and Ker(T*)* and
dim(Ran(1-$,7T)) < 0o, dim(Ran(1 - TSy)) < co.

(iv) There exists a pseudoinverse for T, namely S € B(3', H), such that TS — 1 € K(H')
and ST —1 € K(H).

Proof. (i) = (ii). This is obvious as Ker(T*) = Ran(T)* is finite dimensional and Ran(T)
is closed.

(i) = (). As Ker(T*) = Ran(T)*, it remains to show that dim(%/ Ran(T)) < oo
already implies that Ran(T) is closed. For that purpose, let us consider the restriction
T = Tlger(ry: : Ker(T)~ — . It is continuous, injective, and has the same image
Ran(T) = Ran(T). Hence it is sufficient to prove the claim for an injective map with
a finite-dimensional cokernel, and we denote this map again by T. Let now {¢@, ..., ¢y}
be a basis of H'/Ran(T). Then we define a linear map T : C" & 5 — H' by

N
Ty, Ao ) = ) Mgy + T,
n=1

This map T is bijective and continuous. Thus the inverse mapping theorem implies that
also 7! is continuous. Hence Ran(T) = T((0, 7)) = (T™H)71((0, })) is closed.

(i) = (iii). AS Tlger(r): : Ker(T)" — Ran(T) is by assumption a bijective continuous
linear map between Hilbert spaces, the inverse mapping theorem implies the existence
of a continuous inverse S, : Ran(T) — Ker(T)™.It can be extended to all of 7’ by S =0
for 1 € Ran(T)*. Then

TS, = orthogonal projection in 3" onto Ran(T) = Ran(T) = Ker(T*)l,

S,T = orthogonal projection in 3 onto Ker(T)" = Ran(T*).
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This implies all the stated properties. Uniqueness is obvious.

(iif) = (iv). This is obvious as every bounded operator with a finite-dimensional
range is compact.

(iv) = (i). Suppose that (¥,,),>1 is an infinite orthonormal basis of Ker(T). As these
vectors are all eigenvectors of the compact operator K = ST —1 to the eigenvalue -1, this
is a contradiction to Theorem 3.1.6. For Ker(T*), one can argue in the same manner by
using the compact operator K = (TS — 1)*. It remains to show that Ran(T) is closed. Let
K = ST —1 as above. Choose L € K(H) with a finite-dimensional range and such that

IK-L| <

DN =

Then for all ¢ € Ker(L),

ISIITeN > ISTPIl = | (1 + K)¢|
> |9l - 1K@l > 9]l - [|(K - L)p| - IL¢I

1
> 219l

Thus |||l < 2||S||IIT@|| for all ¢ € Ker(L). This, first of all, implies that T(Ker(L)) is closed.
Indeed, if (T9,) 1 is a sequence with ¢,, € Ker(L) and ¢ = lim,, T¢,,, then

9n = Omll < 21Ty — Ty -

Thus (¢,),>1 1s a Cauchy sequence and hence has a limit point ¢ = lim¢, € Ker(L),
where it is used that Ker(L) = Ker(L). As T is continuous, it follows that ¢ = T¢ €
T(Ker(L)). On the other hand,

T(Ker(L)") = T(Ran(L")),

where it is used that Ran(L*) is of finite dimension and hence closed. Consequently,
T(Ker(L)") is finite dimensional. Hence Ran(T) = T(Ker(L)) + T(Ker(L)") is closed as
the sum of a closed and a finite-dimensional subspace is closed. O

Corollary 3.2.3. If T ¢ B(H, H') is a Fredholm operator and K € K(3,H') is compact,
then T + K is a Fredholm operator.

Proof. Indeed, any pseudoinverse of T is also a pseudo-inverse of T + K. O

Theorem 3.2.4. An operator T € B(H) is Fredholm if and only if the image n(T) of T in
the Calkin algebra is invertible.

Proof. Let T be a Fredholm operator. By item (iv) in Theorem 3.2.2, there is an operator
S € B(H) such that TS-1,ST-1 € K(H). Asis an algebra homomorphism and 7(K) = 0
for all K € K(H),
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0 =n(T)m(S) - (1) = (T)m(S) - 1,
0=n(S)n(T)-n() =n(S)n(T) - 1.

Hence m(T) is invertible with inverse 77(S).
Conversely, let T = 71(T) € Q(¥) be invertible with inverse S, namely

TS-1=0=ST-1

As 7t is surjective, there exists S € B(JH) such that 7(S) = S.Sinceisa homomorphism,
it follows that

(TS -1) =0 =n(ST -1).

Consequently, TS — 1, ST — 1 € K(H) and thus T is a Fredholm operator by item (iv) of
Theorem 3.2.2. O

Remark 3.2.5. In Definition 3.2.1, it is not possible to drop the condition of closedness
on the range, as item (ii) in Theorem 3.2.2 might erroneously suggest. Indeed, consider
the example of the self-adjoint operator

r=Y S,

n>1

on €2(]N), where |n) is the state localized at n > 1 and the Dirac ket-bra notation is used.
The kernel of T and (the equal) kernel of T* are finite dimensional, but T is compact and
hence not Fredholm. o

There are two widely used criteria for a bounded operator to be a Fredholm opera-
tor. One will be given in Theorem 3.4.1 further down, the other is stated in the following
proposition.

Proposition 3.2.6. Let T ¢ B(J,H') be a bounded linear operator. If there are a com-
pact linear operator K € K(3(, "), where 3" is another separable Hilbert space, and a
constant ¢ > 0 such that

Il < (1Tl + 1K9l)

forall ¢ € 3, then T has a closed range and a finite-dimensional kernel.

Proof. Let (¢,)nen be a bounded sequence in H such that T¢,, is convergent, namely
there is a ¥y € 3¢’ such that lim,_,., T¢, = . As K is compact, there is a subsequence
(¢n,Jken such that K¢, is convergent. Then (K¢, )ren is a Cauchy sequence and as
limy_, o, Ty, = Y, also (Tdy, ke is @ Cauchy sequence. Therefore for all € > 0 there
isan N € N such that max{||T¢nk - T¢)nm||, ||K¢,,k - Kqﬁnm I} < 2—€C for all k, m > N. There-
fore
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"¢nk - ¢nm < C("T¢nk - T¢nm I+ "K¢nk - K¢nm”) <€

orall k,m > N. Thus (¢,, )xen is a Cauchy sequence and therefore convergent.

Suppose that the kernel of T is infinite dimensional and that {¢,, : n € N} is an
orthonormal basis of it. Then (¢,),cn is @ bounded sequence in H such that T¢,, is con-
stant (equal to 0) and therefore convergent. As there is no convergent subsequence of
(d)nen this is a contradiction to the above. Thus Ker(T) is finite dimensional. More-
over, there is a constant ¢; > 0 such that ¢ < ¢||Ty| for all € Ker(T)*, because
otherwise there is a sequence (1,,),c in Ker(T)* such that ||| = 1for alln € N and
1Ty, < % foralln € N. As (T,) e 1S convergent, by the above there is a subsequence
(¥n, Jkew converging to some vector i € Ker(T)* with || = 1. This is a contradiction
to Ty = limy_,, T, = 0. Finally, let (6,),-1 be a sequence in Ran(T) converging to
some 0. Then there are ¢, € Ker(T)" with Tg, = 6,. By the previous argument, one
has ¢, — dpll < 116, — 0, so that (¢,,),»1 is Cauchy and thus converges to some ¢.
Consequently, T¢ = 0 so that 6 € Ran(T) and hence Ran(T) is closed. O

3.3 The index of a Fredholm operator

Definition 3.3.1. The index of a Fredholm operator T € FB(3, ') is
Ind(T) = dim(Ker(T)) — dim(Ker(T™)).

AsKer(T*) = Ran(T)* and Ran(T) is closed for a Fredholm operator, one can rewrite
the index as

Ind(T) = dim(Ker(T)) - dim(3¢'/ Ran(T)).

Let us add a word of justification on the terminology. Most textbooks speak of the
Fredholm index, and not an index, a notable exception being the book of Lax [123].
Indeed, Fredholm believed that the index always vanishes as it does for square matri-
ces. Fritz Noether showed in a 1921 paper [140] that this is not true. In the same work
he also proved the first index theorem connecting the winding number of an invert-
ible complex function to an index. In the Russian literature, these contributions are
honored by speaking of Noether operators. To us it seems more adequate to attribute
the index to Noether, and thus speak of a Noether index, but we refrain from doing so
here.

The following elementary properties of Fredholm operators and the index are im-
mediate consequences of Theorem 3.2.2 and Definition 3.3.1.

Corollary 3.3.2. (i) ForT ¢ FB(H,H'), T' ¢ FB(H", ), also TT' ¢ FB(H", H').
(i) IfT € FB(H,H'"), then T* € FB(H',3) and Ind(T*) = — Ind(T).
(iii) IfA € B(J, H') is invertible, then A € FB(J, H') and Ind(4) = 0.
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(iv) For T € FB(J(, 3(') and invertible operators A € B(H', ") and B € B(H", K), one
has Ind(AT) = Ind(TB) = Ind(T).
(v) ForT e FB(H,H"),

Ind(T) = dim(Ker(T*T)) — dim(Ker(TT™)).

(vi) For T e FB(H,H')and T' € FB(H", H""), onehasTe T' ¢ FB(H o H",H' & H'"")
and

Ind(T ® T') = Ind(T) + Ind(T").

Example 3.3.3. The standard example of a Fredholm operator with nonvanishing in-
dex is the unilateral shift S on ¢*(IN) defined by S|k) = 6y=plk — 1) which has a one-
dimensional kernel spanned by [1) and trivial cokernel. Hence Ind(S) = 1. Similarly; it
follows that Ind(§*) = -1 and Ind(S") = nforn > 1. <o

The following theorem proves the key property of the index, namely its homotopy
invariance. As a prelude, let us show that this already is a nontrivial fact in finite di-
mension. Hence let T € CV*™ be a matrix which is not necessarily square. By the rank
theorem,

M = dim(Ker(T)) + dim(Ran(T))
= dim(Ker(T)) + dim(Ker(T*)")
= dim(Ker(T)) + (N - dim(Ker(T*))).
Thus
Ind(T) = dim(Ker(T)) - dim(Ker(T*)) = M - N,
which, in particular, shows the homotopy invariance of Ind(T). This will now be gener-
alized to infinite-dimensional Hilbert spaces.

Theorem 3.3.4. Let T € FB(H,H"), T' € FB(H", ) be Fredholm, K € K(H,H") com-
pact, and t — T, € FB(F, H') a norm-continuous path of Fredholm operators. Then:

(1)) Ind(T + K) = Ind(T), namely Ind is compactly stable.

(ii) t — Ind(T;) is constant, namely Ind is homotopy invariant.

(iil) Ind(TT’) = Ind(T) + Ind(T").

(iv) Ind : (FB(H), ) — (Z, +) is a homomorphism between semigroups.

For the proof, but also later use, let us introduce the notation
F,B(3, ') = {T ¢ FB(H,H') : Ind(T) =n}, neZz,

and F,B(H) = F,B(H, H) = Ind"}({n}).
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Proof.

Claim 1. For T € FyB(3(, H'), there exists a partial isometry V e B(J, H') of finite rank
such that T + V is invertible.

Indeed, as dim(Ker(T)) = dim(Ker(T*)) = N < co, there are two orthonormal bases

.....

N
V= (1) (0l
n=1

gives V(Ker(T)) = Ker(T™). Furthermore, V*V is the orthogonal projection onto Ker(T)
and VV* is the orthogonal projection onto Ker(T*). Now T+ V is injective as (T+ V)Y = 0
implies TY = —Vy € Ran(T) n Ran(V) and

Ran(T) N Ran(V) = Ran(T) n Ker(T*) = Ran(T) n Ran(T)" = {0},
so that Ty = 0 and V* Vi = 0. That implies
¥ € Ker(T) n Ker(V*V) = Ker(T) n Ker(T)" = {0}.
Furthermore T + V is surjective, as
(T + V)(H) = (T + V)(Ker(T)" @ Ker(T)) = Ran(T) & Ker(T") = 3(".
Hence T + V is bijective and thus invertible.

Claim 2. For T € FyB(H, ') and K € K(3,H'), one has T + K € FyB(H, H').

Indeed, with V as in Claim 1, it follows that

Ind(T + K) = Ind(T + V)1 + (T + V) {(K - V)))
= Ind(1+ (T + V) (K - V))
=0,

where in the second equality the invertibility of T + V was exploited, and in the last the
compactness of (T + V)X - V) combined with Theorem 3.1.4.

Now let us consider T € F_,B(3(,3') for n > 0. Then by Corollary 3.3.2(vi) one
has T @ S" € FyB(H & ez(lN), H' o €2(1N)), where S is the unilateral shift on Ez(]N) as
introduced in Example 3.3.3. Hence due to Claim 2,

(T+K)oS"=ToS" +K &0 e FyB(H & (N), H' & £4(N)),

as K & 0 is compact. Thus Ind(T + K) + n = 0 again by Corollary 3.3.2(vi) and therefore
T + K € F_,B(3', 30). Finally, for T € F,B(J, ') one has T* € F_,B(3’, ) by Corol-
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lary 3.3.2(ii). Thus, by the above, T* + K* ¢ F_,B(3’, J). Again by Corollary 3.3.2(ii),
T + K € F,B(H, H') follows.

For the proof of (ii), let us first show that FoB(J, H') is open with respect to the
operator norm. Let A € B(3, %) and V as in Claim 1. Then

A+V=T+V+A-T=(T+V)(A+T+V)(A-T)),

is invertible for |T — A| sufficiently small by an obvious Neumann series argument.
Thus, by Claim 2, A € FB(3, %) and Ind(A) = 0, namely A € FyB(J(, I'). To show
that F_,B(7, H') is open for n > 0, one can repeat the argument for T & S" and A & S™.
Then taking adjoints and exchanging 7 and J' shows that IF,B(3(, () is open. Thus
t — Ind(T;) is continuous and therefore constant.

Next let us address (iii), first for T € FyB(J) so that V as in Claim 1 exists. Due to
Corollary 3.3.2(iv),

Id(T") = Ind((T + V)T') = Ind(TT' + VT') = Ind(TT"),

where the last equality follows from item (i) as VT’ is compact. For Ind(T) = -n < 0, one
has again Ind(T @ S") = 0 and thus from the above

Id(TT'  S") = Ind((T & S")(T' 1)) = Ind(T' ® 1) = Ind(T").
On the other hand,
Ind(TT' ® S") = Ind(TT’) + Ind(S") = Ind(TT") + n = Ind(TT") - Ind(T),

what concludes the proof if Ind(T) < 0. For Ind(T) = n > 0, one has Ind(T & (S*)") = 0
by Corollary 3.3.2(ii). Thus, we can argue as above where S is replaced by $*. Finally, it
is clear that (iii) implies (iv). O

Theorem 3.3.5. The set F,B(J, (') is open and connected with respect to the operator
norm. Moreover; the space F,B(J, ') is homotopy equivalent to FyB(FH, H').

Proof. That IF,B(3(,H') is open with respect to the operator norm was already shown
in the proof of item (ii) of Theorem 3.3.4.

To show that IF,B(3(,3) is connected, let us first consider the case n = 0 and
H =H'.For T € FyB(H),let V be as in Claim 1 of the proof of Theorem 3.3.4. Then
t € [0,1] — T + tV is a continuous path in FyB(¥) from T to some invertible opera-
tor T. Using its polar decomposition T; = U|Ty| with a unitary operator U, the path can
be continued by t € [1,2] —» T; = U|T1|2‘t to T, = U. Finally, choose some branch of the
logarithm and set H = —log(U) by spectral calculus. Then ¢ € [2,3] — T, = G isa
continuous path from U to the identity. In summary, any T € FF,B(H) is homotopic to 1
within FyB(H), a fact that we henceforth denote by T ~ 1.
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Now let n be arbitrary. For T, T' € IF,B(3(, {') by Theorem 3.2.2, there is a pseudoin-
verse S € B(H', H) such that ST' = 1+ K for K € K(H). Moreover, as S € F_,B(3, ()
by construction, TS € FyB(H') by Theorem 3.3.4. As shown in the previous paragraph,
there is a continuous path t € [0,1] — A, € FyB(H') connecting A, = TS to A; = 1. The
path

te[0,1 — B, =AT -1-0T(ST' - 1)

is in F,B(3, H') as A,T' € F,B(3,H') by Theorem 3.3.4 and ST' - 1 is compact. It
connects By = T to B; = T'. Consequently, T ~ T'.

It remains to show that IF,B(3(, (") is homotopy equivalent to IF,B(J{, }'). Con-
sider a fixed operator T,, € F,B(J') (the existence of such an operator is guaranteed by
Example 3.3.3 above), and define the continuous map

f:FoB(H, H') — F,B(H,H'), T+ T,T.
Let S, € F_,B(%") be a pseudoinverse of T,. Then
g :E,B(H,H') — FyB(H,H'), S~ S,S
is continuous and
(€of)T) = ST T = A+ K)T,  (f08)(S) = TyS,S = (1+ Ky)S
for compact operators Ky, K, € K(J"). The map
hy s BoB(H, ') x [0,1] — FoB(I, H'), hy(T,t) = (1 + tKy)T
is a homotopy connecting g - f to the identity map on FyB(J, H'). Analogously,
hy : F,B(3(, H') x [0,1] — F,B(F,H'), hy(S, t) = (1 + tK,)S

defines a homotopy connecting f g to the identity map on IF,, B(3(, 3'), which completes
the proof. O

Corollary 3.3.6. The index map Ind : FB(H,H') — Z is a bijection between the path-
connected components of FB(3, H') = e F,B(3, H') and Z.

Theorem 3.2.2(iii) exhibited a special pseudoinverse S, for a given T € FB(J, H).
In terms of Sy, the index can readily be calculated by

Ind(T) = dim(Ker(T)) - dim(Ker(T*))
= dim(Ran(1 - SyT)) — dim(Ran(1 - TSj))
= Tr(1-S,T) - Tr(1 - TS,)
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=Tr((1-S,T)") - Tr((1 - TSy)"),

foranyp > 0as1- S,T and 1 — TS, are finite-dimensional orthogonal projections.
Often the special inverse S is not known, but one may find other pseudoinverses S for
which 1 - ST and 1 - TS have trace class properties, namely are in one of the Schatten
ideals £P (X)) of compact operators K € IK(H) such that Tr((K*K)g) < 00, or LP(H') of
compact operators K' € K(J') such that Tr((K')*K’ )%) < oo, respectively. Then one
has the following formula in which neither of the summands on the right-hand side is
necessarily integer-valued.

Theorem 3.3.7 (Calderon-Fedosov formula [46, 83]). Let T € B(H,H'), S € B(H', H),
and n € N be such that

1-ST € L(H), 1-TS e L"(3).
Then T is a Fredholm operator and for allm > n,
Ind(T) = Tr((1 - ST)™) - Tr((1 - TS)™).

Proof. The Fredholm property clearly follows from Theorem 3.2.2. Let us now first con-
sider the case m = n = 1. Note that T|gey(r): : Ker(T)* — Ran(T) is bijective. Let P
denote the orthogonal projection onto Ker(T)*. Then

TP(1-ST)=TA-ST)=(1-TS)T.
Therefore (1 — TS) maps Ran(T) to Ran(T) and

Tr((1 - T8)lgancry) = Tr((Tlgercry2) ™ (1 = TS) Tlger(ry-)
= Tr(P(1 ~ ST)lger(ry:)- (31)
As (1= ST)lger(r) = Iker(r),
Tr(1-ST) = Tr((1 - ST)lger(r)) + Tr(P(1 = ST)|ger(r):)
= dim(Ker(T)) + Tr(P(1 - ST)|ger(r): )-
Analogously, as (1 - TS)|gan(r): = Iran(r)*»
Tr(1 - T5) = Tr((1 - TS)|rancry:) + Tr((1 = TS) lpanr)
= dim(Ran(T)") + Tr((1 - TS)|gan(r))-
By (3.1), this implies

Tr(1 - ST) - Tr(1 - TS) = dim(Ker(T)) + Tr((1 - TS)|Ran(T))
— dim(Ran(T)") = Tr((1 = TS)Igan(r))
= Ind(T).
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Hence, the formula is proved in the case m =1.Form > 1,wesetK =1-ST,L=1-TS
and replace Shy S, = (Zj”:lal K))S. Then

m-1 m-1
SuT = (ZKJ'>ST: (fo)a—x) =1-K".

j=0 j=0

Furthermore, K™ = (1 - ST)™ € £Y(%) by hypothesis. Together with TK = LT, one also
has

m-1 m-1 m-1
TS, = T(ZKJ'>3= <ZL7>T3= (ZLj>(1—L) =1-1™
j=0 j=1

j=0
As L™ e LY, it follows that
Ind(T) = Tr(K™) - Tr(L™) = Tr((1 - ST)™) - Tr((1 - TS)™),

and this finishes the proof. O

3.4 The notion of essential spectrum

There is another characterization of Fredholm operators using the notion of essential
spectrum of a normal operator. For a normal operator T € B(H), the essential spectrum
is by definition spec, (T) = spec(T) \ specy;(T), where the discrete spectrum specgy; (T)
consists of all isolated eigenvalues of finite multiplicity. Further below in Corollary 3.4.5,
it will be shown that this coincides with another standard definition of the essential
spectrum.

Theorem 3.4.1. An operator T € B(3, H') is Fredholm if and only if 0 ¢ specyg,(T*T)
and 0 ¢ spec,,(TT™).

Let us note that Corollary 3.3.2(v) then gives the index in terms of the nullities of
T*T and TT*. For the proof of Theorem 3.4.1, let us use the following lemma (as in [18]).

Lemma 3.4.2. For T ¢ B(3,H"), the following are equivalent:

(1) Ran(T) is closed.

(ii) There is a constant ¢ > 0 such that | T¢|| > c||@| for all ¢ € Ker(T)™.
(iii) 0 is either not in spec(T* T) or an isolated point of spec(T*T).

Proof. (i) = (ii). The map T : Ker(T)" — Ran(T) is a bijection. If Ran(T) is closed, it is
a bijection between two Hilbert spaces. By the inverse mapping theorem, the inverse is
a bounded operator. This is restated in (ii).

(i) = (). Let (¢,,)n>1 be a sequence in Ran(T) converging to ¢ € 3('. Then there are
¥, € Ker(T)" with Ty, = ¢,. By (ii), one has |, — ¥, ]| < %||¢n — @l so that (¥,,)ns1 18



76 —— 3 Bounded Fredholm operators

Cauchy and thus converges to some 1. One has Ty = ¢ so that ¢ € Ran(T) and Ran(T) is
closed.

(i) & (iii). Item (iii) is equivalent to {(¢|T*Tp) > c2||¢||2 for some ¢ > 0 and all
¢ € Ker(T)"*, which is indeed equivalent to (ii). O

Proof of Theorem 3.4.1. By definition, if T is Fredholm, then Ran(T) is closed and
Ker(T) = Ker(T"T) is finite dimensional and thus 0 ¢ spec,(T*T) by Lemma 3.4.2.
As spec(TT*) \ {0} = spec(T*T) \ {0}, the point 0 is also isolated in spec(TT*) or not
in spec(TT™). Since also Ker(T*) = Ker(TT") is finite dimensional, one concludes that
0 ¢ specy(TT™). The inverse implication follows in the same manner from Lem-
ma 3.4.2. O

Theorem 3.4.1 suggests to consider the self-adjoint operator

L:(O T>.
T 0

L2_<T*T 0)
“\o TIT*

shows that T is a Fredholm operator if and only if spec,, (L% c (0, c0). Moreover,

Then

Ker(L) = Ker(L?) = Ker(T) @ Ker(T").

Now L has a symmetry

1 0
w--t 7-(; 5)
This shows that the spectrum of L is symmetric around 0. Of most interest is the ker-
nel Ker(L) itself. It is invariant under J so that J|gez, is also a symmetry (self-adjoint
unitary) squaring to 1ge,z,. In particular, it has a well-defined signature which actually
is equal to the index of T by the above expression of Ker(L). This leads to the so-called
supersymmetric formulation of the index (this terminology is used, e. g., in [67]):

Corollary 3.4.3. An operator T € B(H,H') is Fredholm if and only if 0 ¢ specs(L). If
this holds,

Ind(T) = Sig(J Igerr))-
Now follow some further corollaries of Theorem 3.4.1.

Corollary 3.4.4. A normal operator T € B(3H) is Fredholm if and only if 0 ¢ specCqg(T).
The index of a normal Fredholm operator vanishes.
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Proof. NotethatA € Cisapointin the spectrum of T if and only if its modulus square ||
liesin spec(TT*) = spec(T*T). Therefore 0 € spec,,(T)is equivalentto 0 € specy.(TT™).
The first claim then follows from Theorem 3.4.1as T*T = TT™. Obviously, the Fredholm
index then vanishes. O

The following result shows that the above notion of essential spectrum (namely
Weyl’s notion of essential spectrum) coincides with another standard definition of the
essential spectrum as the spectrum in the Calkin algebra. There are several other inter-
mediate versions of essential spectra, see [80].

Corollary 3.4.5. For anormaloperator T € B(J(), one has spec,,(T) = spec(rr(T)) where
the latter is the spectrum in the Calkin algebra.

Proof. By adding a constant multiple of the identity, it is sufficient to analyze the essen-
tial spectrum at 0. But for 0, Corollary 3.4.4 implies the claim because by Theorem 3.2.4
the Fredholm property is equivalent to being invertible in the Calkin algebra. O

This immediately implies the compact stability of the essential spectrum. (Another
proof of this stability can be given using the Weyl criterion below.)

Corollary 3.4.6. For a normal operator T € B(H) and a compact operator K such that
T + K is normal, one has spec,. (T + K) = SpecCq(T).

Due to Theorem 3.2.2 and Corollary 3.4.4, the following criterion is often helpful.

Proposition 3.4.7 (Weyl criterion for essential spectrum). A point A € R is in the essential
spectrum of H = H* € B(H) if and only if there exists a singular Weyl sequence for A,
namely a sequence (¢,),-1 of unit vectors in 3 that converges weakly to 0 and such that
(H-A1)¢, — 0.

Proof. “=” If A is an eigenvalue of infinite multiplicity, then any orthonormal basis
(¢)ns1 Of the eigenspace is a Weyl sequence. If A is an accumulation point of the spec-
trum, then there exists a sequence (4,),s; of disjoint points in the spectrum spec(H)
converging to A. Now choose disjoint open intervals I, centered at A, and of length |I,,|
converging to 0. The orthogonal projections P, = y; (H) are nontrivial and pairwise or-
thogonal. Therefore there exist unit vectors ¢,, € Ran(?,,) which are pairwise orthogonal
and satisfy

| - 0@, < |(H = 4D + 1A = Al < Uyl + 14, = AL

As this converges to 0, (¢,),>1 1s a singular Weyl sequence.

“<”For the converse, it is sufficient to show that for every ¢ > 0 the spectral projec-
tion P, = y(|JH-4| < €) has an infinite-dimensional range. Let us suppose to the contrary.
Then P, is compact for some € > 0 and hence P.¢,, — 0 for any sequence (¢,,),-; weakly
converging to 0. By spectral calculus, ||(H — A1)@, | > e(l¢, ] - 2[|P.¢,|l) and there could
not exist a singular Weyl sequence. O
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3.5 Spectral flow in finite dimension as index

This section provides a first example of a concrete Fredholm operator and shows that
its index contains topological information given by a spectral flow. Hence it establishes
a first connection between Fredholm operators and spectral flow, using only its finite-
dimensional version described in the introductory Chapter 1, however. The result goes
back at least to the work of Atiyah, Patodi, and Singer [14] who considered particular
classes of paths of self-adjoint operators. The finite-dimensional case is dealt explicitly in
the works of Ben-Artzi and Gohberg [27], Schwarz [176], as well as Robbin and Salamon
[160]. It is also covered by the Callias index theorem [45] as the one-dimensional special
case.

More concretely,lett €« R —» H, = H; € €N pe a continuous path of self-adjoint
matrices with invertible limits

H,, = lim H,. (3.2)

Such a path has a well-defined spectral flow by Definition 1.1.4. In order to construct an
associated Fredholm 0p1erat0r, let us cons}der the Sobolev space W (R, ") with norm
19w = (J lo@IdD)z + ([ 19 ©)17dt)2 = 1§l 2 + 19"l 2. The main object of study in
this section is the operator

Dy : WH(R,C) - LA(R,CY)
given by
(Dy)(t) = ¢' () - Hp(0). 3.3)

Theorem 3.5.1. Lett ¢ R+ H, = H/ ¢ €N be a continuous path such that the limits
in (3.2) are invertible. Then Dy is a Fredholm operator of index

Ind(Dy) = - Sf(t € R — H,).

The proof below essentially follows the work of Robbin and Salamon [160]. Later
on in Section 7.4, an alternative proof based on semiclassical ideas will be given. Before
going into the proof of Theorem 3.5.1 let us note that if (3.3) is autonomous, namely H
does not depend on ¢, then Ind(Dy;) = 0. As Ker(Dy) is then trivial by classical ODE
theory, it follows that Dy, is surjective in this case. Also let us comment that the modulus
of Ind(Dy;) is bounded above by N and any k € [-N,N] n Z is the index of some Dy.
Indeed, this follows from the additivity of the index and the spectral flow as well as the
following examples for N' = 1: the function H, = ¥ arctan(t) leads to Ind(Dy;) = +1, while
H, =1gives Ind(Dy) = 0.
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Proof of Theorem 3.5.1. We first show that there are constants a, ¢ > 0 such that

Illwrz < c(loXaalizq-aay *+ 1Pa®lL2) (34)

for all ¢ € WA(R, CV). This estimate is shown in three steps. First note that

NNz = Il2 + 19l 2
= 9ll2 + | Dy + Hp)9| ;2
< ci(Ill2 + 1Dy dl2), 3.5)

for some constant ¢; > 0. Second, assume that H, = H, is constant, where H, € C¥V is
self-adjoint and invertible. Decomposing

c" = Ran(y(H, > 0)) ® Ran(y(H, < 0)),

one can assume without loss of generality that all eigenvalues of H, are of the same sign.
If they are negative, then for 5 € L(R, CV) the unique solution of Dy ¢ = o' —Hyp =1
with ¢ € WH(R, CV) is
t
80 = | e Inisids = = O,

-0

where 1(t) = ey (t > 0) is integrable (due to the negative spectrum of H,). By Young’s
inequality,

Il < Il linlze,
so that
16"ll2 = 1Ho¢ + nlly> < (1Ho I1Wl2 + )il 2.
As ) = Dy, ¢, this implies that there is a constant ¢,(H,) > 0 such that

Pl < Cz(Ho)||DH0¢||LZ- (3.6)

If all eigenvalues of H;, are positive, the argument is similar, namely the unique solution
¢ € WH(R,CN) of Dy ¢ = ¢' - Hyop = n for n € L*(R,CY) is

o(t) = j S p(s)ds = (i # )(0)
t
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where §(t) = (~t). It follows that (3.6) holds for all H, so that Dy, is, in particular,
injective. Let us note that by the above argument it is also surjective. Hence the operator
Dy, is bijective.

For a nonconstant path t € R — H,, there is a constant a such that

1 -
|H — Hyooll < E for =t > a,

where ¢, = max{c,(H,,), C,(H_o,)}. For ¢ € WY (R, V) such that ¢(t) = 0 for all
t € [-a,a], we define ¢, (t) = ¢(t)x(t > 0) and ¢_(t) = ¢(t)x(t < 0). Then by (3.6),

9. lwz < llDy, @2
< ¢(|(Dy, , ~ D). ||z + 1Dy N12)
= C2(||(H+oo - Ht)¢+"L2 + ||DH¢+ "LZ)

< 19.12 + Dy, 1y
< 219l + oDyl
Therefore
@, llwrz < 2¢,)1Dg @, N2
and similarly
Ip_llwrz < 265D d_l 2.
In conclusion,
[@llynz < 4¢; D@l 3.7

for all p € W(R, C") such that ¢(t) = 0 for t € [-a, a]. Now choose a smooth cutoff
function B : R — [0,1] such that 5(t) = 0 for |¢| > @ + 1and S(t) = 1for ¢t € [-a, a]. For
¢ € WH(R, CN), using (3.5) for B¢ and (3.7) for (1 - B)¢, one obtains

@z < 1Bz + [[(1 = BBl s
< cy(IBllz + [P (BN 2) + 4czlDr (A = P2
< (I amPlizaa) + [PaBP)|;2) +4c2|| Dy (- B))| 2
< Cg("}([—a,a]¢”L2([7a,a]) + ||DH¢||L2)>

where a = @ + 1 and in the last step the inequality

max{[|Dy (BO)|| 2, |Du((1 - B)P) 2} < CalXi-aa®@liz-aay + 1Pe®l2

was used (which follows by an explicit computation). Thus (3.4) is shown.
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Since the restriction ¢ — )[_44¢ is known to be a compact operator from
Wl’z(IR, ) into LZ([—a, a]) by the Rellich embedding theorem, Dy has a closed range
and a finite-dimensional kernel by Proposition 3.2.6.

The kernel of Dy consists of those solutions of the differential equation ¢’ = H¢
that converge to zero for t — +co. The solutions of this nonautonomous system with
asymptotics (3.2) and invertible limits H, are described by the exponential dichotomy
theory. A detailed treatment can be found in [65, Section 3.3] for a differentiable ¢t — H,
(this can be assumed here because both index and spectral flow do not change if a con-
tinuous t — H, is approximated by a differentiable one) and for continuous paths in
[59]. We hope that the main results of dichotomy theory described next are intuitively
clear to the reader. Consider the fundamental solution ®(t,s) € CV¥, namely

0,®(t,8) = H®(t,5), D(s,8) =1,

which satisfies ®(t,s) = @(¢t,r)®(r,s) for r,s,t € R. The stable and unstable subspaces
are

E(ty) = {go e lim (¢, )y = o},

€'(ty) = {#g € €+ lim ®(t, )9y = 0},
Note that €5(t) = ®@(t,$)E%(s) and E%(t) = P(t,s)E%(s) for all s,t € R and therefore
t € R — dim(E3(t) n “(t)) is constant. Moreover, | ¢(t)| converges to 0 exponentially
fort — +oowhenever ¢(t) € £(t), and ||¢(¢)|| converges to co exponentially for t — +co
whenever ¢(t) ¢ €°(t). Similarly, [|¢(t)|| converges to 0 exponentially for t — —oco when-

ever ¢(t) € E“(t), and |¢(t)| converges to co exponentially for t — —oo whenever
o(t) ¢ E“(t). Therefore,

Ker(Dy) = {¢p: R — C" : ¢' = Hp, ¢(t) € 5(t) n (1)}

and dim(Ker(Dy)) = dim(&°(t) n E¥(t)) for all t € R. Next let us examine the cokernel of
Dy Assume that i € LX(R, CV) is orthogonal to the range of Dy;. Then

0= WD) = [(BOI4 0 - Hp(o)de

R

for all ¢ € WHA(R, CV). If there is an a > 0 such that ¢(t) = 0 for |t| > a, this implies

a a

0= [(wols'©)de - [ (7 polgw)de

— -a

On the other hand, integration by parts shows that
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= f<¢(t)|¢(t)>dt + j<[ b(s)ds

¢’(t)>dt
¢’(t>>dt

for all ¢ € W *(R, CV) with support in (-a, a). Therefore

Using this for i = H*1 implies

: f<w<t>|¢'m>dt ‘ J<j p(s)ds

t

(o) + J H (s)ds = 0.

-0

Hence ¥'(t) = —H; §(t). The fundamental solution of the latter equation is given by
d(t,s) = @(s, t)* and the associated stable and unstable subspaces are therefore given
by &5(t) = €5(t)* and E¥(t) = £¥(¢)*. Hence

Ran(Dy)* = {p : R — CY - ¢/ = —H*, () € (E5() + £“(t))" ).
In particular, the cokernel of Dy is finite dimensional. For § = §* ¢ VN define
e ={vec’: lim &'y = 0} = Ran(x(s < 0))
and
s = {v ec: tE{noo &Sty = 0} =Ran(x(S > 0)).

Moreover, lim,_,, €%(t) = €°(H,,) and lim,_,_, €“(t) = €"“(H_,) in the standard sense
of convergence in the Grassmannian. Therefore,

dim(&°(t)) = dim(&°(H,,)), dim(&¥(t)) = dim(E“(H_,))s
and thus

Ind(Dy;) = dim(E5(t) n E4(t)) — dim((&5(t) + 8”(t))i)
= dim(&°(t) n €4(1)) + dlm(a (t) + E4(1)) -

= dim(&°(t)) + dim(EY(t)) -

= dim(E4(H_,)) + dim(&°(H +00)) -N

= dim(EY(H_,)) - dim(£“(H, ).

Asdim(E*(H_,))-dim(E"(H, ) = %(Sig(H,oo) -Sig(H,,)), this implies the claim. [
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3.6 Bounded self-adjoint Fredholm operators

This section introduces the set of bounded self-adjoint Fredholm operators
FBg,(H) = {H ¢ FB(H) : H = H*},

and collects a few of its basic properties. It is precisely for paths in FBg, () that the next
Chapter 4 then considers the associated spectral flow. First note that by Corollary 3.4.4,
one has

FBg,(H) = {H € B(}) : H=H" and 0 ¢ spec,(H)},

where spec,.(H) R denotes the essential spectrum. Hence it is natural to introduce
the following three subsets of FB, (H):

FB, () = {H € FB,(3() : specyg(H) € R, }
and
FBg,(H) = {H € FBg,(H) : spece(H) N R, # 0},

where R, = {x € R : +x > 0}. The following result goes back to Atiyah and Singer [15]:

Proposition 3.6.1. With respect to the norm topology, FB,(H) has three connected com-
ponents given by FBZ, (H), FB,(}), and FB,(H). The components FB,(}) are con-
tractible.

Proof. Clearly, FBg,(H) = ]FIB;“a(fJ{) U FB, () U FBZ, (H) is a disjoint decomposition.
Moreover, the continuity of the essential spectrum implies that lF]B'S*a(ﬂ-C), FB_, (H), and
FB, (H) are open, and hence, due to the above decomposition, also closed. It remains
to show that the three sets are (path) connected.

For H,H' € FB,(H), the linear paths connecting H to Q = —y(H < 0) + y(H > 0)
and H' to Q' = —x(H' < 0) + y(H' > 0) lie entirely in FB}, (¥). Therefore it is sufficient
to show that there is a path in FB}, () connecting Q to Q'. As the projections y(H < 0),
X(H = 0),y(H' <0),and y(H' > 0) are infinite-dimensional, there is a unitary U € U(%)
mapping Ran(y(H' > 0)) onto Ran(y(H > 0)). Then Q = UQ'U*. By Kuiper’s theorem
[120], there is a path ¢ € [0,1] — U; € U(H) of unitaries connecting U, = U to U; = 1.
Then the path ¢ € [0,1] — U,Q'U; lies in FBZ, () and connects Q to Q'.

Next let us show the claimed contractibility which also implies that FB;, (3() are
connected. For (H,t) € ]F]B;ra(f}{) x [0,1], let us define h(H,t) = (1 - t)H + t1. Then,
n(h(H,t)) = (1 - t)w(H) + t1 > 0 and, due to specy(h(H,t)) = spec(r(h(H,t))),
by Corollary 3.4.5 one therefore concludes h(H,t) € FB,(H). Clearly, h(H,0) = H
and h(H,1) = 1. Thus ]FIB;“a(fH) is contractible to 1. Similarly, FBB, (J{) is contractible

to -1. O
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Proposition 3.6.1 determines 77y(FB,,(H)) and shows that the homotopy groups
ﬂk(IFIB;*'a(fJ-C)) are trivial for k > 1. The remaining homotopy groups 7 (FB, (H)) will be
determined in Section 8.3. It will be shown that some of these groups 7 (FBg, (H)) are
nontrivial.

In the remainder of this section, let us prove two elementary results that show that
the self-adjoint Fredholm operators can be retracted to particularly simple subsets of
Fredholm operators without changing the homotopy type. Let us introduce the subsets

FBy 5, (H) = FBg, (H) N By(H),  FBy,(H) = FB,(H) N By(H),
of Fredholm operators lying in the unit ball of bounded operators,
By(H) ={T € B(H) : [Tl < 1}.

Henceforth we denote by Oy the norm topology on B(H).

Proposition 3.6.2. Space (FB;,(3),Oy) is a deformation retract of (FBg, (), Oy).
Moreover; (FB; ¢, (3), Oy) is a deformation retract of (FBg, (), Oy).

Proof. A deformation retraction is given by

h: FB,(H) x [0,1] — FBy,(}), h(H,s) = ((1 —9+ m>H

Indeed, one has h(H,0) = H, h(H,1) € FB,,(H) for all H € FBg,(H), and h(H,1) = H
for H € FB, i, (H), and the continuity can readily be checked. This shows the first claim.
Because h(H,s) € FB,(H) for H € FB,(H) and s € [0,1], the same argument shows
that (]FIB{‘)Sa(ﬂf), Op)is a deformation retract of (FBg, (), Oy ). (Note that the same proof
shows that B(J) can be retracted to B;(J{) in the norm topology.) O

The next result, strengthening Proposition 3.6.2, shows that one can even retract
FBg, (H) to a set of operators that are symmetries, up to compact perturbations:

FB,(3) = {H € FBy(H) : [|H = 1, speces(H) € {-1,1}}.

This set of operators appears naturally in the study of unbounded self-adjoint Fredholm
operators, namely it contains the image under the bounded transform of the set of un-
bounded self-adjoint Fredholm operators with compact resolvent, see Proposition 6.4.4
below. Furthermore, FB, () can be retracted to

FB**

1,5a

(H) = {H € FB,(H) : |H| =1, specye(H) = {-1,1}}.

Proposition 3.6.3. Space (EBisa(J{),ON) is a deformation retract of (FBg,(H), Oy).
Moreover, (FB* (H), O ) is a deformation retract of (FBg, (), Oy).

1,sa



3.6 Bounded self-adjoint Fredholm operators =—— 85

Proof. For H € FB,(H),letus define §(H) = min{l, min(specess(Hz))%} > 0.Then by the
spectral radius theorem in the Calkin algebra, it follows that H — &(H) is continuous.
For 6§ > 0, let f5 : R — R be the monotone continuous function defined by

F500 = 21600000 = X(-c0,-5100 + X550

Then f : FBg,(H) — IFIBisa(SH) given by f (H) = fs)(H) is norm-continuous. Note that
6(H)=1forH ¢ EBisa(J{) and thus f (H) = H. Hence the linear homotopy

h: FBg(H) x [0,1] — FB o, (H), h(H, 1) = (1 - OH + tf (H),

is a deformation retraction of the space (FBg,(H), Oy) onto (IF]Bisa(ﬂ-C), Op). As f maps
FBg, (H) onto FB;C (), the last claim follows by restricting h to FBg, () x [0,1]. O

1,sa

Remark 3.6.4. For later use, let us note that the proof of Proposition 3.6.3 also
implies that (IFIBisa(fH), Op) is a deformation retract of (IFBy4,(3(), Oy). Moreover,
(FB*C (H), Oy) is a deformation retract of (FBj s, (3(), Oy). &

1,5a

A class of natural elements lying in EBisa(J{) are the symmetries (self-adjoint uni-
taries) for which we use the notation

Usa(j{) =UH)Nn ]Bsa(g{)-

#,C
1,5a

denoted by U, (3). The next result states that operators from the set ]FIBisa(fH) are
compact perturbations of symmetries which can be represented in a particular form.
Let us stress that this representation does not imply that any H € ]P]Bisa(ﬂf) has +1 as
eigenvalues.

Symmetries lying in FB;:- () are called proper and the set of proper symmetries is

Proposition 3.6.5. Any H ¢ ]PIBisa(f}C) has a unique representation as
H=Q-K, +K_,
with Q € Ug, (KH) and K, € K(H) satisfying
0<K,<1l 0<K <1, KK =0, [K,Q]=0.
In this representation,
Ker(H — 1) = Ker(Q — 1) nKer(KX,), Ker(H +1) = Ker(Q +1) nKer(K_).

Proof. GivenH € ]F]Bisa(f}{), let P, denote the spectral projections onto the eigenspaces
of +1, and let (A;) 51 be the possibly finite sequences of nonnegative and negative eigen-



86 —— 3 Bounded Fredholm operators

+

values of modulus smaller than 1, ordered such that 0 < A} < A}

¢; denote corresponding normalized eigenvectors, then

qand0> A, = A If

H=P, + ) Mlomyenl+ Y Aldn) (] - P_.

n=1 n=1

Then set

K, = Y (17 4|97y

n>1

and Q = H + K, — K_. These operators satisfy all the listed properties.

It remains to prove the uniqueness of the representation. For that purpose, let us
set H, = y(H = 0) and H_ = y(H < 0). Then [K,, Q] = 0 implies that [H,Q] = 0, and
therefore the restrictions Q, of Q to H, are symmetries (on J,, respectively). In fact,
Q. is the identity on H, and Q_ is minus the identity on 3_. Indeed, let us assume that
—11is an eigenvalue of Q,, then there is a unit vector ¢ € H, such that Q, ¢ = —¢. This
implies

0 < ($lHP) = (9](Q, — K, + K )p) = -1 (PIK,$) + ($IK_¢)

and therefore

1<1+(gIK,¢) < (PIK_9),

in contradiction to K_ < 1. This shows that Q, is the identity on J(, . Further assume that
1is an eigenvalue of Q_, then there is a unit vector ¥ € H{_ such that Q_t = . Then

1- (WIK,¥) + (YIK_¥) = (YIHY) <0,

and hence

1< 1+ (WIK_Y) < (YK, ¥),

now in contradiction to K, < 1. Thus Q_ is minus the identity on H_ and hence the
symmetry Q = y(H > 0) — y(H < 0) is uniquely determined. Then -K, + K_ = H - Qs
uniquely determined. As one, moreover, has 0 < K, and K,K_ = 0, it can be concluded
that ¥K, = (-K, + K_)y(¥(-K, + K_) = 0). O

Remark 3.6.6. If oneis given a patht € [0,1] — H, € EBisa(H{), then Proposition 3.6.5
provides a family ¢ € [0,1] — Q, and ¢ € [0,1] — K, such that H; = Q; + K;. In general,
though, these families are not continuous. If, however, t € [0,1] — H, is invertible,
then P, = %(Qt — 1) is given as a Riesz projection via a contour integral and is hence
continuous, so that also Q, and K, are continuous. <o
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3.7 Essentially gapped unitary operators

Chapter 4 not only studies the spectral flow along paths of bounded self-adjoint Fred-
holm operators, but also the spectral flow for paths lying in the following set of unitary
operators:

FU(H) = {U € U(H) : U +1 € FB(H)}.

This section therefore presents some elementary facts about this set. First of all, due to
Corollary 3.4.4, U + 1 € FB()) is equivalent to 0 ¢ spec,.(U + 1) so that

FU(K) = {U € U(H) : —1 ¢ specyg(U)}.

Due to this rewriting, unitary operators from FU(K) will also be called essentially
gapped.
Proposition 3.7.1. The space (FU(X), Oy) is connected.

Proof. We show that for U € FU(X) there is a path in FU(H) connecting U to 1. For
t € [0,1], let us define the function f; : st — st by

- 00, oo
(o)

e @200 for ¢ € (11,2m).

For U € FU(XK), the continuous path t € [0,1] — f;(U) lies entirely in FU(H) and
connects U to 1. O

The set FU(K) can be retracted to a particularly simple set of unitary operators,
namely

US(H) = {U e UKH) : U -1 € K(H)},
which can be rewritten as
USH) = {1+K:K e KGO withK +K* +K*'K =K +K* +KK* =0}.  (3.8)
Proposition 3.7.2. The space (U3, 0 ~) 1S a deformation retract of (FU(3), Oy).
Proof. For U € FU(H), let us define
8(U) = min{A € [0,7) : specyg(U) N {e? : ¢ € (4,21 - D)} = 0}.

Then U — §(U) is continuous by a similar argument as in the proof of Proposition 3.6.3.
Moreover, for U € IUC(ﬂ-C) one has §(U) = 0. For § > 0, let f5 : s! x [0,1] — s! be the
continuous function defined by
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il for ¢ € [0,9),

@ @I-0+55(9=6)) for ¢ € [6,7),
fs(€,t) = u e

(@ 20A-D+:50=2m48) - for g € (11,21 - 8),

eHo-2ma-0) for ¢ € (27 - 8,27).

It can now readily be seen that the homotopy h : FU(H) x [0,1] — FU(XK) defined
by (U, t) = f5)(U,t) is the desired deformation retraction of the space FU(J) onto
U (H). O

As explained in Section 8.1, Proposition 3.7.2 readily allows deducing the homotopy
type of FU(K).



4 Spectral flow for bounded self-adjoint Fredholm
operators

In this chapter the spectral flow of paths of self-adjoint bounded Fredholm operators is
analyzed. In Section 4.1, the spectral flow is defined, essentially as in Phillips’ influential
work [147], with a minor modification discussed in Remark 4.1.5 below. It is essentially
an infinite-dimensional version of the approach already presented in Chapter 1. Then
Section 4.2 collects basic properties of the spectral flow such as concatenation, additivity,
and homotopy invariance. In Section 4.3, several formulas for the computation of the
spectral flow are presented. In the brief Section 4.4, it is sketched how to extend the
notion of spectral flow to paths of essentially hyperbolic operators (see [91] for a Banach
space generalization). Section 4.5 introduces and studies the spectral flow for paths of
unitaries which all do not have -1 in the essential spectrum. Finally, Section 4.6 shows
how the spectral flows of paths of bounded self-adjoint Fredholm operators and paths
of essentially gapped unitaries are connected.

4.1 The definition of the spectral flow

Let t € [0,1] — H; € FBg,(H) be a norm-continuous path, not necessarily closed. For
a > 0, the spectral projections are denoted by

Pa,t = Xl-aal (Ht)~ 4.1

The following lemma plays a key role for the definition of the spectral flow.

Lemma 4.1.1. For H € FBg,(H), there are a number a > 0 and a neighborhood N of H
in FBg, (H) such that S — x|_4/(S) is a norm-continuous, finite-rank projection-valued
function on N.

Proof. Since H is a self-adjoint Fredholm operator, by Corollary 3.4.4 thereisana > 0
such that +a are not in the spectrum of H and y_, 4 (H) is a finite-rank orthogonal
projection. Because +a are not in the spectrum of H, there exists an € > 0 such that
[-a-e€,-a] U [a,a + €] is disjoint from spec(H). The set

N = {§ € FBg,(H) : ([-a - €,—a] U [a,a + €]) N spec(S) = 0}

is open and on this set the function S — y[_4/(S) is norm-continuous as y[_,  agrees
on spec(S) with the continuous function f : R — R defined by

X = K00 = (= @+ €) Ulaue (0 + (X @+ €) St ag-ar(¥)

Thus
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N = {S eN: ")([,a‘a] &) ~ X[-aa] (H)” < 1}

has the desired properties, as for all S € N the dimension of the range of y[_, 4(S) is
equal to the dimension of the range of y_, 4;(H), which is finite. O

By compactness and the previous lemma, it is possible to choose a finite partition
O=ty<ty<---<ty<ty=1 4.2)
of [0,1] and a,, = 0,m =1,..., M, such that
t € [ty1,tyl = Py 4.3)

is norm-continuous with constant finite rank. Furthermore, let us introduce the spectral
projections

P =XoaHe)s  Pry = Xi—a0)Hy).

Figure 4.1 shows how a permitted partition looks like. The crucial fact is that the eigen-
values leave the boxes only to the right and left, and never on the top or bottom which
would lead to a discontinuity of the dimension of P, ;.

spec(H;) A

1

—ag:~

to=0 bt ty ty ts tg lr=1

Figure 4.1: Schematic representation of the objects used in Definition 4.1.2 of the spectral flow, as well as in
the proof of Theorem 4.1.3. Away from the crossings, it is possible to set a = 0.

Definition 4.1.2. For a partition 0 = {5 < {; < --- < ty4 < ty =landa, > 0,m =
1,...,M as above, the spectral flow of the path t € [0,1] — H, € FB,,(H) is defined as
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M
Sf(te[O,l]HHt)=%ZTr(P> -P5 , -P, , +P5 . ). 4.4

Ayt (R (LA R

Note that all projections involved are finite dimensional so that the trace is finite.

The first basic result about the spectral flow is that it is well defined by the above
procedure.

Theorem 4.1.3. The definition of Sf(t € [0,1] — H,) is independent of the choice of the
partition 0 = t; < t; < --- < tyq < tyy = 10f[0,1] and values a,, > 0 such that
t € [ty_1, ty] = Py is norm-continuous and of constant finite rank.

Proof. Ifapointt, € [t,;,_q,tyn] form e {1,2,...,M}is added to the partition, the number
Tr(PZm,t* —P;m)t*) is both added and subtracted, thus Sf(t € [0,1] — H,) does not change.
Therefore the definition of the spectral flow is independent of the choice of the partition.

For m € {1,2,...,M}, let us compare a,, to a,, where t € [t,,_;,t,,] — Py ¢ is norm-
continuous with constant finite rank. Without loss of generality, one may assume that
a,, > ap, holds. As a,, and a], are not in the spectrum of H, for any t € [t,,_1,t,], it
follows thatboth t € [t,,_q, t,,] — PZ',n)t ~P, candt € [ty 1, ty] = P;',n’t - P, .arenorm-

continuous projection-valued functions and hence of constant rank, say k> and k<. Thus

Tr(Py o ~Pa e ~Pu o +Pu. )
= Tr(P )" Tr(P;, i )—Tr(Pa',n’t )+Tr(Pa, )
= Tr(Pa t )+ kK -Tr(P, ,)-k*-Tr(P, , )-k +Tr(P, , )+k°
= Tr(Pg, 1, = Pat, Pim,tm,l ~Pty)

Therefore the definition of the spectral flow is independent of the choice of the values
ay, > O such that ¢ € [ty,_q, ty] — P, is norm-continuous. O

Remark 4.1.4. Let us note that Definition 4.1.2 is still compatible with the intuitive
notion of spectral flow as described in Chapter 1, which also furnishes many exam-
ples of paths of finite-dimensional matrices having nontrivial spectral flow. It is also
straightforward to provide examples of open paths for infinite-dimensional J; see,
e.g., Example 5.7.4. It is more challenging to provide closed paths which have nonva-
nishing spectral flow. A very explicit construction of such a nontrivial loop is given in
Example 8.3.4. <o

Remark 4.1.5. Let us note that Definition 4.1.2 slightly deviates from Phillips’ original
definition Sf™ [147]. Indeed, the latter is always integer-valued and the map € — Sf(t €
[0,1] — H; + €) is right continuous at 0, while here the spectral flow also takes half-
integer values and € — Sf(t € [0,1] — H; + €) is neither left- nor right-continuous. One
advantage of this modification is the antisymmetry of Sf under reflection, see item (iv)
in Theorem 4.2.1 below. <o
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4.2 Fundamental properties of the spectral flow

In this section some elementary properties of the spectral flow, as well as its homotopy
invariance, are collected. All of them are simple generalizations of properties of the spec-
tral flow of paths of self-adjoint matrices shown in Section 1.2. Therefore most of the
proofs are omitted.

Theorem 4.2.1. Lett € [0,1] — H; € FBg,(H) be a norm-continuous path.

(i) Ift € [0,1] — dim(Ker(H,)) is constant, then Sf(t € [0,1] — H;) = 0.

(ii) The spectral flow has a concatenation property, namely if t € [1,2] — H; € FBg,(H)
is a second norm-continuous path, composable to the first one in the sense that the
endpoint of the first path is the initial point of the second path, then

Sf(t € [0,2] — H;) = Sf(t € [0,1] — H,) + Sf(t € [1,2] — H;).
(iii) Changing the orientation of the path leads to a change of the sign of the spectral flow
Sf(t € [0,1] — H,) = —Sf(t € [0,1] — H,_,).
(iv) The spectral flow has a reflection property, namely
Sf(t € [0,1] — H,) = - S£(t € [0,1] — —H,).

(V) The spectral flow has an additivity property under direct sums, in the sense that if
t € [0,1] = S, € FB,(3') is a second norm-continuous path, then

St(t € [0,1] > H, ®S,) = S(t € [0,1] — H,) + SE(t € [0,1] > S,).

(vi) The spectral flow is invariant under conjugation of the path by a norm-continuous
patht € [0,1] — U; € U(K) of unitaries

SE(t € [0,1] — H,) = Sf(t € [0,1] > U H,U,).

Proof. All items directly follow from the definition of the spectral flow. O
Let us next show that the spectral flow is homotopy invariant.

Theorem 4.2.2. Let t € [0,1] — H, and t € [0,1] — H, be two norm-continuous paths
in FBg,(3() such that Hy = H|, H, = H], and such that there exists a norm-continuous
homotopy between the two paths leaving the endpoints fixed. Then

Sf(t € [0,1] = H,) = Sf(t € [0,1] = H,).

Proof. Let us first note that for Hy, H; € FBg,(H) both in the same neighborhood N
of the type given in Lemma 4.1.1 and any path t € [0,1] — H, lying entirely in N, the
spectral flow is
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Sf(t € [0,1] — H,) = % Tr(P,, - Py - Poo+Pgo)s

where a = a, is chosen as in Lemma 4.1.1 and the partition is trivial, namely ¢, = 0 and
t; = 1. Therefore the spectral flow is independent of the path in N connecting H, to H;.

Let us denote the homotopy between the two paths by h : [0,1] x [0,1] — FBg,(H).
Thus h is norm-continuous, h(t,0) = H; and H(t,1) = H[ for all t € [0,1], as well as
h(0,s) = Hy = Hé and h(l,s) = H; = Hl’ for all s € [0,1]. By compactness, one can
cover the image of h by a finite set {Ny, ..., Ny} of neighborhoods as in Lemma 4.1.1. The
preimages of these neighborhoods {h’l(Nl), s h’l(Nk)} form a finite cover of the set
[0,1] x [0,1]. For its Lebesgue number ¢, > 0, any subset of [0,1] x [0,1] of diameter
less than ¢, is contained in some element of this finite cover of [0,1] x [0,1]. Thus, if
we partition [0, 1] x [0,1] into a grid of squares of diameter less than €, then the image
of each square will lie entirely within some N, for [ € {1,..., k}. By compactness, it is
sufficient to show that

Sf(t € [0,1] — h(t,s")) = Sf(t € [0,1] — h(t,s"))

fors’,s" € [0,1] with |s' —s"| < \6/_02 Without loss of generality, one may assume s’ < s
For a partition 0 = ¢; < t; < --- < ty_1 < ty = 1such that ¢, — t;,4] < % for all
m e {1,..., M}, the image h([t,,_q, tp,] % [s',s"']) is contained in one of the neighborhoods
N;forl € {1,..., k}. Therefore, by the first paragraph of this proof,
SE(t € [tyy_1>tyy] — h(t,8")) + Sf(s € [s',5"] = h(ty,$))
=Sf(s € [s',8"] = R(ty_1,8)) + SE(t € [ty ty] = R(t,s™))

forallm € {1,..., M}. In conclusion,

Sf(t € [0,1] — h(t,s"))

M
Y S(t € [ty 1.t = R(tS"))
m=1
M
(St(s € [s',8"] = h(ty1,5))

where the third step follows from
Sf(s € [s,s"] = R(0,s)) = Sf(s € [s',s"] = h(1,5)) = 0 (4.5)

as the considered paths are constant. O
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Remark 4.2.3. When Theorem 4.2.2 is applied to closed paths, it shows that

St: m(FBg,(H) - Z
is a well-defined group homomorphism of the fundamental group of FBZ, (H) with Z.
In Section 8.3, it will be proved that this is actually an isomorphism. <o

One can also consider homotopies with varying endpoints, as long as they lie in the
invertibles.

Theorem 4.2.4. Lett € [0,1] — H,and t € [0,1] — H[ be two norm-continuous paths in
FBq, () such that there exists a norm-continuous homotopy (t,s) € [0,1]x[0,1] + h(t, s)
between the two paths with the property that the paths of endpoints s € [0,1] — h(0,s)
and s € [0,1] — h(1, s) both lie in the invertible operators G(H). Then

Sf(t € [0,1] = H,) = Sf(t € [0,1] = H]).
Proof. The proof is a modification of the proof of Theorem 4.2.2. One merely notes that
(4.5) remains valid because the appearing paths lie in the invertibles. O

Corollary 4.2.5. Lett € [0,1] — H,; be anorm-continuous path in FBg, (H) with invertible
endpoints and lett € [0,1] — M, be a norm-continuous path in the invertibles G(J). Then

SE(t € [0,1] — M, H,M,) = Sf(t € [0,1] ~— H,).

Proof. Using the polar decomposition M; = U;|M;|, one can apply Theorem 4.2.4 to the
homotopy h(t, s) = (U;|M,|*)* H,U,|M,|* to conclude that

SE(t € [0,1] — M, H.M,) = Sf(t € [0,1] > U; H,U,).

The claim then follows from Theorem 4.2.1(vi). O

Finally, let us prove the monotonicity property of the spectral flow. Often this is
proved via crossing forms (e. g., Theorem 7.1 in [146] or Theorem 3.9 in [184]), but here
a direct argument based on Loewner’s theorem is provided.

Theorem 4.2.6. Lett € [0,1] — H, € FBg,(H) be a norm-continuous and increasing
path, namely H, > Hy fort > t', then

Sf(t € [0,1] — H,) > 0.

Proof. The strategy is to construct an operator monotonic function f : R — R map-
ping the eigenvalues of H, close to 0 to the bottom of the spectrum of f(H;), and then
apply the minimax principle to f(H,). After possibly dividing [0,1] into subintervals,
one can assume that there is some 4. < 0 such that A, ¢ spec(H;) for all t € [0,1] and
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SpeCqg (Hy) N [A., 0] = 0 for all ¢ € [0,1]. Then the function f is simply given by a Mobius
transformation of the form
X

fo0 =

C

This function satisfies f(0) = 0 and f(spec,s(H;)) € (0,00) for all ¢ € [0,1]. As f is the
Mébius transformation with the real matrix (} ,30) which has positive determinant A,
it is a Herglotz function, namely IJm(f(z)) > 0 for Jm(z) > 0, and by Loewner’s theorem
(e.g., [182]) f is therefore operator monotone so that, in particular, f(H;) > f(H,) for
t > t'. Now by the spectral mapping theorem,

SE(t € [0,1] > H,) = SE(t € [0,1] > f(H,)).

By the monotonicity principle (directly following from the minmax principle), the latter
spectral flow is nonnegative. O

4.3 Formulas for the spectral flow

This section is about formulas for the spectral flow that generalize the expressions avail-
able in the finite-dimensional setting to the infinite-dimensional cases. The first result,
Proposition 4.3.1, concerns paths which have only either positive or negative essential
spectrum and then the spectral flow only depends on the endpoints, just as in the finite-
dimensional setting. Then generalizations of the crossing form computation and integral
representation for the spectral flow are proved in Propositions 4.3.6 and 4.3.12, respec-
tively.
The Morse indices ¢, (H) of a self-adjoint Fredholm operator H are defined as

L, (H) =Tr(y(zH > 0)) € N; U {oo}. (4.6)

The terminology slightly deviates from the literature where merely «_(H) is called the
Morse index, and ¢, (H) is called the coindex [86]. If H € ]FlBsia(J{) is a Fredholm opera-
tor with only positive/negative essential spectrum, then the Morse index ..(H) is finite.
The spectral flow of a path of self-adjoint Fredholm operators with only positive/nega-
tive essential spectrum can be computed as the difference of the Morse indices of the
endpoints of the path.

Proposition4.3.1. Lett € [0,1] — H; € FB. (H) be a norm-continuous path of self-
adjoint Fredholm operators with only positive essential spectrum. The spectral flow of

this path is

Sf(t € [0,1] — H,) = %dim(Ker(HO)) +L_(Hy) — t_(Hy) - %dim(Ker(Hl)).
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Analogously, for a norm-continuous path t € [0,1] — H; € FB_,(H) of self-adjoint Fred-
holm operators with only negative essential spectrum, the spectral flow is

Sf(t € [0,1] — H,) = %dim(Ker(Hl)) + 1 (Hy) — 1, (Hy) - % dim(Ker(Hy)).

In particular; the spectral flow of a path in FBg, (H) only depends on its endpoints.

Proof. Let us first focus on a path t € [0,1] — H, € FB{, () with positive essential
spectrum. For a partition 0 =ty < t; <--- < ty;_1 < t)y = 1asin (4.2) and a,, > 0 fulfilling

4.3)forallm =1,...,M as above, by Definition 4.1.2 the spectral flow is

M
St(t € [0,1] — Hy) = ) SE(t € [ty t] — Hy),
m=1
where
1
SE(t € [tyqp t] — Hy) = 3 Te(Py o —Pa o —Pa o  +Po . ). %)

By assumption ¢ € [¢,,_1, t;,] — Tr( X[,am’am](Ht)) is constant and therefore

Tr(P, . )+ Tr(P, , )+dim(Ker(H, ))
)+ Tr(P;m’tmil) + dim(Ker(H, ))

or equivalently,

Tr(P, Zm,tm) - Tr(P Zm,t

)
m-1
=Tr(P, , ) +dim(Ker(H, ))-Tr(P; . )-dim(Ker(H,)).

Inserting this into equation (4.7) leads to

St(t € [ty1> tm] — H;)

=Tr(P;

am’tm—l

) - Tr(P;

Ayt

)+ % dim(Ker(H; )~ % dim(Ker(H, )).

As the essential spectrum of H, is positive, x(_q, _q,)(H;) is traceclass for all ¢ € [0,1] and,
because —a,, ¢ spec(H,) for t € [t,,_1, t,], themap t € [t,_1, 6] — Tr()((_oo’_am)(Ht)) is
constant. Therefore
Tr(P:zm,tm,l) - Tr(P;m,tm) = Tr(P;m,tm,l) + Tr(X(—oo,—am)(Htm,l))
=Tr(Py ) = Tr(X(-oor-a,) Hy,))
= L_(Htmil) - l—(Htm)-

This implies
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S(t € [ty1>ty] — H;)
=t (H, )-t(H )+ % dim(Ker(Htm_l)) - % dim(Ker(Htm)).
Consequently,

Sf(t € [0,1] > H,)

M
- z <L(Htm71) - C(H )+ % dim(Ker(H, ))- % dim(Ker(Htm))>
1

% dim(Ker(Hy)) + t_(Hy) — t_(H;) — % dim(Ker(H,)),

completing the argument for the case of a family of essentially positive operators. The
other case follows by applying this case to the path ¢t € [0,1] — —H,. O

Let us stress again that Proposition 4.3.1 implies that the spectral flow of paths in
FB,(3) only depends on the difference of the contribution at the endpoints. In partic-
ular, for a closed path in FB;, (3() the spectral flow vanishes. This is not true for paths in
FB, (H). An explicit example of a closed path in FBg, () with nonvanishing spectral
flow is given in Example 8.3.4.

From now on, we will also consider paths that do not lie in FBZ, (3() or FB, (3(). On
the other hand, the paths are supposed to have some regularity which can be assured
by a small perturbation.

Proposition 4.3.2. Lett € [0,1] — H; € FB,,(H) be a norm-continuous path. For any
€ > 0 exists anorm-continuous and piecewise real-analytic patht € [0,1] — S; € FBg,(H)
with ||S;—H,| < e uniformlyin t such that all eigenvalue crossings are simple and transver-
sal, namely dim(Ker(S;)) < 1for all t € [0,1] and Ker(S;) = {0} except for a discrete set
of crossings. For any crossing t,, thereis § > 0 such that t € (t, — 6,ty + 6) — S; is real
analytic and S |gers,) # 0.

Proof. After a constant shift t € [0,1] — H; + c1 for a small constant ¢ > 0, one can
assume that the endpoints are invertible. As ¢t € [0,1] — H, is uniformly continuous,
there is 8’ > 0 such that |[H, — Hyn|| < ¢ forallt',t" € [0,1] such that |t' - t"| < §'. For a
partition0 = ¢; < --- < t; = 1such that|t,, — t,,4| < &' form =1,..., M, one can replace
t € [ty 1 ty] — H,bythepatht € [ty 1, tn] — S, = % ot t;’_tg:lHtm.Then the
patht € [0,1] — §t is continuous, piecewise real-analytic, and |I§t -Hy| < i uniformly
in t. Moreover, € will be chosen sufficiently small such that the path t € [0,1] — S;
remains in FBg, (H). If [-a,a] n specess(g‘t) =@fora>0andt € [t ty], by Theorem
VIL.1.8 in [112], one can cover the set {(t,A) € [, tp]l X [-a,a] : A € spec(g‘t)} by finitely
many graphs of real-analytic functions 4;, each possibly defined on some subinterval of
[tno1> t] if the eigenvalue leaves [—a, a]. In particular, Ker(S;) = {0} except for finitely
many crossings t € [ty 1, tp], or Ker(S,) # {0} for all t € [t,,_y, t,,,]. In the latter case, we
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replace S, by S, = S, +&(t—t,,_1)(t—t,,)1 where 0 < € < £ is chosen such that Ker(S,) = {0}
except for finitely many crossings t € [t,_s,t,;,]. Therefore there is a piecewise real-
analytic path t € [0,1] +— S, such that S, is invertible except for a discrete set of points
and such that IS, - H|| < § uniformly int. Ast € [0,1] — S, is uniformly continuous,
there is 6" > 0 such that |IS, — Sp|| < § for all ¢',¢" € [0,1] such that [t - ¢"| < §".If
ty € [0,1] is such that t — §; is not analytic in ¢, and such that Ker(Sto) # {0}, there is
a ) € (0,8") such that ; . is invertible. We then replace S; for ¢ € [ty — 8y, to + &)

to+6p—t s t—tg+8) & =
by 0+25Z Sto,gé + %Sto 8} Therefore, one can assume that Ker(S;) = {0} except for

a discrete set of crossings, and there is §;, > 0 such that for each crossing ¢, the path
t € (ty — g, ty + 8y) — S, is real analytic and such that ||S, — H,| < ?’f holds uniformly
int.

For t;, € [0,1] such that Ker(gtg) # {0}, therearea > 0 and 0 < 6§ < §;, such that
+a ¢ spec(S;) for t € (¢, - 6, ¢t, + §) and such that [-a, a] n spec(S;) consists of finitely
many eigenvalues of finite multiplicity for ¢ € (t; -, t; + 6) and such that §t0i5 isinvert-
ible. For § sufficiently small, again by Theorem VIL.1.8 in [112], there is a real-analytic
path t € (t) - 8,y + 8) — U; € U(H) of unitaries such that one has Uy Ran( x(_qq) ) =
Ran(x(_q,q(S;,))- Then ¢t € (t - 8, ¢y + 8) = US, U/ |Ran Hiean Gy is a real-analytic path

of finite-dimensional operators and, by Theorem I1.1.10 and Section IL.6.2 in [112], there
is a real-analytic path of unitaries t € (¢, - 8, + 6) = V; € B(Ran(y[_gq (§t0)),(CM )
such that V,U,S,U; V; = diag(A,(¢),..., Ay (t)) where t — A, (t) are real-analytic func-
tions representing the eigenvalues of S,. By Sard’s theorem, the complement of the set
of regular values of the eigenvalues t € (t; — 6.ty + 6) — Ax(t), k = 1,...,M has mea-
sure zero. Therefore there are €, ..., € € (- min{%, ||§t’01i§||’1}, min{%, ||§t‘01i§||’1}) such
that 0 is a common regular value of the functions t — Ai(t) + ¢, fork = 1,...,M and
such that dim(Ker(diag(A;(t) + €;,..., Ay (t) + €y))) < 1forallt € (t; — 8,y + ). Then
te(ty—6.tg+8) — S, = UV diag(Ay(t) + €., Ax(0) + en) VU + Se(1= X _qq(Sp) is @
real-analytic path such that eigenvalue crossings are simple and transversal. Moreover,
there is § > 0 such that IS, - Stp-sll < g forallt e (ty) -6 - S, to — 6) and such that
IS; = S¢,4sll < § forallt € (ty + 68, + 8 + 5). We then replace t € (ty - § - 6,4, - 8) - 5,
by the linear path t — S; connecting Sto_ s_5 10 S; _s and similar for ¢ € (¢, +6, ¢, + 8 +€).
As G(H) is open, this linear path lies in the invertibles for & sufficiently small. Then set-
ting S, = S, for t notin (t, — 8 - 8,t, + & + &) for any eigenvalue crossing t,, the path
t € [0,1] — S; has the desired properties. O

By homotopy invariance, see Theorem 4.2.4, of the spectral flow, one can now com-
pute the spectral flow by the piecewise real-analytic path

Sf(t € [0,1] — H,) = Sf(t € [0,1] = S,),

provided that the linear path connecting S, to H, and the linear path connecting S; to H;
are within the invertibles and that sH; +(1-s)S; is Fredholm for all (s, t) € [0,1]x[0,1].In
particular, this is the case for € < min.(o4;{llH, 1||’1, |Hy 1||’1, ||7T(Ht)’1||b1}. By the above,
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for any crossing t, € (0,1) there is a real-analytic function t € (¢, — 8,t; + 6) — A(t) e R
with A(t;) = O representing an eigenvalue of S;. Moreover, by Theorem II.5.4 in [112],
which can be applied to the path t € (ty — &', ty + 8') — Six_q.q(S) Where a,§" > 0 are
chosen such that t € (t; — 8, ty + ') = X{_g.4)(S,) is of constant finite rank,

A (to) = S{[]'Ker(sto) = (S, 9)

for a unit vector ¢ € Ker(S; ). This leads to another expression for the spectral flow,
similar as Proposition 1.4.3 in the finite-dimensional case.

Proposition 4.3.3. Ift ¢ [0,1] — S, is a norm-continuous and piecewise real-analytic
path with simple and transversal eigenvalue crossings as given in Proposition 4.3.2, then

Sf(te[0,1] »> S) = > (1 - 15t,0 - %5“) sgn(4;()), (4.8)

2,(=0 2

where &, ; denotes the Kronecker delta equal to 1 for t = s and 0 otherwise, and the sum
runs over pairs (j, t) such that Aj(t) =0.

Proof. Let us first note that the sum on the right-hand side of (4.8) is finite by the gener-
icity assumption, which also implies that the signs sgn(/l]f(t)) at these points are well
defined. Consider t;, € (0,1) such that Ker(StO) + {0}. Then choose a > 0 such that
spec(StO) N [-a,a] = {0}. Thereis 0 < € such that +a ¢ spec(S;) fort € (¢, — €,ty + €)
and such that t € (¢, — €.ty + €) — S; is real analytic. Let A : (t; — €,t; + €) — (-a,a)
be the continuously differentiable function representing the eigenvalue of S; in [-a, a].
Because A'(t;) # 0, thereis 0 < n < % such that A(t) + 0 for t € (t; —2n, ty +2n) \ {ty}. This
implies

sgn(A(ty + ) = —sgn(A(ty — m) = sgn(A'(ty)),
and therefore

sgn(A'(ty))
1
) Tr(X(0,a1Sty+n) = Xi-0.0)Sty+n) = X001 Sty-n) + X1-00)(Stp-n))
=Sf(t € [tg— .ty + N1 = S,).

The concatenation property of the spectral flow, see item (ii) of Proposition 4.2.1, implies
the claim. O

In some situations, one is confronted with paths which are not generic in the above
sense, and one would not like to deform them into a generic one as in Proposition 4.3.2.
As in Section 1.4 for paths of matrices, under the weaker assumption of so-called regu-
lar crossings, it is nevertheless possible to find a generalization of (4.8) which uses the
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notion of crossing form [160, 200, 84]. Thus we consider a continuously differentiable
path t € [0,1] — H, € FB,(H) and establish a connection between the spectral flow of
this path and the sum of the signatures of the crossing forms of this path, similar as in
Proposition 1.4.5 for a path of matrices. The crossing form for a continuously differen-
tiable path of self-adjoint Fredholm operators is defined as follows.

Definition 4.3.4. Lett’ € [0,1] — H, € FB(3() be a continuously differentiable path.
Aninstant t € [0,1] is called a crossing for this path if Ker(H,) # {0}. Then the crossing
form at ¢ is the quadratic form

T, :Ker(H,) > R, T(¢) = (9|(0H)9).

A crossing is called regular, if T; is nondegenerate.

We will freely identify the quadratic form I'; with the self-adjoint matrix represent-
ing it, hence denoting it also by I';. More precisely, note that by choosing an orthonor-
mal basis, one can identify Ker(HtU) with R™, where M = dim(Ker(HtO)), namely there
is a unitary U : Ker(H; ) — RM. Then there is a self-adjoint matrix, again denoted by
T, € C'"M such that (¢|(3H),, @) = ($|UT,Up). As already stressed, this isomorphism
will be suppressed. As in the finite-dimensional case, one has the following results.

Proposition 4.3.5. For a continuously differentiable path t € [0,1] — H, € FBg,(H),
there is € > 0 such that

(i) te[0,1] » H; +81isapathin FBg,(H) for all § € (—¢,¢€),

(i) t € [0,1] — H, + 81 has only regular crossings for almost every § € (—¢,¢€).

Hence one can always assure to be in a situation where the following result applies:

Proposition 4.3.6. For a continuously differentiable path t € [0,1] — H; € FBg,(H)
having only regular crossings

1. . 1.
Sf(t € [0,1] — H,) = 5 Sig(To) + > sig(T,) + 5 Sig(T). 4.9)
te(0,1)

Remark 4.3.7. Itisworth to point out that these theorems provide the following method
for computing the spectral flow of a differentiable path t € [0,1] — H, having invertible
endpoints. Since the set of invertible operators on J is open, there exists §; > 0 such
that Hy + 61 and H; + 61 are invertible for all -§; < § < &;. If we assume that & is less
than e in Proposition 4.3.5, then we conclude by the homotopy invariance of the spectral
flow that t € [0,1] — Hs, = H, + §1and ¢t € [0,1] — H, have the same spectral flow
for all these 8. By Proposition 4.3.5, there exists 0 < § < §; such that ¢ € [0,1] — Hg,
has only regular crossings, thus we can use (4.9) for computing the spectral flow of the
original path t € [0,1] — H,. Note that in this case the two boundary terms % Sig(Ty) and
% Sig(T4) vanish. <o
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The proof of Proposition 4.3.5 and Proposition 4.3.6 is based on the following lem-
mas.

Lemma 4.3.8. As above lett € [0,1] — H; € FBg(H) be a continuously differentiable
path. Lett, € (0,1) and a > 0 be such that +a ¢ spec(H; ) and spec(H; )N [-a,a] consists
of finitely many eigenvalues of finite multiplicity. Then there exist € > 0 and continuously
differentiable functions

fioo-ofni(t -6t +e) > H

such that {fy(t), ..., fy(t)} is a basis of Ran(y|_, o (H,)) for all t € (t, - ¢,t, +¢€).

Proof. We first recall that there is €, > 0 such that +a ¢ spec(H,) and spec(H;) N [-a, a]
consists of finitely many eigenvalues of finite multiplicity for ¢t € (t, — €y, t, + €). In
particular, y(_q q(H,) is defined and finite-dimensional for all ¢ € (¢, - €y, ¢, + €)), and
t e (t, —€pt, +€) = XrgqH,) is continuous. Actually, this path is continuously
differentiable. Indeed, for an open subset O ¢ C such that O n spec(H;) = ¢ for all
te(t, —ept. +¢€),

A t) € Ox (t, —€yt, +€) > (H - )7

is continuously differentiable. The spectral projections are y|_g q;(H;) = % jy(Ht—/l)‘ld/l
for y = {z € C: |z| = a}. Differentiation under the integral sign shows

1 i
00 (H) = 5 Jat(Ht _
y

which is continuous. To construct the functions f3, ... ., fy, we use the operator
Bt = (1 ~X[-aa] (Ht*)) +X[—a,a](Ht) € B(H).

Note that t € (¢, - €, t, + €y) — B, is continuously differentiable and B; = 1. Therefore
there is €, > € > 0 such that B, is bijective for ¢t € (¢, - €,t, + €). Moreover, B, maps
Ran(y(_q,q (Hy,)) onto Ran( y[_,q;(H,)). Then for a basis {¢y, ..., ¢y} of Ran(y_q,q)(H;, )
we define f,,(¢t) = B¢, for n = 1,...,N. By construction, t € (t, — €,t, + €) — f,(t) are
continuously differentiable functions and {f;(t),...,fy(t)} is a basis of Ran(y(_q 4 (H}))
forall (t, —€,t, +¢€). O

In order to allow the reader to appreciate the difficulties (leading to the techni-
cal proofs above and further down), let us note that there are continuously differen-
tiable paths ¢t € [0,1] — H; € FBg(H) such that the eigenvectors of H; cannot be
chosen differentiable in t. More precisely, let ¢, € (0,1) and a > 0 be such that one has
+a ¢ spec(H; ) and spec(H; )N[-a,a] consists of finitely many eigenvalues of finite mul-
tiplicity. Then by Theorem I1.5.4 in [112], there are continuously differentiable functions
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At -6t +€) = (-a,a)fork =1,..., dim(Ran(y[_qq (H; ))) representing the eigen-
values of H; in the interval [-a, a]. By Example I1.5.3 in [112], it may not be possible to
chose differentiable functions ¢y, : (¢, —¢, t, +€) — H\{0} of eigenvectors of H; such that
H @y (t) = A ()i (t) holds for all ¢ € (¢, —e,t, +e)and k =1,..., dim(Ran(y[_g,q (H;)))-

Lemma 4.3.9. As above let t € [0,1] — H; € FBg(H) be a continuously differentiable
path. Let t, € (0,1) and a > 0 be such that +a ¢ spec(H, ) and that the intersection
spec(H; ) N [~a, a] consists only of finitely many eigenvalues of finite multiplicity. Fur-
thermore let N = Tr()(_q,q (H;,)). Then there is € > 0 and a continuously differentiable
functiont € (t, - e,t, +€) — S, € CVN of self-adjoint matrices and a continuously
differentiable path of unitaries U; : Ran(x|_qq (H;)) — " mapping Ker(H; - 6) onto
Ker(S; — 8) such that

T(S - 8D(¢) = T,(H - §1)(U; ¢)

forall ¢ € Ker(S; —81),t € (t, —€,t, +€)and§ € [-a,al.

Proof. By Lemma 4.3.8, there exists € > 0 and continuously differentiable functions
S-Sy (& — 6t +€) — Hsuch that {fi(t),..., fiy(t)} is a basis of Ran( y_g 4 (H;)) for
all (t, — e, t, + €). By using a Gram-Schmidt process, we may assume that these bases
are orthonormal. Then define U, : Ran(y_q o(H,)) — cV by

y b,
o= by =

n=1

O

By construction, t € (t, —¢, t, +€) — U, is a continuously differentiable path of unitaries.
Therefore the path t € (t, - €,t, + €) — S, = UH,U; is continuously differentiable.
Moreover, U; maps Ker(H; — §1) onto Ker(S; — 61) for all § € [-a, a]. For ¢ € Ker(S; - 61),
one has

T(S - 81)(9) = ((@,5),9)
= (¢|U.(0,(H - 61)),U; ) + (|0, U).(H, - SHU; p)
+ <¢|Ut(Ht - 61)(o,U ) o)
= (U; 9|(0,(H - 81)),U; ¢) + (8|(0,U),(H, - SHU; ¢)
+((H; - 81U, ¢|(0,U"),9)
= (U; 9|(0,(H - 81)),U;' §)
=T,(H - s1)(U; ),

where the fourth step follows because (H, — §1)U;" ¢ = 0. O
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Remark 4.3.10. Let us note that the eigenvalues A;(t) of S; are the eigenvalues of H;
between —a and a. Moreover, by Theorem I1.5.4 in [112], the derivatives /1]5 (t) for those Aj
with 4;(t) = & are the eigenvalues of the crossing operator I';(S - 61). <o

Proof of Proposition 4.3.5. We choose as in the definition of the spectral flow a partition
O=tg<ty<---<tyq<ty=10f[0,1]and ay,...,a, > 0suchthatspec(H,)N[-a,, a,]
consists of eigenvalues of finite multiplicity and +a,, ¢ spec(H,) for all t € [ty t;_1]
m = 1,...,M. Moreover, we assume that [t,,,t,1] ¢ (t, — €,t, + €) wheree > 01is
chosen as in Lemma 4.3.9 for some t, € [¢,,t,_¢] and a = a,,. By Lemma 4.3.9 and as,
by Theorem I1.6.8 in [112], the eigenvalues of a continuously differentiable path of self-
adjoint matrices are continuously differentiable provided that one chooses the correct
branches at level crossings, we can cover the set

C=

{(t,2) € [tmys tm] X [~y @] : A € sPec(H,)}
1

3
[

by finitely many graphs of continuously differentiable functions A}, each defined on
some interval [t,,_4, t,;,]. Because the set of Fredholm operators is open, there exists a
By Sard’s theorem, the complement of the set of common regular values of the functions
Apy, in (—€, €) has measure zero. By Lemma 4.3.9 and Remark 4.3.10, § € (—¢,€) is a com-
mon regular value of the functions A}, if and only if H,—~§1 has only regular crossings. [

Proof of Proposition 4.3.6. Let us first note that the sum on the right-hand side of (4.9)
is finite because the crossings are regular. Consider t, € (0,1) such that Ker(H, ) # {0}.
Choose a > 0 such that spec(H; ) N [-a, a] = {0}. Then, for e > 0 asin Lemma 4.3.9 and
N = dim(Ker(Ht*)), let

Ao Ay i (t, — 6, +€) = (-a,a)

be the continuously differentiable functions representing the eigenvalues of H; in [-a, a]
fort e (t, —€,t, +€). Because t, is a regular crossing, A)(t,) # 0 forn =1,...,N. Thus,
thereis0 < n < g such thatA,(t) # 0forn=1,...,Nandt € (t, - 2n,t, +2n) \ {t.}. This
implies

sgn(A,(t, + 1)) = —sgn(A,(t, — ) =sgn(A,(t,)), n=1,...,N.
Taking the sum over all eigenvalues A; shows
Sig(rt*) = Tr(X(O,a] (Ht*+r])) - Tr(X(O,a] (Hf*—ﬂ))’

where again Theorem I1.5.4 in [112] was used, see also Remark 4.3.10. Because the path
te(t,—2n,t, +2n) — X[_qq(H;) is continuous and therefore one can conclude that the
patht € (¢, —2n,¢t, +2n) = Tr(x_qq (H,)) is constant, one has
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Tr(X(O,a] (Ht,,m)) - Tr(X(O,a] (Ht*—r,)) = Tr(X[—a,O)(Ht*—r])) - Tr(X[—a,O)(Ht*H]))
and hence

. 1
Slg(rt) = E(Tr(X(O,a] (Ht*+n)) - Tr(X[—a,O)(Ht* +n))

= Tr(Xo.aH, ) + T(X(-a0)Hy, -p)))
=Sf(t € [t, —n.t, + 0] — H).

Similarly, for ¢, = 0 and q, nj as above, one has

sgn(A,() = sgn(A)(t,)), n=1,...,N.
Taking the sum over all eigenvalues A; shows

Sig(To) = Tr( X001 (Hy)) — Tr(X(-a0)(Hp))-
As Tr((0,q) (Hp)) = Tr(X|_q,0)(Hp)) = 0, one can conclude

1. 1
3 Sig(Ty) = E(Tr()((o,a] (Hp) = Tr( X(—a,0)(Hp)

= Tr( X(0,a)(Hp)) + Tr( X(—q,0)(Hp)))
= S(t € [0,] > H,).

Analogously, one can show
1.
3 Sig(Ty) = Sf(t € [1-n,1] — H,).

The concatenation property of the spectral flow, see item (ii) of Theorem 4.2.1, implies
the claim. O

As a first application of the crossing form, let us show how the index of an arbitrary
Fredholm operator can be computed as a spectral flow of a suitable path of self-adjoint
Fredholm operators. This path is given by a supersymmetric operator constructed from
the Fredholm operator and the parameter is then a mass term.

Corollary 4.3.11. Let T € B(H) be a Fredholm operator and set

1 T
Lm:<m > me R.
T -ml

Then for all M > 0,

Ind(T) = Sf(m € [-M,M] — L,,).
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Proof. Note first that the path is clearly differentiable and

2 *

ma1+T°T 0 2
L) = > m“1,.
(Lm) < 0 TT*+m21> mh

Hence there can only be an eigenvalue crossing at m = 0 and the crossing form at 0 is

1 0
Iy = .
° <0 —1>
Moreover,
Ker(L,) = Ker(T"T) @ Ker(TT") = Ker(T) ® Ker(T™).

Hence Proposition 4.3.6 implies the claim. O

The next result provides an integral formula akin to (1.2) in the finite-dimensional
case. Proofs of such results can be found in several places, e. g., [55, 194]. For the sake of
simplicity, we will assume to be in the generic case where the endpoints are invertible.

Proposition 4.3.12. Lett € [0,1] — H, € FBg,(H) be a continuously differentiable
path with invertible endpoints. Moreover; let 0 < € < min{||H, b H; 117Y} be such that
[—€,€] N specy (H;) = @ and let g : R — [-1,1] be a smooth increasing function which is
equal to —1 on (—oo0, —€] and equal to 1 on [e, co). Then

1
Sf(t € [0,1] — H,) = % J dt Tr(g' (H,)0,H,). (4.10)
0

Let us note that there are generalizations of (4.10) to functions g for which supp(g”)
touches the essential spectrum of H, (see Theorem 1.9 in [55]), provided that g is suffi-
ciently regular at these points so that trace class properties can be assured.

Proof. By Lemma 4.3.9 and, as by Theorem I1.6.8 in [112], the eigenvalues of a continu-
ously differentiable path of self-adjoint matrices are continuously differentiable pro-
vided that one chooses the correct branches at level crossings, we can cover the set
{(t,A) € [0,1] x [—€,€] : A € spec(H,)} by finitely many graphs of continuously differ-
entiable functions A, : [t,g,t,1] — R, n = 1,...,N, each defined on some subinter-
val [t 0, t,4] Of [0,1]. Moreover, A,(t,o) € {xe} and A,(t,;) € {+e} due to the assump-
tion on €. For ¢, € [0,1], let {A;(ty), ... ’)‘Nzo (tp)} be the eigenvalues of H; in the interval
[—€, €]. Then, by the remark after Lemma 4.3.9, there is an orthonormal basis of eigen-
vectors ¢, .. ., ¢N10 of H, corresponding to the eigenvalues A;(ty), . .. ,/INtO (tp) such that
(Dnl(@H)y bn) = Ap(to). As Ran(g'(H,,)) = Ran(x(_c(Hy,)) is spanned by these eigen-
vectors,
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Ny,

Tr(g,(HtO)(atH)to) = z <¢n|gl(Ht0)(atH)to¢n>
n=1

N, Ng,

=3 &' (An(t)){Pn| @cH)y $n) = Y &' (Anlto) A (Ly).
n=1 n=1

Hence,
1 N tn,l
3 [ aerg wo@in) 12 j dtg’ (A (O
2 t)\O¢ 2 =
5 -
1 N
= E Z(g()ln(tn,l)) - g(An(tn,O)))'
n=1
Moreover,
2 ifA,(ty) = eand A, (t,0) = —
EMn(tn1)) —8(An(tnp)) = 1-2 if Ay(tyy) = —€ and A,(t,0) = €, 411
0 if/ln(tn,l) = )ln(tn,o).
Therefore,

N =

1
jdtTr(g’(Ht)(atH)t) =#{ne{l,...,N}: 4,(ty1) = € and A, (t, o) = —€}
0

—#{ne{l,...,N}: A(t,1) = —€ and A, (t,0) = €}.

For a partition 0 = t; < t; <--- < ty_1 < tjy =1land € > a,, > O such that +a,, ¢ spec(H,)
fort € [t;,_4,ty] and such that t € [t,_4,ty] — X[_q,q, ) is norm-continuous with
constant finite rank for allm = 1,..., M, the spectral flow is

Sf(t € [0,1] = H,) = Tr(P Py ~P, . +Py . )

am’tm am)tmfl am’tmfl

DN =

Tr(X(Oam](Ht ) = Xi-a,.0)(Hz,)

NIH

HNGERINEE

—X<0,am1( Hy )+ Xia,0Hy, )
1
= zmzﬂ(#{n €{l,...,N}: 4(ty) € (0, a1}

—#ne(l,...,N}: 4y(ty) € [~y 0)}
—#Hne{l,...,N}: A,(ty_1) € (0,a,1}
+#{ne{l,...,N}: ,(t1) € [a,, 0)})
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1 N
== Y (#H{me{L,..., M} : 4,(ty,) € (0, ay]}
n=1

NS}

#{ LMY A (L) € [—am,O)}
#{m € {1 MY A (ty) € (0,a,1}
+#m e .., M} : Ayt q) € [~ay 0)}).

As t € [ty_1, tm] — A,(2) is continuous for all N and A,,(¢) ¢ {+a,,} for t € [ty_1, tml,

#{me{1,....,M}: A,(tp) € (0,a,l}
—#me{l,....M}: A,(t,) € [-a,, 0)}
—#{me{l,....M}: A, (t,) € (0,a,]}
+#me{L... .M} : Aty 1) € [~y 0)}
2 ifA,(tyy) = eand A, (t, o) = -
=1-2 ifA,(tyy) = —eand A, (ty) = €, (4.12)
0 ifA;(ty1) = An(tno)-

Comparing (4.11) and (4.12) and summing over n = 1,..., N implies the claim. O

One can now also rewrite the spectral flow as a winding number of a suitable uni-
tary operator, a fact that goes back at least to [194]. The unitary can be interpreted as the
image of the path under the K-theoretic exponential map of a suitable exact sequence
[171].

Corollary 4.3.13. Under the same assumptions as in Proposition 4.3.12, one has

1
Sf(t € [0,1] — H,) = % j dt Tr(e ™8 H) 5, e 8 L)) 4.13)
1
0

Proof. Let us start from DuHamel’s formula

1
0,e™H) — J ds e85 ()8 ).
0

Replacing this in the right-hand side of (4.13) and using the cyclicity of the trace, one
deduces the claim from the formula in Proposition 4.3.12. O

4.4 Spectral flow for essentially hyperbolic operators

This brief section elaborates on Section 1.6, namely shows how the spectral flow through
the imaginary axis can be defined. The suitable Fredholm condition is natural, namely to
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assume that there is merely discrete spectrum on the imaginary axis. The discrete spec-
trum consists of isolated eigenvalues of finite algebraic multiplicity where the algebraic
multiplicity is the dimension of the Riesz projection of the eigenvalue, see Appendix A.1.
Note that for normal operators this coincides with the definition of the discrete spectrum
from Section 3.4.

Definition 4.4.1. A bounded operator A € B(H) is called essentially hyperbolic if and
only if it has only discrete spectrum on the imaginary axis.

Note that a self-adjoint operator is essentially hyperbolic if and only if it is Fredholm.
By Theorem IV.5.28 in [112], an operator A is essentially hyperbolic if and only if A + 1y1
is Fredholm for all y € R. This implies that if A € B(J) is essentially hyperbolic and
K ¢ K(J) compact, then A + K is also essentially hyperbolic. Moreover, let us stress
that an essentially hyperbolic operator has only a finite number of purely imaginary
eigenvalues (because it is bounded).

Letnow ¢t € [0,1] — A; be a norm-continuous path of essentially hyperbolic opera-
tors. Then for a > 0 let

p

a,t R{x+zy:xe[—a,a],ye]R}(At)

denote the Riesz projection of A; on the spectrum with real part in the interval [-a, a].
Furthermore, let

P;,t = R{x+zy:xe(0,a],yeR}(At)’ PZ,z = R{x+9}:xe[—a,0),ye]R} (At)

be the Riesz projections of A; on the spectrum with real part in the interval (0, a] and
[-a, 0), respectively. Note that in general neither of these projections are orthogonal.
By adapting the proof of Lemma 4.1.1 and the compactness argument following it, it is
possible to choose a finite partition 0 = ¢, < t; < --- < ty;_1 < t); = 1 and values a,, > 0
form=1,...,Msuchthatt € [t,_,t,] — P, .iscontinuous and of constant finite rank
forallm = 1,..., M. Using this partition, the spectral flow of the path ¢ € [0,1] — A, is
defined as follows:

Definition 4.4.2. For a partition 0 = ¢, < t; < --- < tj;_4 < ty = 1and values a,, > 0
withm = 1,..., M as above, the spectral flow of the path t € [0,1] — A, of essentially
hyperbolic operators is defined as

M
Sf(t € [0,1] = A,) = % Y TP, , -Py . P, +Py . ).
m=1

am»tm am’tmfl am’tmfl

Note that all projections involved are finite dimensional so that the trace is finite.

The first task is to verify that this definition is independent of the choice of the par-
tition and the values a,,. This can be shown by following the argument of Theorem 4.1.3.
In a similar manner, one can then verify most of the other natural properties of spectral
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flow, such as homotopy invariance, concatenation, and additivity. Details are not spelled
out. Let us note that for a path of self-adjoint Fredholm operators this coincides with Def-
inition 4.1.2. Moreover, if A4, is normal, then by the spectral theorem the real part of an
eigenvalue of A, is given by the eigenvalue of the real part Re(4;) = %(At +Af) of A,.
Therefore, for a path t € [0,1] — A; of normal operators, one has

Sf(t € [0,1] — A,) = SE(t € [0,1] — Re(4,)), (4.14)

where the right-hand side is the spectral flow in the sense of Definition 4.1.2. A particular
case is that of a path of unitaries t € [0,1] — U; having no essential spectrum at :
and —:. Let us stress that the spectral flow (4.14) then does not distinguish whether the
eigenvalue travels on the upper or lower half of the unit circle, in contradistinction to
the spectral flow of essentially gapped unitaries considered in the next section.

4.5 Spectral flow for paths of essentially gapped unitaries

In this section the spectral flow of paths of unitaries not having —1 in the essential spec-
trum is introduced. By choice of convention, a counterclockwise passage through —1 will
be counted as a positive spectral flow, while clockwise passage as a negative spectral
flow. Up to extra technical details resulting, the constructions, as well as the properties
and proofs, are very similar to those of the spectral flow for paths of unitary matrices as
described in Section 1.5. This leads to some repetitions, but as the results are crucial also
for the construction of the spectral flow for paths of unbounded Fredholm operators in
Section 7.1, we decided to keep full details nevertheless.

Ift € [0,1] —» U; € FU(K) is a norm-continuous path, not necessarily closed,
then one can define its spectral flow through -1 as follows: For a € [0, ), the spectral
projections are denoted by

Pa,t = X{e’b:be[n—a,nm]}(Ut)' (4.15)

The following lemma is the counterpart to Lemma 4.1.1 for paths of self-adjoint Fred-
holm operators.

Lemma 4.5.1. For U € FU(X), there are a number a € [0, ) and a neighborhood N of U
inFU(H) such that V e Xie0 per-gniay (V) I @ nOrm-continuous, finite-rank projection-
valued function on N.

Proof. Since -1 is not in the essential spectrum of U, there is an a € [0,) such that
¢'™® are not in the spectrum of U and Xieben-an+ap(U) is a finite-rank orthogonal
projection. Because e'™*® are not in the spectrum of U, there exists 7 — a > € > 0 such

that {¢'™P) . b ¢ [-a - €,-a] U [a, a + €]} is disjoint from spec(U). The set

N ={V e FUK): {e’(’”b) :bhe[-a-e-alula a+el} nspec(V) =0}
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is open and on this set the function V. = o pez_gnrqy(V) 18 NOrm-continuous as
Xiebben-an+a); 28reEs on spec(V) with the continuous function f : $' — C defined by

1

& Kin-amal (@) = (0~ (T + 8+ ©) Aimsarsarel(®)
# (9 - (- =€) Air-a-en-a®:
Then the subset
N={VeN: ||X{e”’:be[n—a,n+a]}(v) _X{e”’:be[n—a,n+a]}(U)" <1

of N has the desired properties, as for all unitaries V € N the dimension of
Ran( ¥ en peir-amray (V) €quals dim(Ran( ¥ pe g z+q;;(U))), Which is finite because of
the choice of a. O

By compactness and the previous lemma, it is possible to choose a finite partition
O=ty<ty<---<tyqa<ty=1 (4.16)
of [0,1] and 7 > a,, > 0,m =1,..., M, such that
t €[ty tml = Py s 417

isnorm-continuous with constant finite rank. To define the spectral flow, let us introduce
the spectral projections

> <
Pa,t = X{e”’:be(ﬂ,nm]}(Ut)’ Pa,t = X{e’b:be[ﬂ—a,ﬂ)}(Ut)'

Definition 4.5.2. For a partition 0 = ¢, < t; < --- < tyy 1 < tyy = 1and a,, € [0,7),
m=1,...,M as above, the spectral flow through -1 of the path t € [0,1] — U, € FU(H)
is defined as

> < > <
-pP -P +P .
am’tm am’tm am’tmfl am’tmfl )

(4.18)

N =
M=

Sf(t € [0,1] = U;) = Tr(P

1

3
Ii

Note that all appearing spectral projections are finite dimensional so that the trace is
finite.

The basic result about the spectral flow is that it is well defined by the above proce-
dure and it is homotopy invariant.

Theorem 4.5.3. The definition of Sf(t € [0,1] — U,) is independent of the choice of the
partition 0 =ty < t; < --- < tyyq1 < tyy = 10f[0,1] and values a,, € [0,7) such that
t € [ty tnl & Py is norm-continuous.
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Proof. For each point t, € [t,_1,t,] form € {1,2,...,M} added to the partition, the
number Tr(P;m)[* - sz,t*) is both added and subtracted. Thus Sf(t € [0,1] — U,) does
not change, and therefore the definition of the spectral flow is independent of the choice
of the partition.

For m € {1,2,...,M}, let us compare a,, to a,, where t € [tp_1,t,] — Py ¢ 18
norm-continuous with constant finite rank. Without loss of generality, one may assume
a, > ay. As e™%) and ¢'™%) are not in the spectrum of U, for any ¢ € [t,,_q, t,], it
follows thatboth t € [t,,_, t,,] — PZ,’nJ —P, candt € [ty g ty] = P;},Wt ~P, ,arenorm-
continuous projection-valued functions and hence of constant rank, say k> and k<. Thus

<
Tt(Py b, = Paty = Pt * Pt s)
= Tr(P;,,wtm) - Tr(P;’,n,tm) - Tr(P;;n’tm_l) + Tr(P;:n’tm_l)
= Tr(PZm’tm) +k - Tr(PZm)tm) -k - Tr(PZm,tmil) -k + Tr(P;m,tmil) +k<
= Tr(PZm)tm - P;m,tm - ;m,tm,l + P;m,zm,l)

Therefore the definition of the spectral flow is independent of the choice of the values
ay, € [0,7) such that t € [t,, 1, ty] — Py, is norm-continuous. O

The following provides two particularly simple examples of paths of unitaries with
nontrivial spectral flow.

Example 4.5.4. Let H = EZ(Z) with orthonormal basis [n), n € Z.For k € Z, let us

consider the norm-continuous path of unitaries

te[0.1] = Ug, = Y [n)(n| + € |0)(0].
n#0

Clearly, Sf(t € [0,1] = Uy,) = k. For the next example, let k > 1 and set

Then also here Sf(t € [0,1] — Uy ) = k. <o
Some elementary properties of the spectral flow are collected in the following result.

Theorem 4.5.5. Lett € [0,1] — U, € FU(K) be a norm-continuous path.

(i) If-1¢ spec(U;) forallt € [0,1], then Sf(t € [0,1] — U;) = 0.

(i) The spectral flow has a concatenation property, namely if t € [1,2] — U; € FU(H)
is a second norm-continuous path, composable to the first one in the sense that the
endpoint of the first path is the initial point of the second path, then

Sf(t € [0,2] — U,) = Sf(t € [0,1] - U,) + Sf(t € [1,2] — U,).
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(iii) Changing the orientation of the path leads to a change of the sign of the spectral flow
Sf(t € [0,1] = U,) = = SE(t € [0,1] — Up_,).

(iv) The spectral flow has a reflection property, namely
Sf(t € [0,1] — U,) = - Sf(t € [0,1] — U;).

(v) The spectral flow has an additivity property under direct sums, namely given a second
norm-continuous path t € [0,1] — V, € FU(H'),

SE(t € [0,1] - U, @ V,) = Sf(t € [0,1] — U,) + SE(t € [0,1] > V).

(vi) The spectral flow is invariant under conjugation of the path by another norm-
continuous path t € [0,1] — W, € U(H) of unitaries

SE(t € [0,1] — U,) = Sf(t € [0,1] > W,U,W;").

Proof. All items follow directly form the definition of the spectral flow. O

The homotopy invariance of the spectral flow of paths in FU(XH) can be proved in
the same manner as the homotopy invariance of the spectral flow of paths of self-adjoint
Fredholm operators, see Theorem 4.2.2.

Theorem 4.5.6. Lett € [0,1] — U, and t € [0,1] — U, be two norm-continuous paths
in FU(K) such that Uy, = U}, U; = U/ and such that there exists a norm-continuous
homotopy between the two paths leaving the endpoints fixed. Then

Sf(t € [0,1] = U,) = Sf(s € [0,1] = U;).

Proof. Let us first note that for Uy, U; € FU(XH) both in the same neighborhood N of the
type given in Lemma 4.5.1 and any path ¢ € [0,1] — U, of unitaries from Uj to U lying
entirely in N, the spectral flow is
Sf(t € (0,1] » Uy) = % Tr(P,1 — Py —Pay +Pgy)s

where a = g, is chosen as in Lemma 4.5.1 and the partition is trivial, namely ¢, = 0 and
t; = 1. Therefore the spectral flow is independent of the path in N connecting U to U;.

Let us denote the homotopy between the two paths by h : [0,1] x [0,1] — FU(H),
more precisely h is norm-continuous, h(t,0) = U, h(t,1) = U[ for all t € [0,1], as well
as h(0,s) = U, = Ué and h(1,s) = U; = Ul’ for all s € [0,1]. By compactness, one can
cover the image of h by a finite set {N;,...,N;} of neighborhoods as in Lemma 4.5.1.
Then the preimages of these neighborhoods {h‘l(le), eees h‘l(Nk)} form a finite cover
of [0,1] x [0,1]. Let ¢, > 0 be its Lebesgue number. Then any subset of [0,1] x [0,1] of
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diameter less than ¢, is contained in some element of this finite cover of [0,1] x [0,1].
Thus, if we partition [0, 1] x [0,1] into a grid of squares of diameter less than ¢, then the
image of each square will lie entirely within some ;. By compactness, it is sufficient to
show that

Sf(t € [0,1] = h(t,s")) = Sf(t € [0,1] — h(t,s"))

fors’,s" € [0,1] with |s' —s"| < f/—% Without loss of generality, one may assume s’ < s”.
For a partition 0 = t; < ¢ < --- < ty_1 < tyy = 1such that |t, — 4] < f—‘é for all
m € {1,..., M}, the image h([t,,_;, t,,] x [, s"']) is contained in one of the neighborhoods

N;forle {1,...,k}. Therefore, by the first paragraph of this proof, one has

SE(t € [ty_1sty] = h(t,s")) + Sf(s € [s',8"] = h(ty,$))
=Sf(s € [s',5"] = h(ty_q,8)) + SE(t € [ty_q, ty] — R(t,s™))

forallm € {1,..., M}. In conclusion,

Sf(t € [0,1] = h(t,s")) = Y SE(t € [ty ty] — h(t,s"))

M= FMI=

(St(s € [s',8"] = h(ty_1,9))

m=1
+ SE(t € [ty 1>ty — h(t,5"))
-Sf(s e [s',5"] > h(ty, $)))

M
Y SE(t € [ty1,ty] = h(t,S"))

m=1

= Sf(t € [0,1] — h(t,s")),

where the third step follows from Sf(s € [s',s"] — h(0,s)) = Sf(s € [s', "] — h(1,5)) = 0
as the considered paths are constant. O

It is also possible to naturally carry over the concept of crossing form to differen-
tiable paths of essentially unitary operators. This transposes Definition 4.3.4 and Propo-
sitions 4.3.5 and 4.3.6 in a suitable manner.

Definition 4.5.7. Let ¢’ € [0,1] — U, € FU(X) be a continuously differentiable path.
Aninstant ¢ € [0,1] is called a crossing for this path if Ker(U; +1) # {0}. Then the crossing
form at t is the quadratic form

T, :Ker(U; +1) » R, Ty(¢) = —{$|U; 0,U,@).

A crossing is called regular, if I'; is nondegenerate.
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Note thatindeed (1)U o, U, is self-adjoint and that the sign is chosen such that coun-
terclockwise passages lead to a positive I';. Again the quadratic form I'; will be freely
identified with the self-adjoint matrix representing it.

Proposition 4.5.8. For a continuously differentiable path t € [0,1] — U, € FU(XH), there
is € > 0 such that

i te[0,1] — e"SUt is a path in FU(K) for all § € (—¢,¢€),

(i) te[0,1] — e"SUt has only regular crossings for almost every § € (¢, €).

Proposition 4.5.9. For a continuously differentiable path t € [0,1] — U, € FU(X) hav-
ing only regular crossings,

1. . 1.
Sf(¢ € [0,1] - Up) = 7 Sig(To) + ). Sig(T) +  Sig(Ty). (4.19)
te(0,1)

The proofs of Propositions 4.5.8 and 4.5.9 are completely analogous to the proofs of
Propositions 4.3.5 and 4.3.6 and are therefore not spelled out.

There is also a winding number formula for the spectral flow of loops of essentially
gapped unitaries, similar to Corollary 4.3.13.

Proposition 4.5.10. Let t ¢ [0,1] — U, € FU(H) be a closed and continuously
differentiable path. Let ¥ be an open neighborhood of the joint essential spectrum
Urero1) SPeCess(Uy) and f = S' — S' a smooth function homotopic to the identity and
such that f|y = 1, as well as f(-1) = -1 and +f ' (-1) > 0. Then V, = f(U,) satisfies

1
Sf( € [0,1] - U,) = % Jdt TH(V}3,V,). (4.20)
1
0

Proof. By Theorem 4.5.6, Sf(t € [0,1] — U,) is a homotopy invariant on the set of closed
paths in FU(K). By Proposition 4.5.8, one can deform the path to one with regular cross-
ings so that the spectral flow can be computed by Proposition 4.5.9. These contributions
can in turn be obtained as in (the proof of) Proposition 4.3.12 and this leads to the stated
formula. Note that by construction V,-1 = f(U;)-11is of finite rank so that the expression
is actually the winding number of a finite rank matrix which is homotopy invariant (e. g.,
Proposition 1.5.12) so that one can deform back from the path with regular crossings to
the original one. O

An alternative proof can be given by transforming the spectral flow of essentially
gapped unitaries to one of self-adjoint Fredholm operators (by Proposition 4.6.16 below)
and then applying Corollary 4.3.13.

Proposition 4.5.11. Let t € [0,1] — U; € FU(K) be a closed and continuously differen-
tiable path such that o,U, is trace class. Then
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1
S(¢ € [0,1] = U)) = % Jdt (U7 3,U)). 4.21)
1
0

Proof. One can start out with Proposition 4.5.10 and then deform f into the identity by
a differentiable homotopy s € [0,1] — f; which is chosen to be

£,() = exp((1 - s) Log(f (1)) + sLog(})), AeS

where Log is the principle branch of the logarithm (with cut on (-co,0]). Note that
f(=1) = -1 so that in spite of the discontinuity of Log the map A € ! — f,(A) € $'is
continuous. Then define the unitaries U, ; = f;(U,) which are continuous (and actually
even differentiable) in s and ¢t. Moreover, by functional calculus U, ; € FU(J). There-
fore the spectral flow on the left-hand side of (4.21) is constant along this homotopy by
Theorem 4.5.6. To show that also the right-hand side does not change, let us first verify
that the derivatives o, U,  are trace class. By DuHamel’s formula,

1

AU, = Jdr(Um)“((l ~ )3, Log(F(U)) + 59, Log(U)(Ure)"»
0

which holds as long as U; has no eigenvalue —1. In case there is such an eigenvalue
-1, the associated finite dimensional eigenspace of U, is separated and only leads to a
trace class contribution. From now on, let us hence assume that U, has no eigenvalue -1.
By construction of f, 9; Log(f(U,)) is finite dimensional. Moreover, one can prove that
0, Log(Uy) is trace class due to the assumption that 0,U; is trace class, by an argument
that is now merely sketched: as -1 is not an eigenvalue, one can write Log(U;) = g(U,)
for some smooth function g; the smooth function can then be approximated in norm
by trigonometric polynomials p(U;) for which the trace class property of o,p(U;) is ob-
vious and can be checked to extend to 9,g(U;). A more elegant approach carries out the
functional calculus for g(U;) by a Dynkin—Helffer—Sjorstrand formula for unitaries, e. g.,
[178]. It states that there is a quasianalytic extension fs : C — C, namely fs| s = fs and
(@ +13,)fs (x + y)lg = 0, such that

-

U,
657 om

j dx dy(d, + 13)fs(x + ) (x + 1y - U) 7,

R2

which then readily allows deducing that 0,g(U;) is trace class. Deriving the above for-
mula with respect to s shows that also d;0,U, ; is trace class and therefore the algebraic
computation in the proof of Proposition 1.5.12 shows that also the right-hand side of (4.21)
does not change. As both sides are constant along the homotopy, the claim follows from
Proposition 4.5.10. O
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4.6 Connecting spectral flows of self-adjoints and unitaries

Comparing Sections 4.1 and 4.5, one realizes that the constructions of the spectral flow
of paths of bounded self-adjoint Fredholm operators and of paths of essentially gapped
unitaries are almost identical. This section shows that, indeed, one can deduce either
one from the other, by mapping the bounded self-adjoint Fredholm operators (from
FFB,, (%)) essentially bijectively onto the essentially gapped unitaries. Many maps with
this property might come to mind, e. g, H € FB, (%) > (~1)e™¥I"# ¢ FU(%(), but one
also realizes that there must be some difficulty involved because U € FU(K) has one
gap in the essential spectrum, while H € FBg,(H) has two of them (one at 0 and one at
+00). However, the second of the latter gaps (that at +co) is irrelevant for the spectral
flow and should therefore be discarded by a suitable choice of topology. It turns out that
this can be achieved in combination with a suitable choice of the map from FB, (H) to
FU(H) (which is not the one above). Let us note that some of the results of this section
also prepare the ground for a definition of the spectral flow of unbounded self-adjoint
Fredholm operators (Chapter 7) and, beyond that, for results on the homotopy theory of
the set of unbounded self-adjoint operators (Chapter 8).

Let us begin with a preparatory result which normalizes the norm along a given
path. Define the map

N:B(H)\ {0} - By(H), N(T)= "—711”T,

where for a > 0 the closed unit ball of bounded operators is defined by

By (H) ={T € B(H) : |T|l < a}.
Note that FB,(H) c B(H) \ {0} and that, along a given path t € [0,1] — H; € FBg,(H),
the norm || H,| is uniformly bounded from below by compactness of the interval. Fur-
thermore, one clearly has

Sf(t € [0,1] — N(H,)) = Sf(t € [0,1] — H,).

Therefore from now on we only consider paths in

FBy i (H) = FBg,(H) N By(3H),
which is a subset of

By 5a(F0) = By () 0 By (390).

Let us define a map

G:[-1,1] — §,
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by
1
S = (242 —1) - 24(1 - 29)2.
Alternative expressions are given by

~ (1 - 2%y
gy = Azrd=A)7
A+1(1-2%)2

The map § is one-to-one except at the boundaries where one has §(-1) = G(1) = 1. It
extends to a continuous map

G : (Bysa(30), Oy) — (U(F0), Oy)
by
G(H) = 2H* -1-2H(1- Hz)%. 4.22)

Note that G(H) can also be written as

G(H) = (H — 1(1- H?)?)(H +1(1 - HY)?)™, 4.23)

and both factors are unitary so that §(H) is indeed in U(H). Also let us point out that if
H has both -1 and 1 as eigenvalues, they are both mapped to 1. In particular, for every
symmetry Q (namely, Q* = Q and 0% = 1) one has §(Q) = 1. Hence G is not a bijection.

Remark 4.6.1. From (4.23) one can readily check that § is the continuous extension of
the map € o 5! where € is the Cayley transform defined in (6.14) and F the bounded
transform which is shown to be invertible in Theorem 6.1.4, see Chapter 6. More pre-
cisely, @ « F~1(H) is defined if neither —1 nor 1 is an eigenvalue of H, and in this case
FYH)=H1-H 2)‘%, which is a (possibly unbounded) self-adjoint operator. <o

Next note that §(0) = —1, so that G maps any eigenvalue at 0 to —1. Therefore
G(FBy 4(H)) ¢ FU(H). 4.24)
Restricting to the subset of essential symmetries, one has
G(IFBS ., (H0) ¢ US(FH0). (4.25)
Now for a norm-continuous path t € [0,1] — H, € Bg,(H), also the associated path

t € [0,1] — (GoN)(H;) € U(H) is norm-continuous. The following result is thus obvious
by the spectral mapping theorem.
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Proposition 4.6.2. For a norm-continuous path t € [0,1] — H, € FB,(J), one has
Sf(t € [0,1] — H,) = SE(t € [0,1] — (G o N)(H,)),

where the right-hand side is the spectral flow of essentially gapped unitaries.

The same statement also holds if one replaces § by other maps, for example the
map H € FBy,(H) (—1)e’”H € FU(K) already mentioned above. Hence one can
easily reduce the spectral flow of a path of self-adjoint Fredholm operators to a spectral
flow of essentially gapped unitary operators.

In the following, we will show that the converse is also true, even though this is a
more delicate issue because — as noted above — one has to create an extra gap. One of
the main tools will be a pseudometric on the set B, 4, (H) that will be introduced in the
next lemma. It will be compared with the standard operator norm topology O, induced
by the operator norm metric on the bounded operators B(H) which we denote by

dy(To, ) = 1Ty = T1ll, Ty, Ty € B(H).

Henceforth we use both notations (B(3), dy) and (B(H), Oy) depending on whether
we want to stress the metric structure when discussing the continuity of maps on B(H).
Similarly, we will proceed with other spaces below.

Lemma 4.6.3. On B, i, (H) the formula
d(Ho, Hy) = max{|Hg - H |, ||H0(1—H§) - Hy(1- H}) ||

defines a pseudometric. The induced topology O is weaker than the norm topology Oy.
More precisely,

dy(Ho, Hy) < 2V2dy (Hy Hy)?,  Ho, Hy € By (50). (4.26)

Finally, for a < 1 one has

1+2
dy (Ho, Hy) < il dE(HO,H1)2 Hy, Hy € By ga(30), (4.27)

where
By sa(30) = By (I) N Bg, (30).

Hence dy and d;; induce the same topology on B ., () for all a < 1, so that (B, ¢, (H), Oy)
and (B, s, (70), Of) are the same topological spaces.

Let us note that dp(Qy, Q1) = 0 for all symmetries Q, and Q,, so that d is indeed
degenerate on B, s, () and hence only defines a pseudometric. The topology induced
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by this pseudometric dr was introduced by Joachim in [108] who called it the extended
gap topology, for reasons that will become apparent in Proposition 6.1.7 of Section 6.1.
We will follow this terminology.

Proof of Lemma 4.6.3. First of all, let us note that the triangle inequality and the symme-
try are indeed satisfied.
Next let us prove (4.26). For the second term in dg, let us start with
23 23
|Ho(1- Hy)* - Hy(1 - Hy)? |
N N g 1 g 1
< [|Ho(1 _Ho)z - Hy(1-Hy)*|| + |Ho(1 - HY)* - Hy(1 - Hy)?|
1
< (L H2): (1 HE) | + WHy ~ Hol.

For the first summand, recall the fact (Proposition A.2.2) that for two nonnegative oper-
atorsA >0,B > 0and a € (0,1), one has |A* — BY|| < |A — B|“ Hence

1 1 1
|Ho(1 - Hg)? ~ (1~ Hy)*| < |Hy - By ||* + 1 Ho ~ Hill.

As0 < H: <1and 0 < H? <1, one also has -1 < Hs - H? < 1so that |HZ - H| < 1and
thus ||H§ - H12|| < ||H§ - Hf||%. Therefore

dp(Hy, Hy) < |Hj - Hfilé +Ho — Hyll.
Finally,
|Hg - H | < | Ho(Hy - Hy)| + | (Ho — Hy)Hy|| < 21H - Hy]l
so that
dyp(Ho, Hy) < V2IHy - Hy||? + |Hy — Hy |l < 2V2dy (Hy, Hy)?,

because dN(HO’Hl) = ”HO - H1" < 2 fOI‘ Ho,H1 € ]Bl,sa(j{)'
Finally, as to the last inequality, let us use [|(1- H 2)’1|| <(1- az)’1 for H € By 4, (7).
Then

1

dN(Ho»Hl)S"(HO(l—Hg) ~H,(1-HY)?) 2"
+ (- E) (- - (1- Hl)-z)"

< dp(Hy H)(1— ) * + |(1- HY)* - (1- H?) z"
< dp(iy (- 0t) "+ 1= ) - -

1
< dg(Hp, H)(1-a*) > +(1- az)_lqu - le“E
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1

<(V2(1- )7 + (1- a®) N)dp(Hy, Hy)2,

implying the claim. O

As already pointed out, dp has vanishing distance between symmetries and hence
does not distinguish the eigenspaces of eigenvalues —1 and 1. On the other hand, it will
follow from Lemma 4.6.6 below (or alternatively from Proposition 6.1.7 which provides
an extension to not necessarily self-adjoint operators) that dy restricted to the subset

B}, (3) = {H € By (30 : Ker(H* - 1) = {0} (4.28)

is indeed a metric. Let us note that the set IB?,Sa(J{) later on in Chapter 6 will play a
prominent role because it is the image of the unbounded self-adjoint operators under the
bounded transform. The upper index 0 indicates that neither 1 nor -1 is an eigenvalue
ofH ¢ ]B?)Sa(ﬁ{). Itis, however, also possible to obtain a metric on a larger set of operator
classes, namely it is natural to introduce the following equivalence relation.

Definition 4.6.4. Let Hy, H, € B, i, (H). Then Hy ~ H; if and only if
Hyxc11)(Hp) = Hixy(Hy)  and  x_q9y(Hy) = Y (<1.0)(Hp)- (4.29)

The quotient B, ¢, (7()/~ will be denoted by By ¢, (F0).

Let us stress that ~ is indeed an equivalence relation so that the quotient is well
defined. Furthermore, H, ~ H; is equivalent to

Ker(H, + 1) ® Ker(H, — 1) = Ker(H; + 1) @ Ker(H; - 1)

and that the operators H,; and H; coincide on the orthogonal complement of this sub-
space. Using spectral calculus, one can immediately reformulate the equivalence rela-
tion as follows:

Lemma 4.6.5. For any H € By, (}), there exists a unique orthogonal projection P, as
well as unique H ¢ ]B‘l),sa(Pﬂ-f) and Q € U, ((1 - P)K), such that

H=PH’®(1-P)Q.

Then Hy = POHg ® (1 -Py)Qy and H; = P1H10 ® (1 - P,)Qq satisfy Hy ~ H; if and only if
Py =P, and H{ = H).

It is always possible to choose a representative for a class [H] . from the set
{H € By, (3) : Ker(H +1) = {0}}. (4.30)

While this provides a concrete representation of By i, (3(), it is not helpful when deal-
ing with topological issues. Let us now analyze how the relation ~ is connected to the
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extended gap metric. By the next lemma, d : By, (3() x B] () — R can be defined
by

dE([H0]~> [H1]~) = dE(Ho>H1),
and dy is actually a metric on By, (H). The corresponding (quotient) topology on

B, (3() will be denoted by Oz. The tilde on d; and O will be dropped whenever it is
clear from the context.

Lemma 4.6.6. Therelation ~ is the equivalence relation induced by the extended gap met-
ric dg, namely for Hy, Hy € By 5,(3) one has Hy ~ H; if and only if dg(Hy, H;) = 0. Hence
dg is a metric on By g, (H). Furthermore, if h : By, (H) — By, (H) is a class map with
respect to ~, namely there exists h : By, (3) — B, () such that [h(H)].. = h([H].),
then h is continuous with respect to O if and only if h is such with respect to O;.

Proof. Let us first assume that Hy ~ H;. Then Hé = le and as

Ran((1-H3)?) = Ran(y(_11)(Hp)) = Ran(y(_11)(H;)) = Ran((1- HZ)?)

and H, and H; coincide on this subspace by assumption

[

2 2\3
Ho(l_Ho) :Hl(l_H1)z~

Therefore dg(H,, H;) = 0. Conversely, assume that dg(Hy, H;) = 0. Then Hé = le and
therefore y,_;1,(Hy) = X{l}(Hg) = X{1}(H12) = Xi-113(Hy) so that also the complements
satisfy x_,1)(Hp) = X(-11)(Hy). Moreover,

_ 213 2\
0=Hy(1-Hy)* - Hy(1- Hy)
1 1
= Hy(1- Hy)? - Hy(1- Hp)?
1
= (Hy - Hy)(1- Hy)?
and therefore H, and H; coincide on Ran(y_(Hy)) = Ran((1 —HS)%). This shows

H, ~ H,. Clearly, this implies that dy; is a metric on By, (H). The last claim is a general
fact from topology that is merely noted for later use. O

One can also consider the relation ~ on the subset FBisa(%) C By i, (H). Clearly,
Lemma 4.6.5 applies to this case. One can, moreover, analyze ~ in the representation
formula given in Proposition 3.6.5:

Lemma 4.6.7. Consider Hy, H; € IFIBisa(SH) given by their representations as in Proposi-
tion 3.6.5:

Hy=0Qy-Ko, +Ko_, Hi=0Q-K,+K_.
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Then Hy ~ H, if and only if Ky, = K, and Q, and Q, differ only on the orthogonal
complement of Ran(-K; , + K, _).

Proof. Let us first assume that Hy ~ Hy. Then Ran(x_; 1(Hy)) = Ran(x_y1)(H;)) and, as
Qo = sgn(Hy) + Y(Hy = 0) and Q, = sgn(H;) + y(H; = 0) by construction (see the proof of
Proposition 3.6.5), @y and @, coincide on Ran( y_; ;,(H;)). Because

Ran(-Ko, + K _) = Ran( y(_1)(Hp))
= Ran(}((,l’l) (Hl)) = Ran(—Kl’Jr + Kl,f)’
where the first and last equalities hold by construction of -K; , + K _ (see the proof of

Proposition 3.6.5), Qy and Q, differ only on (Ran(-Kg, + K, _))*. By assumption, H, and
H, coincide on

Ran()((_l,l) (Ho)) = Ker(—K0)+ + Ko)_)l = Ker(—Kl)+ + KL_)J_.
Therefore -K; , + K, = -K; , + K;_ and

—Ko, = (=Ko + Ko )X(-Kq , + Ky < 0)
= (_Kl,+ + Kl,—)X(_K1,+ + Kl,— < 0) = _K1,+‘

Analogously, K, _ = K;_. Conversely, if K, , = K;,, Ky_ = K;_, and Q, and @, differ
only on the orthogonal complement of Ran(-K, , + K, _), then Hy and H; differ only on
Ker(H, +1) @ Ker(H, — 1) = Ker(H; + 1) ® Ker(H; — 1) and therefore Hy ~ H;. O

Next let us consider the map § : By,(H) — U(H) defined by (4.22). As both
eigenspaces of -1 and 1 are mapped to 1, it is a class map and therefore descends to
G By, (H) — U(H) defined by

§7([H].) = S(H).

Theorem 4.6.8. The map G~ is a bi-Lipshitz-continuous homeomorphism between the
metric spaces (By s, (3(), dg) and (U(X), dy).

Proof. Let us first give an explicit expression for the inverse of §™. For this purpose, a
root R : U(KH) — U(KH) of a unitary is needed. It can be obtained by spectral calculus
using the function r(e'?) = e's where ¢ € (0,27] so that r(1) = -1. Then R(U) = r(U).
Clearly, the map U — R(U) is not continuous on (U(F), Oy). Nevertheless, let us set

(6@ = [ @@+ 2wy,

Hence on the spectral parameters, 9‘1(e"”) =- cos(%) and1- 9‘1(e“”)2 = sin(%)z. Thus
2671(€"?)? -1 = cos(¢) and G 1(e")(1 - 9’1(e"/’)2)% = —% sin(¢p), and one deduces
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(5™« (5) W) = 257) WP - 1-2(57) WA - () W)

1 \ 1 .
= U+ U) -2 (U-U")

U>

soindeed G~ o (9“)’1 = id. This implies that §™ is surjective. As d; is a metric on By, (30),
one directly checks that G~ is injective and therefore (7)™ o G~ = id.

To check the Lipshitz-continuity of R (UFH), dy) — (BT 4o (30), dp), it will
be used that d;([H], [H;]) = dp(Hy, H;) and thus one can focus on bounding the two
contributions in dg:

- — 1 * *
|57 o) - §7 ) = 4121+ Uy + Ug) - 21+ Uy + U7

1
< EdN(Um Uy),

and
|57 W0 - T W) - SO~ 5T )
1 . |
= 11U - 13) - (U - UD)] < 5y Uy, U.

Therefore dE(S‘l(Uo), 9‘1(U1)) < %dN(UO, U,) and the Lipshitz constant is % Moreover,

dy(S(Hy), S(Hy))
= |oHE - 1- 2H, (1~ BY)? - (2HE —1- 2H,(1- H2)Y)|

2 2 2\ 3 2\ 3
< 2|Hy - Hy|| +2|Ho(1 - Hy)* - Hi(1- Hy)?||
< 4dg(Hy, Hy),

showing the Lipshitz-continuity of §™ : (B] ,(30), dg) — (U(XH), dy). O

Remark 4.6.9. The above proof gives an explicit construction of the inverse map
(9~)‘1 : U(H) — Big(H). Let us here provide another formula for (9~)‘1(U) for a
unitary U € U(K). Recall that Re(U) = %(U +U*)and Im(U) = %(U — U") are the real
and imaginary part of U. Let P denote the projection onto Ker(U-1)* = Ker(Re(U)-1)*.
Then

(9~)‘1(U) = [—2‘% Im(U)(1 - LRe(U))_%P +Q(1-P)], (4.31)

where Q € Ug, ((1-P)J) is an arbitrary symmetry on Ran(1- P), see the representation
in Lemma 4.6.5. Note that (4.31) is well defined because by construction 1 — Re(U) is
invertible on the range of P. To verify this formula, simply note that Re(U) = 2H> - 1if
H = G (U) so that 1- Re(U) = 2(1- H?) and thus (1- H%)? = 272 (1- Re(U))?. Replacing
thisin Im(U) = —2H(1—H2)% shows Im(U) = —Z%H(l— LRe(U))% which in turn specifies
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H on the range of P to be HP = —2’% Im(U)(1 - LRe(U))’%P. The complement Ker(U - 1)
is mapped to the eigenspace of H with eigenvalues +1, leading to Q. <o

Let us note several immediate corollaries of Theorem 4.6.8. The first concerns the
set

U%(H) = {U € UH) : Ker(U - 1) = {0}}.

It appears in Section 6.3 as the image of the unbounded self-adjoint operators under the
Cayley transform. Furthermore, recall the definition (4.28) of the set ]B(l),sa(j{)' For each
of its elements H € ]Bf)sa(%), the equivalence class [H] contains only one point and thus
one can naturally identify G~ with G on this set.

Corollary 4.6.10. Themap S defined by (4.22) is a bi-Lipshitz-continuous homeomorphism
between the metric spaces (]B?)Sa(ﬂ-f), dg) and (IUO(fH), dy).

It is also possible to restrict the homeomorphism G~ to the subset
]F]Bisa(}f) = FIBy 4, (F0)/~.
As in (4.30), one can concretely identify FIBy ¢, () with the set
{H € FBy4,(H) : Ker(H +1) = {0}}.

Due to (4.24), one then deduces a result that will be of relevance in Chapter 6.

Corollary 4.6.11. The map G~ is a bi-Lipshitz-continuous homeomorphism between the
metric spaces (FIB , (3(), dg) and (FU(3), dy).

Just as Theorem 4.6.8 implies Corollary 4.6.10, one deduces the following fact from
Corollary 4.6.11 upon restriction to the subset

FU’(H) = {U € FU() : Ker(U — 1) = {0}} = FU(H) n U° ().
Corollary 4.6.12. Themap S defined by (4.22) is a bi-Lipshitz-continuous homeomorphism
between the metric spaces (]PlB‘l),sa(J{), dg) and (IFUO(J{), dy).

Also the following subset of FIB; , () will be of relevance:
C~ c
FBy g, () = FBy, (30)/~.

Corollary 4.6.13. The map G~ is a bi-Lipshitz-continuous homeomorphism between the
metric spaces (IF]BC’~ (30, dg) and (Uc(ﬂ-f), dy).

1,5a

Remark 4.6.14. The formula (4.31) for the inverse of G~ can be further rewritten in the
case of Corollary 4.6.13. If U = 1+ K € U®(H) in the representation (3.8), then
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(5)'A+K) = [-ImKIK| TP + (1 - P)Q), (4.32)

where as above P is the projection onto Ker(U —1)* = Ker(K*K)* and Q € Ug, ((1-P)H).
This follows from (4.31) by a direct computation using the relations in (3.8). <o

Now let us consider

FB{ () = FB{,(3) N FBY, (30),

U0 30) = US(30) n U (%0).

The set ]F]Blc’O (H) can be seen as a subset of ]F]B%S;(H) because the classes of [H]_. of

,Sa
He lF]Bf’SOa(J{) only contain one element. Hence again one can identify §~ with §.

Corollary 4.6.15. The map § is a bi-Lipshitz-continuous homeomorphism between the
metric spaces (IF]BC’O (H),dg) and (UC’O(%), dy).

1,sa

Corollary 4.6.11 allows proving a counterpart of Proposition 4.6.2. For a norm-
continuous path t € [0,1] — U; € FU(KX), the path t € [0,1] — (9“)‘1(Ut) is continuous
in (FB{,(3(), O). One can choose representatives t € [0,1] — H, € FB;,(3(), namely
[H] = (9~)’1(Ut), but the map t € [0,1] — H; need not to be norm-continuous. Nev-
ertheless, the low-lying spectrum of H; is continuous and this is sufficient to define the
spectral flow.

Proposition 4.6.16. For a norm-continuous path t € [0,1] — U, € FU(X), one has
Sf(t € [0,1] — U;) = Sf(t € [0,1] — H,),

where [H;] = (9~)‘1(Ut) and the spectral flow on the right-hand side is independent of the
choice of representative of (9~)’1(Ut).

Proof. Thepatht € [0,1] — §X(U,) is continuous with respect to Of by Corollary 4.6.11.
Next let us note that the operator th € FB, s, () is independent of the choice of the
representative H,. By definition of dj, its square ¢t € [0,1] — th is then norm continuous.
Therefore, for ¢, € [0,1] and a > 0 sufficiently small and such that a ¢ spec(th0 ), the
finite-dimensional projections o 2 (H?) are norm-continuous in ¢ and of constant finite
rank on an open subinterval of [0, 1] containing ¢,. Hence also the path ¢ — Hyxq ¢ (th)
isindependent of the representative H; and continuous with respect to dg. Therefore, by
Lemma 4.6.3, it is also norm-continuous on this subinterval and thus also the eigenvalues
are continuous. This allows constructing the spectral flow as in Section 4.1.1, even though
there may not exist a norm-continuous path ¢t € [0,1] — H, of representatives. That
this spectral flow coincides with Sf(t € [0,1] — U;) directly follows from the spectral
mapping theorem. O



5 Fredholm pairs and their index

This chapter is about Fredholm pairs of projections and their index, a concept intro-
duced by Kato [112], and independently also by Brown, Douglas, and Fillmore [42] where
the index is called essential codimension. Section 5.2 gives different characterizations of
Fredholm pairs of projections and collects basic facts about them, to a large extend fol-
lowing the influential work by Avron, Seiler, and Simon [18]. It avoids to use the orthog-
onality of the projections, and supplementary aspects linked to self-adjointness are then
regrouped in Section 5.3. Section 5.4 then accesses the same Fredholm concept from the
point of view of symmetry operators which provides yet another formula for the index
which readily allows connecting it to the spectral flow later on. Section 5.5 focusses on
a special type of Fredholm pairs where one projection is unitary conjugate to the other.
Sections 5.6, 5.7, and 5.8 provide several formulas connecting the spectral flow to the
index of a Fredholm pair of projections. In particular, the spectral flow of a path of self-
adjoint Fredholm operators is expressed as the sum of indices of pairs of projections.
The chapter concludes by introducing the relative Morse index in Section 5.9 and giv-
ing a formula for the spectral flow as sum of relative Morse indices, as in the work of
Fitzpatrick, Pejsachowicz, and Recht [84].

5.1 Projections and orthogonal projections

This short section merely reviews some well-known basic definitions and facts about
projections, frames, and the action of invertible operators thereon.

Definition 5.1.1. Let P € B(H).

(i) Pis called a projection if P> = P.

(ii) A projection P is called orthogonal if, moreover, P = P*.

(iii) A projection P is called finite or finite dimensional if dim(Ran(P)) < oo.

(iv) A projection P is called proper if dim(Ker(P)) = dim(Ran(P)) = co.

(v) The complementary projection of a projection Pis 1-P and itis denoted by P* = 1-P.

The set of all proper orthogonal projections on K is denoted by P(K).

In a large part but not nearly all of the literature, projections are called idempotent
(as all powers are the same) and orthogonal projections are called projections. We hope
that the reader can get accustomed to Definition 5.1.1. From P = P one gets ||P|| < IP|I so
that ||P|| > 1 for every projection P # 0. However, nonvanishing orthogonal projections
always have norm 1.

There is a tight connection between closed subspaces & ¢ H of H and orthogonal
projections. In fact, for any P € IP()) the range Ran(P) = Ker(1-P) is a closed subspace,
and given a closed subspace, there is always an associated orthogonal projection. For
this reason, P(K) is also called the (closed proper) Grassmannian of . Furthermore,
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given a projection P (not necessarily orthogonal), one can always construct two naturally
associated orthogonal projections: the range projection Py onto Ran(P) = Ker(1-P) and
the kernel projection P; onto Ker(P) = Ran(1 - P).

Proposition 5.1.2. The range and kernel projection associated to a projection P satisfy

Ran(Pg) nRan(Py) = {0}, Ran(Pg) + Ran(Py) = ¥, (5.1)
and are given by
Py = P(P*P)'P*, Py =P ((PY)'PY) (P 52)
Then one has
P = Py(PLPy) PL. (53)

Inversely, given two orthogonal projections Py and Py satisfying (5.1), formula (5.3) defines
a projection with range projection Py and kernel projection Py.

Proof. Both claims in (5.1) follow from the well-known fact that each vector ¢ € 3 can
be uniquely decomposed into ¢ = @g+¢x with Pop = ¢ and Poy = 0. In the first formula
of (5.2), note that P*P is not an invertible operator, however, it maps Ker(P)"- = Ran(P*)
bijectively onto Ran(P*). Hence P*P : Ran(P*) — Ran(P*) is an invertible operator by
the inverse mapping theorem. Thus P(P*P)~'P* is well defined, and one readily sees
that it is indeed an orthogonal projection, with range given by Ran(P). The formula for
Py can be verified in the same manner. To check (5.3), one notes that

Py Py : Ker(Pp)* = Ran(Pg) — Ran(Py) = Ker(Py)

is a bijection. Indeed, if ¢ € Ran(Py), then Py¢ = ¢ so that 0 = PgPpd = Py implies
¢ € Ker(Px) = Ran(Pg), and hence ¢ = 0 by (5.1); moreover, if = Pxy) € Ran(Pg), then
by (5.1) one can decompose uniquely ¥ = §* + Py¢ with * € Ran(Pg) = Ker(Pg) and
some ¢ = Py¢ € Ran(Py), so thaty = Pg (" + Pr¢p) = Pi Py¢. Again the inverse mapping
theorem implies that (PﬁPR)’l : Ran(PIi) — Ran(Py) is well defined, and then one can
check that (5.3) holds. The last claim follows from the above argument. O

Remark 5.1.3. There is an alternative way to write out the range projection, namely it
will be checked that
72\~ 1 %
Pr=P(1-(P-P")") P

Note that —(P — P*)> = (P - P*)*(P — P*) > 0, which implies that the inverse exists.
Moreover, an explicit computation shows that P commutes with 1 — (P — P*)? and thus
so does P*. Furthermore, PP*P = P(1— (P — P*)%). Now let P}, denote the right-hand side
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PA-(P- P*)Z)’lP*. Combining the above facts allows to check (Pl'l)Z = Pl’{ and, clearly,
also (P})* = Pj. As Ran(P}) = Ran(P), this implies that P, = Py. Similarly,

Py =(1-P)(1-(P-P")) 1-P),

which follows from the above applied to 1-P, or can be checked in the same manner. ¢

Corollary 5.1.4. Every projection can be connected to its range projection within the set
of projections.

Proof. Note that P, = P(P*P)"'P* satisfies PxP = P and PPy = Py. Therefore one readily
checks that

te[0,1]—» P, =(1-t)P+tPy
is indeed a path of projections connecting P to Py. O

Next let us introduce the concept of a frame. While this was already used in Chap-
ter 2, let us here give a precise definition for the case of infinite-dimensional Hilbert
spaces.

Definition 5.1.5. A frame is a bounded injective linear map ® : h — J with closed
range, from an auxiliary Hilbert space h into . The frame is called normalized if
®*® = 1;. Furthermore, ®* : h’ — J denotes a frame with Ran(®*) = Ran(®)".

Given a frame @, one can always associate an orthogonal projection onto its range
by

P=®(@* D) . (G.4)

Note that this is well defined because ®*® : h — b is invertible. Let us then also say that
® is a frame for P. If, moreover, ® is normalized, the formula reduces to P = ®®*. One
particular frame for P is always given by choosing h = Ran(P) and ® the embedding.
Another standard way to construct normalized frames, say for an infinite-dimensional
projection P, is to choose an orthonormal basis (¢,,),~1 of Ran(P) and then set ) = €2(1N)
and

@ =) |p,)(nl.

n>1

Note, however, that there are many frames for a given P. Indeed, given a frame @ for
P and any invertible map a € B(b), also ®a is a frame for P. Furthermore, if ® is nor-
malized and u € B(h) is unitary, also ®u is normalized. Let us also note that, clearly,
®*®* = 0. Finally, (®,®") : h® b’ — I is an isomorphism which is unitary if both @
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and ®* are normalized. Now one can also use frames to write out an arbitrary (not nec-
essarily orthogonal) projection, analogous to Proposition 5.1.2. The proof is essentially
the same and therefore skipped.

Proposition 5.1.6. Let P be a projection and &y and @y be frames for Py and Py. Then
P = (@) @p) (@%)". 5.5)
Inversely, given two frames @y and ®y satisfying
Ran(®g) N Ran(®y) = {0}, Ran(Pg) + Ran(dy) = K, (5.6)

formula (5.5) defines a projection with range and kernel projection given as in (5.4).

To illustrate the use of frames, let us prove a result that will be used several times
later on.

Proposition 5.1.7. If P, and P, are proper orthogonal projections, then there exists a uni-
tary U such that P, = U*P,U.

Proof. Let @, and @, be normalized frames for P, and Py, respectively. Then
V=00

is a partial isometry from Ran(P;) to Ran(P;), namely V*V = Py and VV* = P,. Similarly,
let W be a partial isometry satisfying W*W = 1 - P, and WW* = 1 - P,. Multiplying
two of these identities shows VV*WW™* = 0 so that V*W = 0 and V*VW*W = 0 so that
VW* = 0.Hence U = V* + W* is a unitary because UU* = V*V+W*W =Py +1-P; =1
and U*U = 1. By construction, P, = U*P,U. O

In the remainder of this section, the action of an invertible operator T € G(K)
on projections will be introduced and studied. Let us first begin with the action on an
orthogonal projection P. Then the formula

T .P = (TPT*)(TPT*) *(TPT*) G.7)

is well defined because TPT* : Ran(TP) — Ran(TP) is invertible (even though TPT" is
not invertible as an operator on all K). Clearly, T - P is the orthogonal projection onto

T Ran(P) = Ran(T - P),
and one has

Ker(T-P)={¢ € H : PT"¢ = 0}
= (") T ¢ € 3C: PT"¢ = 0}
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= (T*) " Ker(P).

Moreover, (5.7) defines a group action of the group G(¥) on the set of orthogonal projec-
tions, namely one has S-(T-P) = (ST)-Pfor S, T € G(K). Let us also note that for the sub-
group U(H) ¢ G(H) of unitary operators, the action reduces to U - P = UPU* = UPU .
Another property worth mentioning is that

opt, .8)

(T-P)* =(T")
Indeed, both sides are orthogonal projections, and one has
Ran((T - P)*) = Ker(T - P) = (T*) ' Ker(P) = (T*)" Ran(P").

Furthermore, if P = ®(d*®)'d* is given in terms of a frame as in (5.4), then T® is a
frame for T - P and therefore

T.-P=To(@ T T) & T". (5.9)

Based on this, there is an alternative way to verify (5.8) by checking that T-P is orthogonal
to (T*)~!.pt.

While it is not possible to extend the action (5.7) to projections that are not orthogo-
nal, one can define another group action of G(H) by (T, P) — TPT'. One readily checks
that this is indeed well defined and is a group action on all projections. When restricted
to the unitary group U(H) ¢ G(H), this action coincides with (5.7). In general, however,
it does not conserve the orthogonality of projections. This second action will be used at
several instances below, e. g., Proposition 5.2.9.

5.2 Characterization of Fredholm pairs of projections

The definition of Fredholm pairs of projections and many of the results of this section
and the next sections are due to Kato [112, Chapter IV.4] and Avron, Seiler, and Simon
[18], see also [3].

Definition 5.2.1. Let (P,, P;) be a pair of projections and consider the operator
A : Ran(P;) — Ran(Py)
defined by
A¢ = P;Pyp, ¢ € Ran(Py).

Then (Py, P,) is a Fredholm pair of projections if and only if A is a Fredholm operator.
The index of a Fredholm pair (Py, P;) of projections is defined by

Ind(Po, Pl) = Ind(A)
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For the case of two orthogonal projections, it will be shown in Proposition 5.3.2 be-
low that for a Fredholm pair the projections P, and 1-P; are complementary up to finite-
dimensional defects, in the sense that Ran(P;) + Ran(1 — P;) has finite codimension and
Ran(P;) N Ran(1 - P,) is finite dimensional. Of course, in interesting cases both Ran(P;)
and Ran(P;) are infinite dimensional. If they are both finite dimensional, then the index
is simply given by the difference of the dimensions of the ranges, as shown next.

Proposition 5.2.2. Let P, and P, be two finite-dimensional projections on H. Then (P, P;)
is a Fredholm pair of projections with index

Ind(Py, P;) = dim(Ran(Py)) — dim(Ran(P,)).
Proof. Consider the linear operator A = PP, : Ran(P;) — Ran(P;). By the rank theorem,
dim(Ran(P;)) = dim(Ker(A)) + dim(Ran(A4)).
Moreover,
dim(Ran(A4)) + dim(Ran(A)") = dim(Ran(P,)),

where the orthogonal complement is taken in the Hilbert space Ran(P;). Hence from the
definition of the index,

Ind(A) = dim(Ker(A)) - dim(Ker(A™))
= dim(Ker(A)) - dim(Ran(A)")
= dim(Ker(A)) + dim(Ran(A)) - (dim(Ran(4)") + dim(Ran(A)))
= dim(Ker(4)) - (dim(Ran(P,)) — dim(Ran(A)))
= dim(Ran(P;)) - dim(Ran(?,)),

concluding the proof. O

Remark 5.2.3. Let us suppose, just for this remark, that H = C? is finite dimen-
sional with Krein quadratic form J = diag(1y,-1y) and that P, and P, project on two
J-Lagrangian subspaces, as defined in Chapter 2. Then

dim(Ran(P,)) = N = dim(Ran(P;))

and hence Ind(Py,P;) = 0 by Proposition 5.2.2. This remains true in the infinite-
dimensional setting, see Proposition 9.4.7. <o

The most elementary example of a Fredholm pair arises as follows:

Proposition 5.2.4. Let P, and P, be two projections such that P; — P, € K(J) is compact.
Then (P,, P,) and (P, Py) are both Fredholm pairs of projections.



132 — 5 Fredholm pairs and their index

Proof. Set Ay = PyPP, : Ran(P;) — Ran(Py) and A; = P;PyP; : Ran(P;) — Ran(Py).
Then

Ag = Py + Py(Py — Py)Py = 1gan(p,) + Po(Py — Po)Py

is a compact perturbation of the identity on Ran(P;) and hence a Fredholm operator
(with vanishing index). Hence Ker(A) c Ker(4,) is finite dimensional. Similarly, 4, is a
Fredholm operator so that also Ran(A) > Ran(4;) has finite codimension. Hence (P, P;)
is a Fredholm pair. For (Py, Py), one argues in the same way, namely exchanges P, and
P, in the above. O

Remark 5.2.5. In general, it is not true that the Fredholm property of (P, P;) implies
that also (P, Py) is a Fredholm pair. Let us illustrate this with an example on an infinite-
dimensional Hilbert space of the form 3 & 3. Two projections are given by

0 1 1 0
p=(y 1) 2=(o o)
A:(O 1)
00

is surjective, namely Ran(A) = Ran(P,). As Ker(A4) = {0}, A is Fredholm and therefore

(Py, Py) is a Fredholm pair (with vanishing index). On the other hand, P,P; = 0 and
therefore (P, Py) is not a Fredholm pair. <o

Then

Ran(Py)

Next let us come to some basic properties of Fredholm pairs of projections. First
of all, Fredholm pairs have a natural transformation property under invertible linear
maps, namely if (Py, P) is a Fredholm pair of projections and T € G(H) an invertible
operator, then (TP,T ", TP, T") is a Fredholm pair of projections and

Ind(TP,T ", TP, T") = Ind(P,, P,). (5.10)
Secondly, one has the following concatenation formula for the index of Fredholm pairs.

Proposition 5.2.6. Suppose given three projections Py, P; and P, such that (Py,P;) is a
Fredholm pair and P, - P; € K(XH) is compact (or vice versa). Then also (P, P,) and
(Py, P,) are Fredholm pairs and

Ind(Po,Pz) = Ind(Po,Pl) + Ind(Pl, Pz) (511)
Proof. By Proposition 5.2.4, (P, P,) is a Fredholm pair. Now consider the equality

as operators from Ran(P;) to Ran(P,). Then (P,P;)(P;P,) : Ran(P;) — Ran(P,) is a con-
catenation of two Fredholm operators with index given by Ind(Py, P;) + Ind(P;, P,). As



5.2 Characterization of Fredholm pairs of projections =— 133

P, (P, — P1)P, is compact by hypothesis, also P,P; : Ran(P;) — Ran(P,) is a Fredholm
operator with the same index by Theorem 3.3.4. O

Next let us show a stability result for the index of Fredholm pairs.

Proposition 5.2.7. Let t € [0,1] — Py(t) and t € [0,1] — P4(t) be norm-continuous
paths of projections such that (Py(t), P;(t)) is a Fredholm pair for every t € [0,1]. Then
t € [0,1] — Ind(Py(t), P1(t)) is constant.

Proof. 1tis clearly sufficient to prove local constancy of the index. Hence let us fix some
tp € [0,1] and consider the paths

B(t) =1-P(t) + Pj(ty), te[0,1], j=0,L

As the set of invertibles is open in B(J), there exists a neighborhood N of ¢, such that
B;(¢) is invertible for ¢ € N. Consequently, the restrictions j(t) = Bj(t)lRan(P],(t)) map
Ran(P]-(t)) bijectively onto Ran(Pj(tO)). Thus

Cy(t) o Py(t) o Cy(t) ™" : Ran(Py(t,)) — Ran(P;(ty)),
are Fredholm operators with index
Id(Cy(t)  Py(t) © Co(t)™") = INA(Py(6) g o)) = IA(Po (1), Py(D)),

where the last step is the definition. On the left-hand side, one has the index of a path
of Fredholm operators on the same Hilbert space, which is constant by Theorem 3.3.4.
Thus also the index on the right-hand side is constant in t. O

If two projections with compact difference are sufficiently close to each other, then
one can actually construct a path of Fredholm pairs connecting the pair to a trivial pair.

Proposition 5.2.8. Let Py, P; € B(X) be projections with Py — P; € K(XH) satisfying
1P - Pyl < 11— 2Py ™"
Then there is a path t € [0,1] — (Pgy,P;(t)) of Fredholm pairs with P;(1) = P; and
P,(0) = P,. Along this path the index vanishes.
Proof. The path is constructed just as in Proposition 4.3.2 in [23]. Let us set

M- %(1 —2Py)(1-2P,) + %1.

Then1-M = (1-2P,)(P; — Py) = (P — P;)(1 - 2P;) is a compact operator. Moreover, by
hypothesis this operator satisfies |1 - M|| < 1. Therefore M = 1 - (1 — M) is invertible
with inverse given by the Neumann series. Furthermore, one has PoM = P,P; = MP; so
that P, = MP,M~*. Now set
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M =1-t)M+t1=1-(1-t)1-M), tel[0,1],

and Py(t) = M,P\M; ! This is a path of projections connecting P;(1) = P; to P;(0) = P,,
and one has that Py — P;(t) = (Py — P;) — (P4(t) — P;) € K(H) because 1 - M, € K(XH). By
Proposition 5.2.4, one concludes that indeed (P, P;(t)) is a Fredholm pair. The last claim
follows from Proposition 5.2.7. O

The construction in the proof of Proposition 5.2.8 leads to another important result
on the lifting of paths of idempotents that is at the root of numerous arguments later on.
It does not pend on Fredholm properties.

Proposition 5.2.9. Let t € [0,1] — P, be a path of projections. Then there exists a path
t € [0,1] — M, of invertibles such that

P, = MPyM; .
Proof. Let us begin by setting
1 1
M, = (1= 2P))(1-2P) + 51

As above, 1 - M, = (Py — P;)(1 - 2P,) so that |1 - M;|| < [Py — Pl - 2P;||. As t — P, is
norm continuous, this implies that M, is invertible for ¢ sufficiently small, say ¢ € [0, t;].
Therefore ¢t € [0,t] — M, and t € [0,t;] — M; 1 are both continuous and, as in the
proof of Proposition 5.2.8, one has P, = M,PoM; 1. Also note that M, = 1. Next one can
start out with the path t € [t;,1] — P, and construct in the same manner a t, >
and a path t € [t;,t,] — M; such that P, = M;P, (M)"" and M; = 1. By replacing,
one gets P, = MM, Po(M/M,)™". Thus setting M, = M;M, fort e [t;,t,] completes
the construction on the interval [0, t,]. Iterating the procedure a final number of times
completes the proof. O

Next let us turn to formulas for the index of a Fredholm pair of projections. The in-
dex of a Fredholm operator can be computed by the Calderon-Fedosov formula given in
Theorem 3.3.7, provided that some trace class conditions hold. The following statement
spells this out for a Fredholm pair of projections.

Proposition 5.2.10. Let Py, P; € B(J) be projections and n € IN such that
Py —PyP,P, € L"(Ran(Py)), P;—PiPyP; € L"(Ran(Py)).
Then (Py, P,) is a Fredholm pair of projections, and for all m > n one has

Ind(Py, Py) = Tr((Py — PyP1Py)™) — Tr((Py — P1PyP)™).
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Proof. Let us apply Theorem 3.3.7 to the operator A = P;Py|gan(p,) : Ran(Py) — Ran(P,)
with pseudoinverse B = PyP|gayp,) : Ran(P;) — Ran(Py). Due to the hypothesis, Theo-
rem 3.3.7 then implies that A is Fredholm with index

Ind(A) = Tr((Py — PyP1Py)™) — Tr((P; — P1PyP)™)
for all m > n. By Definition 5.2.1, this implies that (Py, P;) is a Fredholm pair with the
same index. O
One way to reformulate Proposition 5.2.2 is to state that, for finite-rank projections
Py and Py,
Ind(Po,Pl) = Tr(Po) - TI‘(Pl) = TI‘(PO - Pl)

The right-hand side not only makes sense if P, and P; are finite dimensional, but also
if Py — P, is a trace class operator. The following result shows that then Tr(P, — P;) is
indeed equal to the index, actually under the even weaker assumption that some power
of Py — Py is trace class. This provides yet another formula for the index of a Fredholm
pair of projections.

Theorem 5.2.11. Let (Py, P,) be a Fredholm pair of projections. If the operator (P, —Pl)z"”
is trace class for some integer n > 0, then for all k > n,

Ind(Py, P,) = Tr((P, — P)**).
Proof. Firstlet us note the following algebraic identities:
Py — PgP1Py = Py(Py — PPy = Po(Pg — P1)*Py = Po(Py - Py)* = (Py — Py)’Py.
Therefore,

(Py — PgPyPy)*" = (Py — PyPyPy)" (Py — PyP,Py)
= (Py(Py — Py)*Pg)" (Py(Py - P1)Py)
= Py(Py — P)*(Py — P1)Py
= Py(P, - P))**1p,.

In particular, the trace class condition on (P, — P;)2*! implies that (P, — PyP,P,)**! is
trace class. This holds for all k > n. Similarly, one can deduce

(P, - P,PyP)"*! = Py(P, - Py )P,

and verify the trace class property of (P; — P1P0P1)k+1. Now by Proposition 5.2.10 and the
cyclicity of the trace, one has
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Py(Py — P))*Py) — Tr(Py(Py - P)**'Py)
Po(Py — P)**! — Py(Py - P

Po(Py — P)™*! + Py(Py - PP

(Py + Py)(Py — P1)(Pg — Py)™).

Ind(Po,Pl) = TI‘
=Tr
=Tr

_~ o~ o~

=Tr
It remains to show
2k 2k+1
Tr((Py + P)(Py — Py)(Py — P)™) = Tr((Py — P)™ ). (5.12)
Note that

(Py + Py)(Pg — Py)(Py — Py - (P — P!
= (P,Py — PyPy)(Py - Py
= (P1(Py - Py) — (Py — Py)Py)(Py — Py)*™
= Py(Py - P)* " — (P, - P,)Py(Py - P)*.
As in the last line both summands are trace class, (5.12) now follows from the cyclicity
of the trace. O

Based on Theorem 5.2.11, one can derive integral formulas for the index of a pair of
projections which is due to Phillips [148]. They directly lead to formulas for the spectral
flow in Section 5.6.

Theorem 5.2.12. Let (P, P,) be a Fredholm pair of projections on H such that (Py—P;)*"!
is trace class for some integer n > 0. For Q, = 1- 2P, and Q; = 1— 2P, consider the linear
patht € [0,1] — Q; = Qy + t(Q; — Qo). Then for all integers k > n,

1

1

Ind(Py, Py) = o J dt Tr((3,Q),(1 - Qf)k),
K

where, with 2k + )!!' = 2k +1)2k -1)---3-1,

Ce = Jdt(l _pyk M (5.13)

Proof. One directly checks
(0:Q)¢ = 2(Py - Py)
and

1-QF =t - 6)(Qo - Q) = 4t(1 - O)(Py - Py)%.
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Hence (0;Q);(1 - Qf)k is trace class by assumption, and thus

1
[ aetr(@@1(1- 1)) = [ arTe(aees - Po((ate - )@, - PyY))
0

O

1
_ 9.4k J de(t - )" md(py, Py
0

ds(1 - %) Ind(P,, P,),

A—

where the last step follows after the change of variables s = 2t — 1. The value of the
integral can be computed and gives the constant Cj,. O

5.3 Fredholm pairs of orthogonal projections

In this section, unless otherwise stated, all projections are supposed to be orthogonal,
namely to be self-adjoint idempotents. Let us begin by proving two results that reformu-
late the definition and give a geometric interpretation of the index of a Fredholm pair
of orthogonal projections.

Proposition 5.3.1. Let P, and P, be orthogonal projections on H. Then (Py, P;) is a Fred-
holm pair if and only if

PyPPy+1-P, and P,P,P;+1-P,
are Fredholm operators on H. If (Py, P,) is a Fredholm pair, then
Ind(Py, P;) = dim(Ker(PyP,Py + 1 - Py)) — dim(Ker(P;PyP; +1- Py)).

Proof. This follows directly from Theorem 3.4.1 applied to the operator A of Defini-
tion 5.2.1, after complementing A*A and AA™ to operators on all of . O

Proposition 5.3.2. Let P, and P, be orthogonal projections on H. Then (Py, P;) is a Fred-
holm pair if and only if

() the linear span Ran(P,) + Ran(1 — P;) = Ran(P,) + Ker(P,) is a closed subspace;

(i) Ran(Py) nKer(P,) is finite dimensional;

(iii) Ran(P;) N Ker(Py) is finite dimensional.

The index Ind(Py, P,) of the Fredholm pair is then given by

Ind(Py, P;) = dim(Ran(Py) n Ker(P;)) — dim(Ran(P;) n Ker(Py)).
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Proof. First of all, let us note that Ran(P;) and Ran(P;) are closed subspaces and thus
Hilbert spaces. Now by Definition 3.2.1, the operator A = P,P, : Ran(P,) — Ran(P;) is a
Fredholm operator if and only if

Ker(A) = Ran(P;) N Ker(P;)
is finite dimensional,
Ker(A*) = Ran(A)" = Ran(P,) n Ker(P,)
is finite dimensional, and Ran(A) = Ran(P;P,) is closed. Now
Ran(P;) + Ran(1 - P;) = Ran(1 - P;) @ Ran(P;P,),

where & denotes the orthogonal sum. Thus Ran(P;) + Ran(1 — P;) is closed if and only
if Ran(A) = Ran(P,Py) is closed by Lemma 5.3.3 below. Therefore A is indeed a Fred-
holm operator if and only if (i), (i), and (iii) hold. Furthermore, by definition, the index
Ind(Py, P;) = Ind(A) = dim(Ker(A)) - dim(Ker(A™)) is given by the formula claimed. O

Lemma 5.3.3. Let P be a projection (not necessarily orthogonal) and £ c Ker(P) as well
as F c Ran(P) subspaces. Then & + F is closed if and only if & and F are closed.

Proof. Suppose that € + F is closed. Let (¢,),-1 be a convergent sequence in £ with limit
¢ € 3. It is then also convergent in € + F and therefore ¢ € € + F as € + F is closed.
But P¢ = lim P¢,, = 0 so that ¢ € Ker(P) and thus ¢ € €. Similarly, one checks that F is
closed. For the converse, let (¢,,),cn be a convergent sequence in € + F. Then (P, ) e
and ((1-P)¢,)nen are Cauchy sequences in F and &, respectively. As F and € are closed,
(P9, )nen converges in F and ((1- P)¢,) e cOnverges in € and hence also the sequence
¢, = P¢, + (1-P)¢, convergesin & + . O

It follows directly from Definition 5.2.1 that for a Fredholm pair (P, P;) of orthogo-
nal projections also the pair (Py, Py) is Fredholm (because then the corresponding Fred-
holm operators are A and its adjoint A*, respectively) and that one has

Ind(Po, Pl) = - Ind(Pl, Po).

Moreover, by Proposition 5.3.2, (1-P,, 1-P;) is Fredholm if and only if (P, P, ) is Fredholm
and then

Ind(1- Py, 1- P,) = Ind(P;, Py).

Finally, it follows from Proposition 5.3.2, or alternatively from (5.10), that for every
Fredholm pair (Pgy,P;) of orthogonal projections and any unitary operator U, also
(UP U™, UP,U™) is a Fredholm pair of orthogonal projections with index
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Ind(UP, U™, UP,U") = Ind(P,, Py). (5.14)

Generalizing the unitary conjugation, one can also consider the natural action (5.7) of
invertibles on orthogonal projections.

Proposition 5.3.4. Let (Py, P;) be a Fredholm pair of orthogonal projections and further-
more let T € G(H) be invertible. Then (T - Py, (T‘l) *.P,) is a Fredholm pair of orthogonal
projections with the same index. Moreover,

dim(Ran(T - Py) nKer((T™")" - P,)) = dim(Ran(P,) N Ker(P,))
and
dim(Ran((T™!)" - P;) n Ker(T - Py)) = dim(Ran(P;) n Ker(Py)).
Proof. For any orthogonal projection P, one deduces from the definition of T - P that
Ran(T - P) = TRan(P), Ker(T-P)= (T’l)* Ker(P),

see the argument after equation (5.7). The Fredholm property of (T - Py, (T™H*.p)is
checked by verifying the three conditions (i)-(iii) stated in Proposition 5.3.2. One has

Ran(T - Py) + Ran(1— (T%)" - ;) = Ran(T - Py) + Ker((T™*)" - P,)
= T Ran(P,) + T Ker(Py)
= T(Ran(P,) + Ker(P,)),

showing that this is a closed subspace because T is invertible. Moreover,

Ran(T - Py) nKer((T™)" - P;) = (TRan(P,)) N (T Ker(P)))
= T(Ran(P,) n Ker(P)),

which has the same finite dimension as Ran(P;) n Ker(P;). In the same way,
Ran((T%)" - P;) nKer(T - Py) = (T"")" (Ran(P,) n Ker(Py)),
implying all remaining claims. O

One may wonder if for a Fredholm pair (P, P;) of orthogonal projections and an
invertible T € G(J) the pair (T - Py, T - P;) is Fredholm. In general, however, this is not
true as is shown by the next example.

Example 5.3.5. For a fixed grading 7 = 3{’ ® I’ where ' is an infinite-dimensional
separable Hilbert space, let us set
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T R R HES 0 )

2\1 1 5\-2 4 0 1

Then Ker(P,P,) = Ker(P;) and Ran(P,P,) = Ran(P;), and therefore (P, P;) is a Fredholm
pair. Moreover,

Ran(T - Py) = span <\f> Ran(T - P;) = span (—i/i)

This shows T - Py =1-T - P and therefore (T - Py, T - P;) is not a Fredholm pair. <o

The following aim is to give a spectral theoretic approach to Fredholm pairs of or-
thogonal projections. As a preparation for the proofs, let us present a set of algebraic re-
lations satisfied by two projections (which need not be orthogonal). They can be traced
back to Kato [112], see also [49] and [18].

Lemma 5.3.6. Let P, and P; be projections. Set
RO=1—P0—P1, R1=P0—P1.

Then the following identities hold:

RA+R =1, RyR, = -R/R,. (5.15)
Moreover,
RyPy = PRy, RyPy = PyRy,
Rl(l_PO) :PlRl’ Rl(l_Pl) :PORl’

R3Py = PyR5,  RoRy(1-Py) = PyRyR;.
Proof. Multiplying out, one finds
2
RO = 1 _PO - Pl +P0P1 +P1P0,
and similarly
R} = Py + P, — PyP, - P\ P,

Adding this up, leads to the first identity. The others are also verified by straightforward
algebraic computations. O

The identities of Lemma 5.3.6 lead to interesting spectral information of P; — Py and
P; + Py, stated in terms of Ry and R;.
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Proposition 5.3.7. Let P, and P, be orthogonal projections and R, and Ry as in Lem-
ma 5.3.6. Then for j = 0,1, the spectrum spec(R;) of R; lies in [-1,1] and satisfies

spec(R) \ {-1,1} = —(spec(Rj) \{-1,1}).
Moreover; for any A ¢ {-1,1},
dim(Ker(R]- -A1)) = dim(Ker(Rj +A1)).

Proof. Let us focus onj = 1. The proof for the case j = 0 is the same as only the relations
(5.15) are used and they are symmetric in the indices. The inclusion spec(R;) ¢ [-1,1]
follows from R? = 1 - R} < 1. The symmetry of the spectrum can be shown using Weyl
sequences, namely if (R; — A1)¢,, — 0 for A € (-1,1) and a sequence of unit vectors
(9)ns1> then, by the identity RyR; = —R;R, of Lemma 5.3.6, one has (R; +A1)Ry@, — 0.As
R3¢, = (1-2%)¢,— (Ri-A*1)¢,, by the first relation of (5.15) and (RZ-2*1)$,, — 0, it follows
from |A| < 1that |Ry¢,ll > c for some constant ¢ > 0 and n sufficiently large. Hence
(R1+A1) "ﬁg—z:" — 0and (%)@1 isa Weyl sequence for —A. Finally, set H; = Ker(R;-A1).
Then by the same identity Ry(H;) ¢ H_; and Ry(FH_,) c ;. As R(2,|:HA =(01- A2)1|g.f/1 by
the identity R3 = 1- R% in (5.15), it follows that R is an isomorphism from &, to 3 _, for
any value A ¢ {-1,1}. O

Now the main spectral theoretic result for the index of a Fredholm pair of orthogo-
nal projections can be stated and proved.

Theorem 5.3.8. Two orthogonal projections P, and P; form a Fredholm pair if and only
if +1 are not in the essential spectrum of the operator P, — P,. Then

Ind(Py, P;) = dim(Ker(P, — P; - 1)) — dim(Ker(P, — P; + 1)). (5.16)

Proof. Recallthat (P, P;)isaFredholm pairifand onlyifA : Ran(P;) — Ran(P;) defined
by A¢ = P,Py¢ for ¢ € Ran(P) is a Fredholm operator.

Let 1be in the essential spectrum of P, — P;. By Proposition 3.4.7, there is a singular
Weyl sequence (¢,,),>1 such that (Py — P; - 1)¢, — 0. Then (¢,|(Py — Py)¢,) — 1, thus
|Pyd,l — 1and |P;¢,ll — 0. Therefore ¢, = "ﬁz—z:” has norm 1, converges weakly
to 0, and PyP; Py, — 0, which shows that 0 € spec,,(A*A) by Proposition 3.4.7. By
Theorem 3.4.1, this is a contradiction to the Fredholm property of A. Therefore (P, P;)
is no Fredholm pair. Similarly, -1 € spec, (P, — P;) implies 0 € spec,.(AA™) and, again
by Theorem 3.4.1, this is a contradiction to the Fredholm property of A, thus (Py, P;) is
no Fredholm pair.

Conversely, let +1 be not in the essential spectrum of the operator P, — P;. By the
spectral radius theorem, one has P, — P; = B+ F where F is of finite rank and, moreover,
(e-1D1<B<(1-e¢e)lforsomee >0.As

POP1P0 = Po(l— (PO _Pl))PO



142 —— 5 Fredholm pairs and their index

= _POFPO +P0(1—B)P0
> —PyFP, + €P,

this implies 0 ¢ spec,,(A*A). Analogously, one has P;PyP; > P,FP; + €P; and conse-
quently 0 ¢ spec,(AA™). By Theorem 3.4.1, this implies that A is Fredholm and (P, P;)
is a Fredholm pair.

It remains to show (5.16) if (Py, P,) is a Fredholm pair. The kernel of a sum of two
nonnegative operators is the intersection of their kernels. Therefore

Ker(PO - Pl - 1) = Ker(P1 + (1 - Po))
= Ker(P;) n Ker(1 - Py)
= Ker(P;) n Ran(Py).

Similarly, Ker(Py — P; +1) = Ker(P,) nRan(P;), and this implies the claimed identity due
to Proposition 5.3.2. O

Remark 5.3.9. Proposition 5.3.7 and Theorem 5.3.8 allow giving an alternative proof of
Theorem 5.2.11 for orthogonal projections. Under the hypothesis that (P, —Pl)Zk *is trace-
class, the spectrum of (P, — Pl)Zk+1 = R%k” consists of eigenvalues accumulating only
at 0. By Proposition 5.3.7 and because 2k + 1is odd, this spectrum is symmetric and the
eigenspaces H; and H_; have the same dimension for A ¢ {-1, 0,1} which, moreover, is
finite. Thus by Lidskii’s theorem,

Tr((Py - P)*™) = Y 2 dim(3()
Aespec(Py—P;)
= Y HNdim(3) - dim(H_y))

Aespec(Py—Py),
A>0

= dim(%;) - dim(H_y)
= Ind(Po, P1),
where the last equality follows from Theorem 5.3.8. <o
Let us also provide a slight generalization of Theorem 5.2.11 going back to [56].

Proposition 5.3.10. Let (Py, P,) be a Fredholm pair of orthogonal projections such that
Py — P; € K(XH) is compact and let f : [-1,1] — R be a continuous odd function such that
f@) =1and such that f (P, — Py) is trace class, then

Ind(Po,Pl) = TI‘(f(PO - Pl))
Proof. Recall from Proposition 5.3.7 that

spec(Py — P)) \ {-1,1} = —(spec(Py — P)) \ {-1,1})
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and
dim(Ker(Py — P; — A1)) = dim(Ker(P, — P; + A1))
for any A ¢ {-1,1}. Therefore, by the same argument as in Remark 5.3.9,

Tr(f(Py - P;)) = (dim(Ker(Py - P; — 1)) — dim(Ker(P, — P; + 1)))
= Ind(Po,Pl),

where the last step follows from Theorem 5.3.8. O

Based on Proposition 5.3.10, one can also express the index of a pair of projections as
an integral similar as in Theorem 5.2.12, but under weaker hypothesis. Combined with
the results of Section 5.6, this leads to integral formulas for the spectral flow of paths
between Fredholm pairs of symmetries. In the following, functions f : [0, c0) — [0, c0)
of the form f(x) = x TeX" forr > 0 and ¢ > 1 are considered. These functions are
defined to be 0 at x = 0.

Proposition 5.3.11. Let Py, P; € P(H) be orthogonal projections such that the operator

exp(—((Py - Pl)z)_%) is trace class for some 0 < q < 1. Then (Py, P;) is a Fredholm pair of
projections and for Q, =1 - 2P, and Q; = 1 - 2P, the linear path

— Qr = Qg + t(Q — Qp)

is within the Fredholm operators. Moreover,

1

Ind(Py, P
(Pg, Py) = .

1
JdtTr 0,0),(1- 0} Te AT
40

forr = 0, where

1

_1
Crq = J du(1- ) e 517)

.|

_1
Proof. First of all, let us note that e (Po=P DY) is trace class and, in particular, compact
so that Py — P; € K(H) is compact. Thus (Py, P,) is a Fredholm pair and Q, is Fredholm
for all t € [0,1]. Now recall from the proof of Theorem 5.2.12 that (0,Q),; = 2(P; — P;) and
1- Q% = 4t(1 - t)(Py - P,)* Thus

1 1 -1
0T (g (Po—P)Y) T (HA-ONE

1
is trace class as (4t(1—t)) @« > 1for t € (0,1) while it trivially is trace class for t € {0,1}.
One obtains
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1
| aer(@@ua- gy
0

1
1
= J dt Tr(Z(PO _ P1)(4(t _ tz)(PO _ Pl)Z)’re*(4(t7tZ)(Po*Pl)z) q )
0

For t € (0,1), the function f; : R — R defined by
£106) = 2x(4(t - ) e O
is odd and f; (P, — P) is trace class. Thus by Proposition 5.3.10,
Tr(fi(Py — Py)) = f;(1) Ind(Py, P;)

and therefore

! 1
J dt Tr((0,Q),(1 - Qf)’re—(l—Qf)’ﬁ )
0
1
- J dtf,(1) Ind(Py, P,)
0
! 1
= Ind(P,, P;) j de2(4(t - tz))"e—ﬂ(t—tz))‘ﬁ

0
1 1
— 2\~
= Ind(Py, P,) J du(1-u?) e T
]

where the last step follows from the change of variables u = 2¢-1. Dividing by C; ; shows
the claim. O

Theorem 5.3.8 has several other consequences. The first gives an important criterion
for a pair of projections to be a Fredholm pair with vanishing index.

Proposition 5.3.12. Let P, and P, be a pair of orthogonal projections on 3. If
[Py — Pyll <1,

then (Py, P,) is a Fredholm pair and Ind(Py, P;) = 0.

Proof. This follows immediately from Theorem 5.3.8 because the hypothesis implies that
+1 are not in the spectrum of P, — P;. O
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One can go beyond Proposition 5.3.12 and show that [P, — P;|| < 1implies that there
exists a unitary V such that VP,V* = P, and VP,V* = Py, see Proposition 5.5.6. The next
consequence is a characterization of the Fredholmness of a pair of orthogonal projec-
tions that is often used as the definition of a Fredholm pair.

Corollary 5.3.13. Two orthogonal projections P, and P, form a Fredholm pair if and only
if the norm of their difference in the Calkin algebra is less than 1,

|l (Py — Po)q < 1.
The following characterization of the Fredholmness of a pair of orthogonal projec-
tions is another direct consequence of Theorem 5.3.8.
Corollary 5.3.14. A pair of orthogonal projections (Py, P;) is a Fredholm pair if and only
if

PO—P1:B+F,

where B, F are self-adjoint operators on H, |B| < 1 and F is of finite rank.

Proof. If Py — P; = B + F, then (P, P;) is a Fredholm pair by Theorem 5.3.8.

For the converse, set P, = y(,4;(Py — Py). Then define F = P, — P_ which is of finite
rankand B = (1-P, - P_)(P, — P))(1 - P, — P_) for which |B|| < 1. One directly checks
that Py — Py =B +F. O

Next let us strengthen Proposition 5.2.6 on the concatenation of Fredholm pairs.

Proposition 5.3.15. Suppose given three orthogonal projections P,, P; and P, such that
[72(Py) =7 (Pllq + 17 (Py) —71(Py)ll g < 1. Then (Py, Py), (Py, Py) and (Py, P,) are all Fredholm
pairs and

Ind(Po,Pz) = Ind(Po,Pl) + Ind(Pl,Pz). (518)
Proof. By Corollary 5.3.13, (Py, P;), (P4, P,), and (Py, P,) are Fredholm pairs. Therefore,
by definition P;P; : Ran(P;) — Ran(Py) is Fredholm for i,j € {0,1,2} with i > j and
Ind(Pj, pP) = Ind(Pin). Thus, by item (iii) of Theorem 3.3.4,

Ind(Po,Pl) + Ind(Pl,Pz) = Ind(P2P1PO),

where P,P, P, : Ran(P;) — Ran(P,) is Fredholm by item (i) of Corollary 3.3.2. Then (5.18)
is equivalent to

Ind(P2P1PO) = Ind(Pzpo),

which is, again by Corollary 3.3.2, equivalent to
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Ind(P0P2P1P0) = Ind((Pzpo)*(Pzplpo)) = 0
As

|77 (PoP2P1Pg) — 7t(Py)| < [7(PyPy) — (Py)| o
< |r(PyPy) — ()|l + [|7(PY) — 7(Py)]
< |m(Py) = (P + 7 (Py) — (Py)|| < L

there is a compact operator K : Ran(P;) — Ran(P,) such that
[PyPyP Py + K — Pyl < 1.

This implies that PyP,P,Py + K — Py + P, : Ran(P;) — Ran(P) is invertible and therefore

Remark 5.3.16. It is not sufficient to suppose that (Py, P;) and (P;,P,) are Fredholm
pairs, because then (P, P,) is not necessarily a Fredholm pair. Indeed, let us set

1 0 1/1 1 0 0
P0—1®<0 0), P1—1®§<1 1), P2—1®<0 1)

acting on BZ(IN) ® C2. One directly checks [Py — Py4|| = [Py - Pyl = % < 1, thus (Py, Py)
and (Py, P,) are Fredholm pairs by Corollary 5.3.13. But [|77(Py — P;)|l = 1 and therefore
(Py, P,) does not form a Fredholm pair, again by Corollary 5.3.13. <o

Even though a Fredholm pair (Py, P;) with compact difference P;—P, is only a special
case, it nevertheless appears often, as in the following situation:

Proposition 5.3.17. Let Hy, H; € FBy,(H) be two self-adjoint bounded Fredholm opera-
tors such that the difference H; — H, € K(H) is compact. Then the spectral projections
Py = x(Hy < 0) and P; = y(H; < 0) form a Fredholm pair with compact difference
P, — Py € K(H).

Proof. Because Hy and H; are Fredholm, and therefore 0 ¢ spec,y(Hy) U Speces(H;) by
Corollary 3.4.4, 0 is not an accumulation point of £ = spec(H,) U spec(H;). Therefore
X—comlz : Z — {0,1} is a continuous function on the compact domain Z and one has

Py = Py = X(coo0 |z (H1) = X(c00,0) |z (Hp)- AS
H -Hy =H,H ' -H ")+ (H,-HyHy ", n=2

p(H;) — p(Hy) is compact for any polynomial p : C — C. As the set of compact operators
K(H) is a closed subset of the set of bounded operators B()H) and the polynomials are
dense in set of continuous functions on compact domains, we see that h(H;) — h(Hy) is
compact for every continuous function h : £ — C. In conclusion, P; — Py € K(H) is
compact and therefore (P, P;) is a Fredholm pair by Corollary 5.3.13. O
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In Remark 5.3.16, the orthogonal projection P, is obtained from P, by a rotation of
less than a right angle. The following result states that, inversely, one can always rotate
one of the orthogonal projections of a Fredholm pair to attain a Fredholm pair with
compact difference.

Proposition 5.3.18. Let (Py, P,) be a Fredholm pair of orthogonal projections. Then there
existsapatht € [0,1] — P,(t) of orthogonal projections such that (P, P;(t)) is a Fredholm
pair for all t € [0,1], Py(1) = P, and P, — P;(0) is compact.

Note that by Proposition 5.2.7, t € [0,1] + Ind(Py, P;(t)) is constant along this path.
The proof of Proposition 5.3.18 starts out with a special case.

Proposition 5.3.19. Let (Py, P;) be a pair of orthogonal projections satisfying the bound
|Pg =Pyl < 1. Then there exists apatht € [0,1] — P; of orthogonal projections connecting
P, with P such that (Py, P;) is a Fredholm pair for all t € [0,1].

Proof. (This uses the construction after Proposition 4.6.6 in [23].) Let Q, = 1 - 2P, and
Q, = 1- 2P, be the two associated symmetries and then set

R = Q01 + QQp = 21— 4(P) - P,)".

Then one has [R,Qy] = 0 = [R,Qq]. Let a = [Py — P4|| < 1. Then -21 < (2 - 4a2)1 <R<21
so that 1+ AR > 0 uniformly in A € [0, %]. Therefore one can set

00 (1 roos(Ze)sn( 20)) (peos(20) - qusn( ). c< o

Clearly, Q; = Q, and computing the square shows Qf =1, so this is a path of symmetries
which, indeed, connects Q, and Q,. Set P; = %(1 — Q,)- To verify the Fredholm property
along this path, let us compute

1
pyrotgl 7 sin( ~ ( (z) <£>>
(P; — Py) —21 4(1+Rcos<2t>sm<2t)> 2cos 2t 1+ Rsin 2t .

The right-hand side is merely a function of the self-adjoint operator R. Hence the norm

is bounded by the maximum of the function
1
2
<2 cos(%t) +r sin( %t))

f(t,r)= % - %<1+ rcos(%t) sin(%t))i

on the rectangle [0,1] x [2 - 4a%,2). One finds

<d,

sup f(t,r)=f(,r) =

te[0,1]

DN =
s
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so that [P, — Pyl < a uniformly in t € [0, 1]. By Proposition 5.3.12, this implies that (P, P;)
is a Fredholm pair for all ¢ € [0,1]. O

Proof of Proposition 5.3.18. Let us set Ky = x;;,(Py — Py) and K; = x;_y,(Py — P;) which
are finite-dimensional orthogonal projections satisfying K,K; = 0. For ¢ € Ran(Kj), one
has Py¢ = ¢ and P;¢ = 0 so that Ran(K,)) is left invariant by both P, and P;. The same
holds for Ran(K;). Then consider 3’ = o (Ran(K;) @ Ran(K;)) and the restrictions
P} = Pyls¢ and P; = Py|4. By construction, P and Pj are orthogonal projections on 3’
satisfying [Py — Pj|l < 1. Let Pj(t) be the path of orthogonal projections on ' given by
Proposition 5.3.19. Finally, set Py(t) = P;(t) ® K; which is an orthogonal projection on K.
The pair (P, P;(t)) is Fredholm and satisfies the claim. O

The next aim is to lift the path of Proposition 5.3.19 by generalizing Proposition 5.2.9
in the following manner.

Proposition 5.3.20. Let t € [0,1] — P, be a path of orthogonal projections. Then there
exists a path t € [0,1] — U, of unitaries such that

P, = U, PyU,.
Proof. The operator M, used in Proposition 5.2.9 satisfies M;P, = P;M, so that also
PyM;" = M; P,. Therefore P, = M,P(M,)"* and P, = M; P,(M;)™* so that upon replacing
also

w1 *
Pt = (MtMt ) Pt(MtMt )

This implies P; = (M[Mt*)‘%Pt(M,M[*)%. Now set

(IS

Uy = Mz* (Mth*)i :
This is indeed unitary and satisfies the claim. O

Remark 5.3.21. If the path ¢t — P, is differentiable, then there is another standard way
to obtain the path t — U, as the solution to Kato’s adiabatic time-evolution:

10,U; = Un[Py, 0:P;], Uy =1
Note that :[P;, 0,P,] is self-adjoint so that indeed U; is unitary. Furthermore, one has

0,(UPU;) = 0, U)PU; + U (0P)U; - UP.U; (0,U)U;
= Ui Py, atP[]P[U[* + Ut(atPt)Ut* — UP, [Py, atP[]Ut*
=0,

the latter because o,P; = atpf = 0,P,P; + P,0,P; and P,0,P,P; = 0 for any differentiable
path of projections. Hence the initial condition implies indeed that P, = U; PyU,. This
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argument can be modified to show that there are many possible choices for the path
t — U,. More precisely, one can modify the adiabatic equation to

10,U, = U,(1[P,,0,P,) - H,), Up=1,

where t — H,isan arbitrary path of self-adjoints satisfying [H;, P;] = 0, without spoiling
the conjugacy relation P, = U; P, U,. <o

Combining Proposition 5.3.20 with Proposition 5.3.19 one obtains the following:

Corollary 5.3.22. Let P and P, be a pair of orthogonal projections satisfying the bound
[Py — Pyl < 1. Then exists a path t € [0,1] — U, of unitaries such that for Py(t) = U;P,U,
one has Py(1) = P; and P1(0) = Py, and (Py, P,(t)) is a Fredholm pair for all t € [0,1].

As an application of Proposition 5.3.18 let us prove a statement on the connected
components of Fredholm pairs of proper orthogonal projections:

FPP(H) = {(Py, P;) Fredholm pair : dim(P)) = dim(1 - P)) = oo}l (5.19)

The result is the equivalent of Theorem 3.3.5 for Fredholm operators.

Proposition 5.3.23. With respect to the norm topology on B(H) x B(J), the set
F,PP(H) = {(P,, P,) Fredholm : Ind(P,, P;) = n, dim(P)) = dim(1 - P;) = oo}

is connected.

Proof. Let (P ep, Pyrer) € FPPP(JH) be a fixed Fredholm pair with index n such that
Porer = Piperifn > 0, Pyror < Prpepifn < 0 and Pyyer = Pyyep if n = 0. It will be
shown that for (Py, P;) € F,PP(H) there is a norm-continuous path of Fredholm pairs
connecting (Py, Py) t0 (Pg yef> Py rer)- First recall from the proof of Proposition 5.3.18 that
there is a norm-continuous path of Fredholm pairs connecting (P, P;) to (P, P;) where
with respect to the grading

% = Ran(xy, (Py - P1)) ® Ran(x,_y,(Py - Py)) ® Ran(x;_11,(Py - Pp)"

one has P} = 0 @ 1@ Py and Py = Pyy_11,(Py — Py). In this grading, P, is of the form
Py, = 1o 0 @ Py. Moreover, there is a unitary U € U(H) acting nontrivially only on
Ran(yy, (Py — P;)) ® Ran(y;_yy(Py — P;)) such that P = UP{U* fulfils Py > Py’ if n > 0,
Py<Plifn<0and Py =P} ifn=0.As1-U € K(X) is a compact operator, ¢ € [0,1] —
(P, U'P(U")*) is a continuous path of Fredholm pairs connecting (P, P;) to (Py, P}').
Finally, there is a unitary V € U(H) such that VPyV"* = P ¢ and VP{'V* = P, .¢. Indeed,
say for n > 0, one can first rotate Py to Py . via a unitary V, namely VP V* = Py ; then
VP]'V* < Py f; thus one can choose V commuting with Py ¢ so that VVP]'V* V* = Py o;
finally, set V = VV.Then ¢ € [0,1] = (V'Py(V")*, V'P](V')*) is a norm-continuous path
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of Fredholm pairs connecting (Pg, P;') to (Pg ref> P ref). Concatenation of these paths leads
to a path of Fredholm pairs connecting (Py, Py) t0 (Pg rep, Py ref) (as the index of Fredholm
pairs is locally constant by Proposition 5.2.7 the path lies in IF,, PP(3()). As the Fredholm
pair (Py, P;) € F,PP(H) was arbitrary, this shows that IF,PIP(J) is connected. O

Corollary 5.3.24. The path-connected components of FPPP(H) are labeled by the index
map Ind : FPP(H) — Z.

Remark 5.3.25. Given an arbitrary pair (P, P;) of orthogonal projections, it is always
possible to find a path t € [0,1] — P, connecting them. Indeed, there always exists
a unitary U such that P; = UP,U" (see Proposition 5.1.7) and then one can simply set
P, = U'Py(U")* where U" is the }th root of U defined by spectral calculus. However,
along this path, the Fredholm property is in general violated. <o

5.4 Fredholm pairs of symmetries

Associated to an orthogonal projection P is always a symmetry, that is, a self-adjoint
unitary, by the formula

Q=1-2P.

Definition 5.2.1 therefore naturally leads to the following:

Definition 5.4.1. Two symmetries Q, and Q; form a Fredholm pair of symmetries if and
onlyif P, = %(1 -Qp)and P, = %(1 — ) are a Fredholm pair of orthogonal projections.
Then the index of the Fredholm pair of symmetries is given by

Ind(Qy, Q1) = Ind(Py, Py).

Of course, Fredholm pairs of symmetries are merely a reformulation of Fredholm
pairs of orthogonal projections, but in some instances below this leads to nicer formulas.
The first result shows that a pair of symmetries is Fredholm if and only if the sum of this
symmetries is Fredholm.

Proposition 5.4.2. A pair (P, P;) of orthogonal projections is Fredholm if and only the
operator if Qy + Qq is Fredholm, where Qy =1 - 2P, and Q; =1 - 2P;.

Proof. As
Qo+0Q1=2(1-Py - Py),
Qo + Q; is Fredholm if and only if 1 — Py — P, is Fredholm. Moreover,

(1—P0—P1)2 :l—PO—P1+POP1 +P1P0 = (1—P0 +P1)(1—P1+P0).
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By Theorem 5.3.8, (Py, P,) is a Fredholm pair if and only if1 - P, + P; and 1 - P; + P
are Fredholm. Therefore Q, + Q, is Fredholm if (Py, P;) is a Fredholm pair. Conversely,
if Qp + Qq is Fredholm, (1 — Py + P;)(1 - P + Py) = (1 - P; + Py)(1 - Py + Py) is Fredholm
by the above. We show that (1 - Py + P;) and (1 - P; + P,) are Fredholm. First

Ker(1 - Py + P;) ¢ Ker((1— P, + Py)(1- Py + Py))

is finite dimensional. Analogously, Ker(1 — P; + P;) is finite dimensional. The range of
1- P, + P; can be decomposed into a direct sum of two subspaces

Ran(1- Py + P;) = Ran((1- Py + P;)(1 - P; + Py)) @ Ran((1 - Py + Pl)lKer(l—P1+P0))-

The first summand is closed by the Fredholm property of (1 - Py + P;)(1 — P; + Py), the
second is finite dimensional. Thus Ran(1 — P, + P;) is closed, and one concludes that
(1 - Py + Py) is Fredholm. Analogously, (1 — P; + Py) is Fredholm. Theorem 5.3.8 allows
concluding that (P, P;) is a Fredholm pair. O

Lemma 5.4.3. For symmetries Q, and Q,, one has
Ker(Qq + Q;) = (Ker(Qy — 1) n Ker(Q; +1)) & (Ker(Qq + 1) N Ker(Q; — 1)).
Proof. 1f Q, and Q, are expressed in terms of orthogonal projections P, and Py, then
Ker(Qq + Q1) = Ker(1- Py — Py).
For some vector ¢ = ¢, + ¢, in this kernel such that Py¢, = ¢; and Py¢, = 0, one has

(1-Py-P)p=0 = ¢;-Pip;-Pip=0
& (1-P)¢, =Py

Hence (1 - P;)@, = 0 = P;¢; and therefore
Ker(Qo + Q) < ((Ker(Qg — 1) nKer(Q; +1)) & (Ker(Qp + 1) N Ker(Q; - 1)))

As the reverse inclusion is obvious, this implies the claim. O

If Qp and Q, are expressed in terms of P, and Py, then the operators R, and R, defined
in Lemma 5.3.6 are given by

1 1
Ro=1—(Po+P1)=§(Qo+Q1)a R1=P0—P1=§(Q1—Qo)-
Then the second set of identities of Lemma 5.3.6 becomes

RyQp = Q1Ry,  R1Qp = -O1R,, R3Qp = QuR;,
RyQ1 = QoRy, R0y =-0QoR;,  RoR1Qp = —QpRyR;.
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Replacing R, in the formula in Theorem 5.3.8, one finds for a Fredholm pair (Qy, Q1) of
symmetries

Ind(Qy, Q;) = dim(Ker(R; — 1)) — dim(Ker(R; +1)). (5.20)
This leads to the following further formula for the index of Fredholm pairs.
Proposition 5.4.4. For a Fredholm pair (Q,, Q,) of symmetries,
Ind(Qy, Q1) = Sig((Q1 ~ Qo)lker(g,+0y))-

Proof. First of all, let us note that Ker(R,) is an invariant subspace for R;. Indeed, if
¢ € Ker(R), then, exploring the second identity in (5.15), one finds RyR;¢ = —R{Ry¢ = 0.
Moreover, the first identity Ry + R = 1 implies that Ry|xez,) is nondegenerate. Hence
the signature of this finite-dimensional operator is well defined. More precisely, one has

2
(Rilker(r,))” = Uker(ry)

namely R;|ger(r,) is @ symmetry on Ker(Ry). Using again that on the spectral subspaces
Xz13(Ry) of Ry the projections P, and P; are either the identity or the zero map, one
obtains

Ker(R; - 1) = (Ker(Q; - 1) N Ker(Q +1))
and
Ker(R; +1) = (Ker(Q; + 1) n Ker(Q, — 1)).
By Lemma 5.4.3,
Ker(R,) = Ker(R; — 1) @ Ker(R, + 1).

Thus Sig((Q1 — Qo)lker(g,+0,)) is given by the difference of dimension on the right-hand
side of (5.20). O

5.5 Fredholm pairs of unitary conjugate projections

In many applications Fredholm pairs are explicitly given by pairs of unitary conjugate
orthogonal projections, namely given in the form (Py,P;) = (P, U*PU) with a unitary
operator U. Conversely, if Py and P, are both proper, namely have infinite-dimensional
range and kernel, then they are always unitarily equivalent, as Proposition 5.1.7 shows.
Hence many of the results of the last two sections transfer to this case, but sometimes
take a slightly different form worth noting, in particular, for the context of applications.
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Let us begin rewriting the Fredholm condition in this situation, which follows directly
from Proposition 5.3.1.

Corollary 5.5.1. Let Py and P, = U*PyU be orthogonal projections on H. Then (P, P;) is
a Fredholm pair if and only if

POU*POUPO +1—P0 and P[)UP()U*PO +1—P0
are Fredholm operators on 3. If (Py, P,) is a Fredholm pair, then
Ind(Py, P;) = dim(Ker(PyU"PyUP, + 1 - Py)) — dim(Ker(PyUP,U* Py + 1 - Py)).

Note that the Fredholm property of PyU*PyUP, + 1 — P, is not sufficient for
(Py, U*P,U) to be a Fredholm pair. This can be shown by considering H = H' ® C*
for an infinite-dimensional separable Hilbert space 3’ and setting

1
P0:1® 0
0

o O O
o O O

Then by Proposition 5.1.7, there is a unitary U € U(X) such that

1
P =UPU=18]| 0
0

o = O
o o ©

One directly checks that PyU* PyUP,+1-P, = 1is Fredholm but P;P,P,; +1-P; = Py+1-P;
is not Fredholm. Therefore by Proposition 5.3.1, (Py, U*PyU) is not a Fredholm pair.

In many situations one has the property that [P, U] is compact. This does, however,
not necessary hold for every Fredholm pair (P, U* PU), as shows the following remark.

Remark 5.5.2. This elaborates on Remark 5.3.16. Let

10 1/1 1
Py =1 P —1s-
0 ®<0 o) 1 ®2<1 1)

act on £%(N) ® C. Then P; = U* P, U for the unitary operator

1 /1 1
U=1e — ,
w/i(l —1>

and, by Remark 5.3.16, (Py, P;) is a Fredholm pair. On the other hand, neither the com-
mutator [U, Py] nor P — P; is compact. This generalizes as follows: Let P, and P; be two
orthogonal projections such that P; = U*P,U for a unitary U. As

PO _Pl = PO - U*PoU = U*[U,Po],

the difference P, — P, is compact if and only if [U, Py] is compact. <o
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Proposition 5.5.3. Let P be an orthogonal projection and U € U(H) unitary. Then
(P,U*PU) is a Fredholm pair if and only if PUP + 1 - P is Fredholm and in this case

Ind(P, U*PU) = Ind(PUP +1 - P).

Proof. Letusset T = PUP+1-P. Then, by Corollary 5.5.1, (P, U*PU) is a Fredholm pair if
and only if PU*PUP+1-P = T*T and PUPU*P +1-P = TT" are Fredholm, which is, by
Theorem 3.4.1, equivalent to the Fredholm property of T. Moreover, by the expression
for the index given in by Corollary 5.5.1,

Ind(P, U*PU)
= dim(Ker(PU* PUP + 1 - P)) — dim(Ker(PUPU*P + 1 - P))
= dim(Ker(T"T)) - dim(Ker(TT")).
As Ind(T) = dim(Ker(T*T)) — dim(Ker(TT*)), this implies the claim. O
The following corollary is a consequence of Proposition 5.3.15.

Corollary 5.5.4. (i) Suppose given an orthogonal projection P and furthermore two uni-
taries Uy, U, € U(H) such that |7([Uy, PDlq + ||7T([U2,U1*PU1])||Q < 1 holds. Then
(P, U; PUy), (Uy PUy, (U,U,)*PULU,), and (P, (U U,)* PU,U,) are all Fredholm pairs
and

Ind(P, (U, U,)* PU,U,) = Ind(P, U; PU,) + Ind(U; PU,, (U, U,)* PU,U,).

(ii) Let P € B(H) be an orthogonal projection and U € U(K) unitary such that for some
ne Nandalk € {0,...,n -1} one has |n([U,PDlq + ||n([Uk,P])||Q < 1. Then
(P,U*PU), (P, (U*)"PU™), and (P, U"P(U*)") are Fredholm pairs with index

Ind(P, (U*)"PU™) = nInd(P, U* PU) = —Ind(P, U"P(U*)").
Proof. To show (i), note that P — U*PU = U*[U, P] and therefore
(P - U"PU) | = (10, P])]q
for any orthogonal projection P € B(HH) and unitary U € U(H). Hence
[7e(P ~ Ul*PUl)"(Q + |7 (Uy PUL - (UlUZ)*PUlUZ)NQ <1

and the claim follows from Proposition 5.3.15.

Because [77([U, PDllq + I ((U¥, U*PUDlq = In([U,P)lq + ”ﬂ([Uk)P])"Q < 1, the
first part of this corollary implies that (P,U*PU), (U*PU,(U*)**'pu**!), and
(P, (U*)**1pu**1) are Fredholm pairs and

k+1

md(P, (U*)"'PU**!) = Ind(P, U*PU) + Ind(U* PU, (U*)**"

PUk+1).



5.5 Fredholm pairs of unitary conjugate projections = 155

As Ind(U*PU, (U*)*1pUu**y = Ind(P, (U*)*PUY), it follows iteratively that

k+1

Ind(P, (U*)""PU*) = (k + 1) Ind(P, U PU),

which implies the first claim. The claim on Ind(P, U"P(U*)") follows by exchanging the
rolesof U and U*. O
The following is merely a reformulation of Proposition 5.2.10 and Theorem 5.2.11.

Proposition 5.5.5. Let P € B(H) be an orthogonal projection, U € U(H) unitary, and
n € N be such that

P-PU"PUP ¢ L"(Ran(P)), P-PUPU'P e L"(Ran(P)).
Then (P, U™ PU) is a Fredholm pair of orthogonal projections, and for all m > n one has
Ind(P, U*PU) = Tr((P - PU* PUP)") - Tr((P - PUPU"P)"™).
If (P,U*PU) is a Fredholm pair of orthogonal projections and (P — U "PU)Z”'+1 is trace
class for some integer n' > 0, then for allm’ > n’,

Ind(P, U*PU) = Te((P - U*PU)™ ),

Proof. Asthe property P - PUPU*P ¢ £"(Ran(P)) is equivalent to U*PU - U* PUPU*PU
lying in £"(Ran(U™*PU)) and

Tr((P - PUPU*P)") = Tr((U*PU - U*PUPU*PU)"),
Proposition 5.2.10 implies the first claim. The second claim directly follows from Theo-

rem 5.2.11. O

From the formula in Theorem 5.3.8, one can directly deduce the next result (taken
from [18]).

Proposition 5.5.6. Let (P, P;) be a Fredholm pair of orthogonal projections. There exists
a unitary V e U(H) such that

if and only if Ind(Py, P;) = 0.

Proof. 1f such a V exists, then V(P, - P;))V* = P, — P, and thus, by Theorem 5.3.8,
Ind(Py, P;) = 0.

Conversely, let (Py, P;) be a Fredholm pair with vanishing index. As above, define
P, = Y111;(Po—Py). As Ind(Py, P;) = 0, Ran(P, ) and Ran(P_) have the same dimensions by
Theorem 5.3.8, there is a unitary operator U, : Ran(P,) — Ran(P_). Then the operator
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V, : Ran(P,) @ Ran(P_) — Ran(P,) @ Ran(P_) defined by Vy(¢, + ¢_) = Uy d_ + Uy,
for ¢, € Ran(P,) and ¢_ € Ran(P_) is unitary. Let V denote the partial isometry in the
polar decomposition 1- Py — P; = V|1 - P, - P;| of the operator 1- P, — P;. Then also the
restriction V; = lean(l—Po—Pl) :Ran(1- P, - P;) — Ran(1 - P, — P,) is unitary. Note that,
by Lemma 5.4.3, Ran(1 - Py — P;) = H o (Ran(P,) ® Ran(P_)). AS1- P, — P, and Py — P;
anticommute,

V(Py—P) = (P, -Py)V and V(Py+P,) = (Py+ PV,
thus
VPy=P,V and VP, =P,V.
One directly checks that
VP,V* =P, and VP,V* =P,

hold for V=V, & V. O

5.6 Spectral flow of linear paths between Fredholm pairs

This section collects several formulas connecting the index of Fredholm pairs of orthog-
onal projections to a spectral flow. Let us begin with an expression of the spectral flow
of the linear path connecting two symmetries that form a Fredholm pair by the index of
this Fredholm pair.

Theorem 5.6.1. For any Fredholm pair of symmetries Q,, Q; on 3, one has
Sf(t € [0,1] = (1-)Qq + tQ;) = Ind(Qy, Qy)- (5.21)

Proof. The operators H; = (1 - t)Q, + tQ; are Fredholm. Indeed, H; = Q, + t(Q; — Qp)
isfort € [0, %] a perturbation of an operator Q, with spectrum {-1,1}. As the Fredholm
condition of the pair (Qy, @) is equivalent to [|77(Qy — Q1)lq < 2 by Corollary 5.3.13, it
follows that H, has its essential spectrum bounded away from 0 for t € [0, %]. Further-
more, for t € [%,1] one can write H; = Q; + (1 - t)(Qq — Q) so that the same argument
applies. Moreover, H, is invertible except possibly at t = % The derivative at this point

is
OHili_1 = @1 = Qo
Hence the crossing form at t = % is

I Ker(H%) - Ker(H%), F%(¢) = (0](Q1 - Q0)9),

1
2
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and its signature is equal to the spectral flow by Proposition 4.3.6 which applies because
the crossing was shown to be regular in the proof of Proposition 5.4.4. But, by Proposi-
tion 5.4.4, this signature is precisely the index of the Fredholm pair (Q,, Q;) of symme-
tries. O

Let us stress that in the earlier works [207, 148, 84], the equality (5.21) was only
shown under the hypothesis that Q, — Q; is compact (or equivalently that the associ-
ated orthogonal projections have a compact difference P, — P,). Next recall from Propo-
sition 5.1.7 that, given two proper symmetries Q, and Q;, it is always possible to find
a unitary U € U(X) such that Q; = U*Q,U. For this situation, one thus obtains from
Proposition 5.5.3:

Corollary 5.6.2. For a Fredholm pair of symmetries Qy =1—-2Pyand Q; =1-2P;on H
and a unitary U such that Q; = U*Q,U, one has

Sf(t € [0, 1] Land (1 - t)QO + th) = Ind(PoUPO + 1 —Po).
Proof. As P, = U*P,U, the claim directly follows from Theorem 5.6.1 and Proposi-
tion 5.5.3. O

Combined with Theorem 5.2.12, one also deduces the following formula for the spec-
tral flow which is similar in spirit to Proposition 4.3.12.

Corollary 5.6.3. Let (Qy, Q1) be a Fredholm pair of symmetries such that (Q, — Q)" is
trace class for some integer n > 0. Then for the linear path t € [0,1] — Q; = Qu+t(Q1—Qy)
and any k > n,

1
S(¢ € [0,1] = Q) = Cl Jdt Tr(3,0),(1 - 09)), (5.22)
0

with Cy given in (5.13).
Similarly, also Proposition 5.3.11 leads to a formula for the spectral flow, see [56].

Corollary 5.6.4. Let (Qy, Q) be a Fredholm pair of symmetries on H such that the oper-
1
ator exp(—((Qq - Ql)z)_ﬁ) is trace class for some 0 < q < 1. Then the path

— Qr = Qg + t(Qy — Qp)

satisfies

1

! 1
Sf(te[o,lwot)—c—j 4 Tr((0,0) (1~ @1) Te )
O

forr >0 and where C, , is given in (5.17).
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5.7 Spectral flow formulas for paths with compact difference

Section 4.3 already presented a quite diverse selection of formulas for the spectral flow.
Here further formulas are provided, all based on the results of the last Section 5.6. First
let us generalize Theorem 5.6.1 to linear paths connecting two invertible self-adjoint op-
erators (instead of symmetries) with compact difference.

Corollary 5.7.1. For self-adjoint invertible operators Hy, H; € B(3) such that the differ-
ence H, — Hy € K(H) is compact, one has

SE(t € [0,1] > (1 - 6)Hy + tH,) = SE(t € [0,1] > (1 - )Qp + £Qy)
= Ind(QO’ Ql):

where Q; = H;|H;|™ is the unitary phase of H; for i = 0, 1.

Proof. (Some elements are similar to the proof of Proposition 5.3.17.) As H, — H,, is com-
pact, (1 — t)Hy + tH; = H + t(H; — Hy) is Fredholm for all ¢ € [0,1] by Corollary 3.2.3.
Moreover, h(H,) — h(H,) is compact for every continuous function h : ¥ — C where
L = spec(H,) U spec(Hy). As

H'—H} = Hy(H' - H}) + (H, - H)H} ', n=2

p(H;) — p(Hy) is compact for any polynomial p : C — C. As the set of compact op-
erators K(H) is a closed subset of the set of bounded operators B(J) and the polyno-
mials are dense in the set of continuous functions on compact domains, we see that
h(H;) - h(H,) is compact for every continuous function h : spec(H;) U spec(H;) — C.
Therefore (t,s) € [0,1] x [0,1] — (1—t)Hy|H,|™* + tH;|H;|™* is a continuous homotopy of
Fredholm operators. By Theorem 4.2.2,

Sf(t € [0,1] — (1 - t)H, + tH;)
= Sf(s € [0,1] = HylHo|™)
+SE(t € [0,1] — (1— t)Hy|Hp| ™" + tHy|H;| ™)
— Sf(s € [0,1] — Hy|H,|™®).

As
s €[0,1] = HylHy|”® and se€[0,1] — H|H,|"®

are paths of invertibles and therefore the spectral flow along these paths vanishes, and
HylHy|™ = Qo and Hy|H;|™* = Q,, one has

SE(t € [0,1] > (1 - t)Hy + tHy) = Sf(t € [0,1] — (1 - £)Qp + tQy).

The remaining claim follows from Theorem 5.6.1. O
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Similar as Corollary 5.6.2 is a special case of Theorem 5.6.1, one can now state Corol-
lary 5.7.1 for the special case of paths with unitary equivalent endpoints.

Corollary 5.7.2. For a self-adjoint invertible operator H € B(H) and a unitary U € U(H)
such that the commutator [H, U] € K(H) is compact, one has

Sf(t € [0,1] > (1- t)H + tU*HU) = Ind(PUP + 1 - P),

where P = y(H < 0) is the orthogonal projection onto the negative spectrum of H.

Proof. AsH - U*HU = [H,U*]U is compact,

Sf(t € [0,1] — (1- t)H + tU*HU)
= Sf(t € [0,1] — (1- )1 - 2P) + tU* (1 - 2P)U)),

by Corollary 5.7.1. Now the claim follows from Corollary 5.6.2. O

The next result is the starting point for many applications, e. g., all of Chapter 10. It
also considers a situation similar to Corollary 5.7.2, namely paths with unitary conjugate
endpoints, but does not require the paths to be linear. The result goes back to the work
of Phillips [148] with precursors like Wojciechowski [207], see also [70].

Theorem 5.7.3. Lett € [0,1] — H, be a norm-continuous path of self-adjoint operators
with invertible endpoints Hy and H, such that H, — H is compact for all t € [0,1] and
H, = U"HyU.IfP = y(H, < 0), then

Sf(t € [0,1] — H;) = Ind(PUP +1-P).
In particular, one has for the linear path connecting1 - 2P and U* (1 - 2P)U,
Sf(t € [0,1] = (1-t)(1-2P) + tU*(1-2P)U) = Ind(PUP + 1 - P).

Proof. FirstH,—H, = U*HyU-H, = U*[H,, U] € K(X) is compact by assumption. Thus
[Hy, U] € K(H) is compact and, by Corollary 5.7.2,

Ind(PUP +1- P) = $f(t € [0,1] — (1 - t)Hy + tU*HyU). (5.23)
The homotopy h : [0,1] x [0,1] — B(F),
h(t,s) = (1 - s)H; + s((1 - t)H, + tHy),
is within the Fredholm operators as h(t,s) = Hy + (1 — s)(H; — Hy) + st(H; — Hy) and
(1-s)(H; — Hy) + st(H; — Hy) is compact for all (¢, s) € [0,1] x [0,1]. As h(0,s) = Hy and

h(1,s) = H, for all s € [0,1], Theorem 4.2.2 implies

Sf(t € [0,1] — H,) = Sf(t € [0,1] — h(t,0))
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= Sf(t € [0,1] ~ h(t,1))
=Sf(t € [0,1] — (1 - t)Hy + tU"HyU),
which by (5.23) implies the claim. O
Let us give an elementary example illustrating some of the above facts.
Example 5.7.4. Let H = EZ(Z) with orthonormal basis |n), n € Z. Introduce the symme-

try

Qo =Y. In)nl = In)(nl.
n>0 n<0
Furthermore, let S be the left-shift on 3 given by S|n) = |n — 1). For k € N, choose
U = (89" and set Qx = (sk )*QOSk . Now, roughly stated, Q; has k less positive eigen-
values than Q,. This difference between infinities is taken into account by the spectral
flow. Calculating the spectrum on the straight line path H, = (1 - t)Q, + tQ; € FBZ,(H)
explicitly shows

St(t € [0,1] — H,) = —k.

Alternatively, (0,H); = Qx — Qp = —2P; where P, is the finite-dimensional orthogonal
projection on the span of |n), n = 0,..., k — 1. Then by Proposition 4.3.12,

St(t € [0,1] > H,) =

DN =

1
Jdt Tr(g' (H)@,H),) = -k,
0

where g is a smooth nonnegative function of integral 1 which is supported in the gap of
the essential spectrum of H, for all t € [0,1]. o

The Fredholm operators in Theorem 5.7.3 often appear as the result of an even in-
dex pairing between a K;-class specified by P (e. g., of the C*-algebra generated by H,)
and a graded Dirac operator, see Section 10.1 for a detailed description. Section 10.1 also
describes odd index pairings and the following result can be interpreted as an odd (or
dual) analogue to Theorem 5.7.3, namely an index formula for paths of unitaries with
conjugate endpoints by a self-adjoint conjugation operator. It will use the notion of spec-
tral flow of paths of normal operators as given in (4.14).

Theorem 5.7.5. Lett € [0,1] — U, be a path of unitaries such that U, — U, is compact.
Suppose that there is a self-adjoint unitary G such that U; = GU,G. IfE = (G = 0), then
EULE +1 - E is a Fredholm operator with index given by

Ind(EU,E +1- E) = Sf(t € [0,1] — Re(W,)), (5.24)

where W, = GU, Uy is unitary.
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Proof. Toshow that the spectral flow is well defined, first note that U,U; -1 = (U,~U,) U,
is compact by hypothesis, so that W; — G is compact and so is Re(W;) — G. Moreover,
W, = G = Re(W,) and Wy = UyGU; = Re(W,) are both self-adjoint, and one has
Re(W,) = UyRe(Wy)Uy . Thus Theorem 5.7.3 can be applied to ¢ € [0,1] — H, = Re(W,).
There are now two sign changes in the index pairing involved, one because E is the
spectral projection onto the positive spectrum of G and one because Uy is on the left-
hand side in Re(W;) = UyRe(W,)U; (while P is the negative spectral projection of H;
and H, = U*H,U in Theorem 5.7.3). This concludes the proof. O

The spectral flow of unitaries appearing on the right-hand side of (5.24) inherits
natural homotopy invariance properties. For example, choosing U,U,"G instead of W,
is another natural choice giving a different path connecting G and UyGU; . The choices
GU;' U, and U; U,G reverse the path and thus the sign of the spectral flow. A standard
choiceoft € [0,1] — U, leadingtoapatht € [0,1] — GU,U; from G to U,GU;, expressed
merely in terms of U, and G, is given by

U, = U, exp<%(G ~1+tU[G, UO])>G.

As explained in [70], this path leads to a K-theoretic interpretation of Theorem 5.7.5.

The next set of results generalizes the formula given in Corollary 5.6.3. The proofs
are based on Singer’s idea to use closed 1-forms [183] which in this context was further
developed in the work of Getzler [96] and more thoroughly in the works of Carey and
Phillips [55, 56]. The latter two papers contain more general versions of the next results.
More precisely, these works require fewer summability assumptions and also deal with
the case of semifinite spectral flow discussed in Chapter 11.

Proposition 5.7.6. Let (Qqy, Q1) be a Fredholm pair of symmetries on H connected by a
patht € [0,1] — Q; € Bg,(H) such that (Q; - QO)Z’Hl is trace class for some integern > 0
and the path is continuously £*"'-differentiable. Then one has for any k > n,

1

[ artr@0n1- 3, (5.25)
0

S(t € [0,1] — Q,) = Cik

with Cy given in (5.13).

Proof. Let Li’;”(ﬂ{) denote the set of self-adjoint operators in the (2n + 1)th Schatten
ideal £2"*}(3(). Then consider the set M = Qp + £X™*!(3() as a manifold with tangent
space TM = ng”(f}f). By assumption the path t € [0,1] — Q; lies in M and is differ-
entiable with derivatives (0;Q), lying in ng”(ﬂf). Let us introduce a 1-form a; on M by

setting

o (X) = ClkTr(X(l ~0M), XeT™M Qe (5.26)
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Note that a o(X) is real because it is given by the trace of a product of two self-adjoint
operators. The integral on the right-hand side of (5.25) is by definition the integral of a;
over the path t € [0,1] — Q;. To show the claim (5.25), it will be verified that this integral
of a; over a path is invariant under changes of the path inside M with fixed endpoints,
or alternatively that it vanishes on closed curves. This will follow by adapting a standard
argument. Let us first show that the form a; is closed, namely that one has

asls:oak,o+sY(X) = as|szoak,Q+SX(Y), X, Y e TM.

This follows from a computation based on the Leibniz rule, d,]s_o(Q + sY)* = QY + YQ
and the cyclicity of the trace:

k
CiOsls=0 grsy (X) = Bglsmg TH(X (1 - (Q +sY)*)")

k-1-1

k-1
==Y Tr(X(1- QB (QY + ¥Q)(1- )T
=0

k-1

=Y Te(v(1- 02 X + xQ)(1- 02))
=0

= Ckasls:oak,Q+sX(Y)'

Now given that a; is closed, one can deduce that the integral of a; over a closed curve
vanishes. This can first be shown for rectangles lying in a two-dimensional plane
spanned by two vectors X,Y € TM, by transposing Pirkheimer’s proof of the Goursat
lemma. Then one can deduce it by the usual approximation arguments for an arbitrary
differentiable curve in M. Let us stress that the argument only requires that the deriva-
tives of a; exist (and neither their continuity nor the exactness of the form which in the
present situation is given, but not when the above argument is applied in the proof of
Theorem 7.2.2 later on). Therefore the right-hand side of (5.25) equals the integral of a;
over the linear path connecting Q, to Q; which, by Corollary 5.6.3, equals the spectral
flow of the linear path connecting Q, to Q;. As Q, — Q; is compact for all ¢ € [0,1], the
claim follows from the homotopy invariance of the spectral flow. O

Remark 5.7.7. The 1-form defined in (5.26) satisfies a; = df, r» where, for an arbitrary
fixed point F' € M = Qq + LX*(3(), the 0-form B}y : M — C is defined by

k

1
Brr (F) = J dt Tr((3,F),(1- F2)"),
0

1
Ck
where F, = F' + t(F - F') is the linear path between F’ and F. This is merely the Poincaré
lemma for the 1-form q; which holds globally in all of M. This can be verified by an

explicit computation as the one in the proof of Proposition 5.7.6 which we provide for
the convenience of the reader. The claim a; = dB) r explicitly means
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Ogls—oBr pr (F + 8X) = g p(X), X € TM.
To verify this, let us set
F.(s) = A =r)F +r(F + sX),
so that 0,F,.(s) = rX and 0,F,(s) = F + sX — F', as well as F, = F,(0). Then

CyOsls=oBrp (F + 5X)
1
= 3y [ drTe((F+ X ~F)(1- F(5))')
0

1
_ j dr[Tr(X(1 - FA)") + 0yls_o Te((F - YA - F(s)%))].
0

The derivative is computed as above, using the Leibniz rule and the cyclicity of the trace,

Almo Tr((F — F') (1= Fy(s)%)")

k-1
=- Y Tr((F-F)(1- F)a|s oF ()" (1~ F)k H)
lkol
= —r Y Tr((F - F')(1 - F3) (xF, + EX)(1- F2) )
=0
= z Te(X(1- F) (R (F - F') + (F - F')E,)(1 - F))

=ro, Tr(X(1- Fr) ).

By replacing, one finds

CidylseoBicrr (F + sX) = | dr[Tr(x(1 - F2)") +ra, Tr(x (1 - F2)")]

Jd 9, [r Tr(X(1- F2))]

0

- Tr(x(1- F2)")
=Tr(X(1- )) Cray p(X),

which shows the claim. O

In the following, Proposition 5.7.6 will be further generalized to paths for which the
endpoints are not necessarily symmetries. The following object is needed.
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Definition 5.7.8. Let F € B, (%) be a base point satisfying FZ — 1 € £L¥**(() for some
n € N. Then for an invertible F e M = Fj + ng“(%) with phase Q = sgn(F) set

1
AP = & Jdm(@ )(1-F2)"),
0

where t — F; = F + t(Q — F) is the linear path from F to Q and k > n.

Theorem 5.7.9. Lett € [0,1] — F; € Bg,(H) be such that
() F2-1e £ g0),

(il) F, - Fy e L2 (30),

(iii) the path t — F, is continuously £*"*'-differentiable.

Then one has for any k > n,

1
SE(¢ € [0,1] — F) = B (Fy) ,Bk(Fo)+— JdtTr((atF) (1-F)"),
0

Proof. First of all, note that

Bi(Fo) = J a,  Br(F) = J ay
[Fo,Qol [F1,04]

where [F}, Q;] denotes the straight-line path from F; to Q; = sgn(F;) for j = 0,1 (these
paths lie in M). Moreover, let [Q,, Q;] denote the patht €[0,1] » Q; = Qo + t(Q1 — Qp)
from Q, to Q, (attention: Q, is not equal to sgn(F;)). Then the path t € [0,1] — F,is
homotopic to [Fy, Qp] * [Qp, Q1] * (—[Fy, Q1]) where —[F;, Q;] denotes the reversed path
of [F;, Q;]. As the paths [Fj;, Q,] and [F;, Q;] lie in the invertibles, there is no spectral flow
along them. Hence by the homotopy invariance of the spectral flow and Proposition 5.7.6,

Sf(t € [0,1] — F,) = Sf(t € [0,1] — Q;)

- [«

[QO)Ql]
= J ak + J ak + J. ak,
[Qo-Fo] [te[0,1]—F] [F1.Q1]

where in the last step the closedness of the 1-form a; was used in order to deform the
integration path. The middle term is precisely the integral in the statement, which is
hence verified. O

Remark 5.7.10. The essential ingredient of the proof of Theorem 5.7.9 is Corollary 5.6.3.
It is possible to carry out a similar reasoning based on Corollary 5.6.4. This is carried out
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in the work of Carey and Phillips [56]. If the statement is then applied to the bounded
transform of paths of self-adjoint Fredholm operators with compact resolvent, one
obtains, after the change of variables connected to the bounded transform, a proof
of Theorem 7.2.2, namely the equivalents of the boundary terms S, (F) become the
n-invariants. <o

5.8 Spectral flow as sum of indices of Fredholm pairs

In this section, it is shown how the spectral flow of an arbitrary norm-continuous path
t € [0,1] — H; of bounded self-adjoint Fredholm operators can be expressed as a sum
of indices of Fredholm pairs of orthogonal projections. The outcome is Proposition 5.8.2
below. As a preparation for the statement, the following lemma is needed.

Lemma 5.8.1. ForeveryH € FB,(H) thereisa > 0 and aneighborhood Ny , ¢ FBg,(H)
such that S — X[_4(S) is a norm-continuous finite-rank projection-valued function on
Ny o (P*(S),P*(H)) is a Fredholm pair, where P*(A) = X{g,.0)(A) for every self-adjoint
Fredholm operator A, and

Ind(P*(S), P*(H)) = Ind(¥{0,q (S): X[0.0) (H))

forall S € Ny .

Proof. By Lemma 4.1.1, there is a neighborhood N of H and a > 0 such that S + y;_, 4,(S)
is a norm-continuous finite-rank projection-valued function on N. By construction (see
the proof of Lemma 4.1.1), the function S ¥4 o,)(S) is norm-continuous on N. Define
Nj 4 @S

Niza =18 € Nt [X(g.00)H) ~ X(a,00 )] < 1}-

AS S = X(a.o00)(S) is norm-continuous on N, this is a neighborhood of H. Then de-
fine N}{,a as the connected component of f\fH)a containing H. It remains to show that
(P>(S),P*(H)) is a Fredholm pair with index Ind(y;o 4)(S), X[0,o) (H)) for all § € Ny, .. As
P*(H) = Xj0.0)(H) + X(q,00)(H) and, similarly, P(S) = ¥{0,a1(S) + X(a,00)(S), Where y{o o (H)
and (o (S) are compact,

I7(P=(H) - P*(S))lq = 17 (@00 H) = X(a,00) )]l
< @) = X(@eo) S| < 1.

Therefore, by Corollary 5.3.13, (P>(S), P*(H)) is a Fredholm pair. Its index equals the
index of P*(H)P(S)|ran(p=(s)) : Ran(P>(S)) — Ran(P>(H)) by Definition 5.2.1. Thus

Ind(P*(S), P*(H)) = Ind((x{0,q) (H) + X(a,00) H)) K10,a1(S) + X(a,00)(S)))
= Ind(X[0,q) H)X{0,a1 (S) + X{0,0] H)X(g,00) ()
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+ X(ay00) EDX10,a1 (S) + X(a,00) HX(a,00) (S))-

As the second and third summands in the last expression are compact, Theorem 3.3.4
implies

Ind(P*(S), P*(H)) = Ind(¥;0.0; (H)X{0,0)(S) + X(a00) H)X(@,00)(S))-

By Corollary 3.3.2, this implies
Ind(P*(S), P*(H)) = Ind(¥(0,q H)X10,0()) + Id(X(0,00) HX(0,00)(S))>

where yjo.o)H)Xj00(S) : Ran(xpoq(S) — Ran(xgoqH)) and ¥(geo)H)X(g,00)(S)
Ran(x( o0)(S)) — Ran(y, ) (H)) are Fredholm operators. Again by Definition 5.2.1,

Ind(P*(S), P*(H)) = Ind(X10,01(S): X[0,0) D) + INA(¥(4,00) (S)> X(,00) (H))

follows. By definition of Ny , [¥(a,c0)(H) — X(g,00)(S)ll < 1 which, by Proposition 5.3.12,
implies

Ind()((a,oo)(s)x)((a,oo)(H)) =0.
Therefore Ind(P=(S), P*(H)) = Ind(x{ 4 (S), X{0,q) (H)), finishing the proof. O
By compactness, it is possible to choose a finite partition
O=tg<ty<--- <ty 4 <ty=1 (5.27)
of [0,1] and a,, > 0,m =1,..., M, such that
t € [ty ty] = Hy

lies entirely in the neighborhood N}{[ «a, Of H;, defined in Lemma 5.8.1.

Proposition 5.8.2. For a partition 0 =t, < t; <--- < ty_1 < ty; = 1 as above, one has
Sf(t € [0,1] — H;)

M
= %dim(Ker(HO)) + Y Ind(P*(H, ),P*(H, )))- %dim(Ker(Hl)).

m=1

Proof. By Lemma 5.8.1,

PZ

tots)

Ind(P*(H, ),P*(H,, )) = Ind(P;

Ayt

foralm = 1,2,...,M where P; . = yoq, (H)- As P; . and P; , are finite-
dimensional,
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Ind(P;

at’at

) = dim(Ran(P; . )) - dim(Ran(P; . )
=Te(P: , -PZ )

am m-1
=Tr(P, . —P, . )+dim(Ker(H, ))-dim(Ker(H, )) (5.28)

Aot A

by Proposition 5.2.2. By Definition 4.1.2,

M
Sf(te[O,l]HHt):%ZTr(V -P; . P2, +P;, ).

R Ay Ayt >ty

Ast e [t,_1,t,] — H;lies entirely in the neighborhood N}{ of H; , one concludes
that the path ¢ € [t,,_y, t;,] = Tr(x_q, q,)(H,)) is constant. Therefore

Tr(Pa St 1) Tr(P;m,tm)

=Tr(P, . )+dim(Ker(H, )) - Tr(P, , )-dim(Ker(H, )
and
Sf(t € [0,1] — H;)
1 M(Tr(ZP > . ) +dim(Ker(H, )) - dim(Ker(H; )))
2 = Aot (stm-1 + tn )
M
=y nd(Pa oo Pa o) - dim(Ker(H, )) + dim(Ker(H, ))
m=1
1.. 1..
+ = dlm(Ker(Ht ) - zdlm(Ker(HtM))
1. 1 ..
= z Ind(Pa 4o Pat, 1) Edlm(Ker(Htm)) +Ed1m(Ker(Htm_1))
1 e 1
=3 dim(Ker(Hy)) + Y Ind(P*(H, ),P*(H, .)) - zdim(Ker(Hl)),
m=1
where the second step follows from (5.28). O

5.9 Relative Morse indices and spectral flow

The Morse index of an invertible self-adjoint matrix is defined as the number of negative
eigenvalues. It is a standard object in Morse and stability theories as it is used to deter-
mine the qualitative behavior of flow lines of gradient flows on Riemannian manifolds
close to rest points. It is possible to define the Morse index for self-adjoint Fredholm
operators H € FB, () with positive essential spectrum as the same object. However,
for a self-adjoint Fredholm operator H € FB,(3{) having both positive and negative
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essential spectrum, there is no interesting definition of the Morse index itself. It is, how-
ever, possible to define a relative Morse index for a pair Hy, H; € FB;, () with compact
difference H; — Hy € K(H) (namely, Hy, and H; are Calkin equivalent). Indeed, due to
Proposition 5.3.17, the following definition is justified.

Definition 5.9.1. For self-adjoint bounded Fredholm operators Hy, H; € FBg,(H) with
compact difference H, - Hy € K(H), the relative Morse index is defined by

Ure (Hy, Hy) = Ind(Py, Py),

where Py = y(H, < 0) and P; = y(H; < 0).

Let us list the basic properties of the relative Morse index which are all directly
inherited from properties of Fredholm pairs and their index. Hence even though there
is little extra mathematical content, this allows summarizing all these properties in a
compact form (moreover, in the language of relative Morse indices that may be more
familiar to some readers).

Proposition 5.9.2. Let Hy,Hy,H, € FBg,(H) be such that the differences H; — H, and
H, — Hy are compact.

(i) One has pye)(Ho, Hy) = —iiye (Hy, Ho).

(ii) The relative Morse index is additive in the sense that

Uret(Ho, Hp) = e (Ho, Hy) + e (Hy, Hy).
(iii) Let R € B(XH) be invertible, then
trei(Ho, Hy) = e (R*HoR, R"HyR).
(iv) If H, is positive semidefinite, then
Urel(Ho, Hy) = L_(Hy),

where the Morse index t_(H,;) is defined in (4.6).

(v) Lett e [0,1] — H; € FBg,(H) andt € [0,1] — Ht’ € FBg,(H) be norm-continuous
paths of invertibles such that H, - H; € K(X) is compact for all t € [0,1]. Then
t € [0,1] = u.(H/, H,) is constant.

Proof. The first claim follows from the remark after Lemma 5.3.3. Item (ii) is a direct
consequence of Proposition 5.3.15 and (iv) follows from Definition 5.2.1. Claim (v) is im-
plied by Proposition 5.2.7 because ¢ € [0,1] — y(H; < 0) and t € [0,1] — )((H[ < 0) are
norm-continuous paths of orthogonal projections with compact difference. It remains
to show (iii). Let us setR, = U |R|H where U = R|R|’1 is the unitary phase of R, then
Ry = R, Ry = U and, moreover, R; HyR, and R; H;R, are Calkin equivalent for all ¢ € [0,1].
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Because ¢ € [0,1] — dim(Ker(R; HyR,)) and t € [0,1] — dim(Ker(R; HyR,)) are constant
t €[0,1] — x(R{HyR; < 0)and t € [0,1] — x(R;HyR, < 0) are norm-continuous paths
of orthogonal projections with compact difference. Hence, by Proposition 5.2.7,

.urel(R*HOR’R*HlR) = yrel(U*HOU’ U*HlU) = .urel(HO’Hl)’

where the last equality follows from the fact that the relative Morse index is invariant
under conjugation by unitary operators by (5.14). O

The relative Morse index can be used to give an alternative description of the spec-
tral flow in Theorem 5.9.6 below, as put forward in [84]. It is based on the following fact
for which we provide an alternative proof.

Theorem 5.9.3. Associated to t € [0,1] — H; € FBg,(H) are norm-continuous paths of
invertibles t € [0,1] — M, € B(XH) and self-adjoint compacts t € [0,1] — K; € K(H) such
that

Mt*HtMt =Q+K; (5.29)

where Q is a symmetry. If H, is invertible, one can choose K, = 0.

Proof. Suppose that the partition (4.2) and a,, > 0 are chosen such that the spectral
projections ¢ € [ty_y, ty] = Pyt = X(-q,,,a,,] (H) are norm-continuous and finite dimen-
sional, see (4.3). Then let us set

H,_= P—oo,—am,th> Hy = Pa,,,,th’ H = Pam,oo,th’

where P_, = X(—co-a,)(He) aNd Py o+ = X(a,,,00) (H}) are spectral projections of H;.
Let us note that all of these operators are not necessarily continuous att,, . .., t;, as there
may be jumps in the dimension of the finite-dimensional projection. Nevertheless, for
each t € [t,,_q, ty], let us set

S = (Hy,) 2 +Py (+(H,) .

Here H,. are understood as invertible operators on their range. By construction,
t € [tyrtm] — S; is norm-continuous, self-adjoint, and invertible. Moreover, for

t € [ty potyls

SeH Sy = —P_oo g, ¢ + Ho + P, oot

Each summand on the right-hand side is continuous in t € [t,_q,t,]. Moreover, the
operator —-P_, o :+P, o, differsfrom a symmetry only by a compact operator, which
will be chosen to be P, ,, notably let us set

Qt =P o a,t + Pa,t + Paoort-
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These symmetries can be continuously deformed by a path of unitaries U, into a given
one, say @, = Q, . Hence there exists a continuous path ¢ € [t,,_y, t,] — N, of invert-
ible operators such that

Nt*HtNt = Qm + Ko

where t € [ty 4, t,] — K is norm-continuous and compact. This proves the statement
locally in ¢. It remains to join the pieces in such a manner that the Q,, can be chosen to
be equal. This will be achieved inductively in m after a finite number of steps. Hence let
us assume that (5.29) already holds for t < t,,_;. At t,,_4, one then has

Htmfl =

M; )@+ Ky, )M, )"
o, zt,H )71(Qm + K, N )

Thus set A = (Ntmq)‘lthq and M, = N;Afor t € [t,,_y, t;,]- It now follows that

% * * -1 -1
A QpA=0+ Ktm,l - M, (N ) Km,tm,l (sz,l) Mzm,l»

m-1 tmfl

and so A*Q,,A = Q + K for a compact self-adjoint operator K. Hence, for ¢ € [t,,_1, tp],

MH,M, = A*N;H,N,A
=A"(Q, + Kp A
=Q+K+A"K,,A
=Q+K,

for the compact self-adjoint operators K; = K + A*K,,, ,A. This finishes the proof. O

Remark 5.9.4. Itis possible to reformulate Theorem 5.9.3. Because M, is invertible, one
canset H, = (M;")*QM; ' and K, = (M;!)*K,M;" and obtains

H, = H, +K,. (5.30)

Hence the path t — H, can be decomposed into a path t + H, of invertibles and a
compact perturbation t — K, thereof. Let us stress that if t € [0,1] — H, is a loop,
namely H,, = H,, the two paths t — H, and t — K, are in general not closed.

Provided that H, is invertible (so that K; = 0), one can homotopically deform the
time parameter in the two summands on the right-hand side of (5.30) to deduce the fol-
lowing: the nontrivial loop t € [0,1] — H, is homotopic to the concatenation of two
paths

(t € [0,1] = H;) * (t € [0,1] — H, + K,).
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The first of these paths is within the invertible operators and hence has no spectral flow,
while the second is merely a compact perturbation of H; = H,, — K. On this second part
though, there is possibly a spectral flow given by

Sf(t € [0,1] — H, + K;) = Sf(t € [0,1] — H,).

Let us note that a particular case of this is the following: given two symmetries Q, and
Q, with compact difference Q, — Q; and a given index Ind(Q,, Q;), first rotate Q, into
Qq by a path of unitaries, then use the straight-line path to complete a nontrivial loop
rooted in Q, (playing the role of H; in the above). Such a loop is constructed explicitly
in Example 8.3.4, which is based on Example 5.7.4. In order to be even closer to this
Example 8.3.4, the next result further specializes (5.30) to the case where H; is a proper
symmetry up to a compact perturbation. <o

Corollary 5.9.5. Let t € [0,1] — H; be a path of essential proper symmetries, namely
lying in the set

FBLS(30) = {H € FBy(3) : specegs(H) = -1 1}}.

Then there are norm-continuous paths of unitaries t € [0,1] — U; € U(X) and self-
adjoint compactst € [0,1] — K; € K(H) such that

U HU, =Q+K, (5.31)

for some proper symmetry Q.

Proof. Let us start out from (5.30). As H; € ]FIB;‘E;C(J-() and f(t € K(F), it follows that
also H, IF]B;;C(H-C), due to the compact stability of the essential spectrum. As H, is
invertible, the proof of Proposition 3.6.5 implies that it can be decomposed as H, = Q,+K,
into a symmetry Q, and a compact K,. Moreover, this decomposition is continuous, see

Remark 3.6.6. Then
H, = Q, +K, +K,.

By Proposition 5.3.20, one can write Q, = U,Q,U;" for some path of unitaries. Setting
Q = Qg and K, = U} (K, + K;)U; concludes the proof. O

Based on Theorem 5.9.3, one has the following formula for the spectral flow as Morse
index.

Theorem 5.9.6. For pathst € [0,1] — H, € FBg,(H) andt € [0,1] » M;HM, = Q + K,
where as above Q is a symmetry, t € [0,1] — M, € B(X) is a path of invertibles and
t € [0,1] » K; € K(K) is a path of compacts, the spectral flow of the path t € [0,1] — H;
satisfies
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Sf(t € [0,1] — H,) = Sf(t € [0,1] — Q +K,)
= % dim(Ker(Hy)) + fiye (Q + Ko, Q + Kp) — % dim(Ker(H,)). (5.32)
Proof. Fort e [0,1],1et U = M] IM/ | be the unitary phase of M; . Then let us consider
the continuous homotopy h : [0,1] x [0,1] — FB,,(H) defined by
h(t,s) = U/ |M; |sHt|Mt* |sUt-
By Theorem 4.2.2, one has

Sf(t € [0,1] = h(t,1))
= —Sf(s € [0,1] — h(0,s)) + Sf(t € [0,1] — h(t,0)) + Sf(s € [0,1] — h(1,5)).

As s € [0,1] — dim(Ker(h(0, s))) and s € [0,1] — dim(Ker(h(1, s))) are constant, item (i)
of Theorem 4.2.1 implies

Sf(s € [0,1] = h(0,s)) = Sf(s € [0,1] = h(L,5)) = 0.
Therefore
Sf(t € [0,1] — Q + K,) = S(t € [0,1] — U/ H,U,) = Sf(t € [0,1] > H,),

where the last step follows from item (vi) of Theorem 4.2.1. This implies the first claim.
The second holds because

Sf(t € [0,1] » Q+K;) = % dim(Ker(Q + Ky))

M
+ Y Id(P*(Q + K, ),P*(Q+K, )

m=1
1.
-3 dim(Ker(Q + K;))
for a partition 0 = ¢, < t; <--- < ty;_1 < ty; = 1 as in Proposition 5.8.2. By definition,

Ind(P*(Q + K, ), P*(Q + Ky, ) = ~iral(Q + K, ,Q+ K; )
= Upet (Q + Ktm,l’ Q+ Ktm )

Therefore and as dim(Ker(Q+K;)) = dim(Ker(H,)) and dim(Ker(Q+K;)) = dim(Ker(H,)),

Sf(t € [0,1] = Q + K;)

M
= % dim(Ker(Hp)) + Y tq(Q+K, ,Q+K, )- % dim(Ker(Hj))

m=1

= % dim(Ker(Hy)) + e (Q + Ky, Q + K7) — % dim(Ker(H,)),

where the last step follows from item (ii) in Proposition 5.9.2. O



6 Unbounded Fredholm operators

This chapter offers a detailed introduction to various subsets of the unbounded Fred-
holm operators, with a particular focus on natural topologies thereon. This is a neces-
sary preparation for the definition of spectral flow of unbounded self-adjoint Fredholm
operators given in the next Chapter 7. First, Section 6.1 reviews various topologies on the
set of closed operators. Section 6.2 recalls some fundamentals about unbounded Fred-
holm operators that can be found in numerous books, e. g., [80, 99, 165]. Then, following
the works of Boof3-Bavnbek, Lesch, and Phillips [31], as well as Lesch [126], the set of
unbounded self-adjoint Fredholm operators and its topology is studied in detail in Sec-
tion 6.3. Section 6.4 considers the important subclass of self-adjoint Fredholm operators
with compact resolvent and proves numerous topological results.

6.1 Topologies on closed and densely defined operators

Let us first recall that an unbounded operator is alinear map T : D(T) ¢ H — H' where
D(T) is a linear subspace of some Hilbert space X, called the domain of T. It is called
closed if its graph {(@, T¢) : ¢ € D(T)} is a closed subspace of H x F'. Let us introduce
a notation for the set of closed densely defined (also called regular) operators:

IL(H,H") = {T : D(T) ¢ H — H' closed and densely defined}.

In the case ' = 3(, we also use the notation IL(7) = IL(J(, ). For any T € LL(3(, H'),
the adjoint operator T* € IL(H', K) is defined by (T*¢|) = (¢|Tw) for y € D(T) and
¢in D(T*) = {¢p € H' : b € D(T) — {¢|TY) bounded}. Then T is called symmetric
if D(T) ¢ D(T*) and T*|pgy = T, and furthermore T is called self-adjoint whenever
one has T = T* which includes D(T) = D(T*). As a preparation for the constructions
below, some rather standard facts are needed that are included for the convenience of
the reader.

Lemma 6.1.1. Let T be a closed and densely defined operator. Then T*T is self-adjoint
with domain D(T*T) = {¢p € H : ¢ € D(T), Tp € D(T*)}.

Proof. (See, e.g., Korollar VI1.2.13 in [204].) Clearly, T*T is well defined and symmet-
ric on D(T*T). It remains to show that it is densely defined and self-adjoint. For that
purpose, let us equip D(T) with the scalar product

(PlY)r = (TRITY) + (PlV).

Because T is closed, (D(T), {:|-)7) is a Hilbert space which will be denoted by F. Let
I € B(H,H) denote the natural embedding and I* € B(H, ) its adjoint. Then II* is
self-adjoint and has a trivial kernel because (¢|I* ) = {(Ip|) = (#|Y) and T is densely
defined. Thus Ran(IT*) = Ker(II*)* = 3 and IT* has dense range. It will next be shown
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that Ran(II*) ¢ D(T*T). Indeed, let ¢ € H and ) = II*¢ = I*¢ € Ran(II*) so that i) € K
and for any n € D(T),

(InITy) = ()7 — (nly)
= (NII" @) — (nlp)
= (Inlg) - (nly)
= (nl¢ - ).

Hence € D(T) — (Tn|Ty) is continuous and thus Ty € D(T*), so that € D(T*T).
It follows that D(T*T) is dense. As T*T is bounded from below and symmetric, it has
a self-adjoint extension with domain Ran(II*), given by the Friedrich extension (this is
the only nonnegative self-adjoint extension). Hence one must have Ran(II*) = D(T*T),
and T*T is self-adjoint. O

Lemma 6.1.2. For any regular operator T ¢ IL(3(,3("), the domain D(T*T) is a core for
T, namely T is the closure of T|p -y which in turn is also given by the double adjoint
of T|pr+1)- Moreover; T(1 + T* T land T+ T* T)‘% are bounded operators, both with
norm bounded by 1.

Proof. (See, e.g.,Lemma 9.2 in [121].) Let us first show that
1+T*T: DA+ T*T) = D(T*T) » K
is a bijection. For ¢ € D(T*T), one has

($|(1+T7T)¢) = (9I9) + (TPITP) = (9I9),

and therefore [|(1+ T*T)¢| > |l¢|. This implies that 1 + T*T is injective. Furthermore,
if (¢,)ns1 is @ Cauchy sequence in Ran(1+ T*T) and ¢, = (1 + T*T)t,,, then also (¥,,)p>1
is a Cauchy sequence converging to ¢, and then the closedness of 1 + T* T implies that
Y e DA+ T*T)and (1 + T*T)yY = lim@,. Thus Ran(1 + T*T) is closed and therefore
equal to . Moreover, it follows that the inverse (1 + T* T)‘1 : H — H is bounded with
norm ||(1+ T*T)7Y|| < 1and its range is Ran((1 + T*T)™!) = D(T*T). Let us note that, in
particular, the range of the 1operator (1+T*T) lis dense in K. As, clearly, 1+T*T) ! > 0,
its square root (1 + T*T)"2 : H — K is well defined and has a dense range. Then for
¢ € H, one has

(TA+T*T) ' GITA+T*T) "¢) = (1+ T*T) 9|T*T(1+ T*T) '¢)

( )
1+ T°T) '¢|(1+ T*T)(1+ T°T) ' ¢)
( )
( )

IN

(
(

1+T*T

‘916
(4T T) 9|14 T'T) ),
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and therefore IT(1+ T*T)y 11+ T* T)’i ol < IA+T* Ty @|.. This implies that the op-
erator TA+ T* T)" Ran((1+ T* T)‘E) - H'i 1s bounded with norm bounded by 1 and
therefore has an extension from Ran((1+ T*T)~ ) to all of H which is also bounded with
norm bounded by 1. Next is shown that Ran((1+T*T)~ ) =D(T) such that thlS extension
isgivenby T(1+T"* T)” H — H'.Let¢p € H.AsRan((1+T*T)~ 2(1+T T)’E) =D(T*T)
is dense, there is a sequence (Pn)nen 1n the range of (A+T*T)” 2) convergmg to ¢.
Then,as 1+ T*T)” : is bounded, lim,_,,,(1 + T*T)~ ¢n =1+T'T) 2¢. Because the
operator T(1 + T*T)‘% : Ran((1 + T*T)‘%) — H'isbounded, (T(1 + T* T)‘%gbn)nEIN isa
Cauchy sequence and therefore converges to some ¢ = lim,_,,, T(1 + T*T)‘%¢n e 3.
AsTim, oo ((1+7° T) 2, TA+T*T) 2¢,) = (@+T° T)"2¢, 1) in 7 x 3’ and T is closed,
A+T*T)” : ¢isin the domain of T and T(1+ T* T)‘i ¢ = 1. Conversely, assume ¢ € D(T).
Thenas (1+ T* T)’i T c(TA+T*T)” 2) is bounded, one has

6= (A+T'T) A+ T'T) T T+ (1+T°T) o

1 _1
2 2

1 _1 _
=(1+T'T) *(A1+T"T) ZT*T+ (1+T°T) *)p e Ran((1+T"T) ?).
This implies D(T) = Ran((1+ T* T)‘E) Thus, for ¢ € D(T) there is Y € H such that
¢ =@0A+T'T) z/) AsRan((1+ T*T)” ) is dense in X, there is a sequence (6,),cn N

Ran((1+ T*T)~ ) such that lim a+T T)’E 0, = Y. Then

n—o0o0

lim (1+T°T) 0 =¢

n—-oo

and

~ o i A o)
lim T(1+T°T) "6, = lim T(1+T°T) *(1+ T"T) ?6,

TA+TT) 2y

= T.

One concludes that lim,_, (1 + T* T)‘len,T(l + T*T)‘len) = (¢, T¢) and therefore
D(T*T) is a core for T because (1+ T*T)"'6, € D(T*T) foralln € N. O

In this section two topologies on IL(7(,3") are studied, as well as naturally asso-
ciated topologies on the image of I.(J{, (') under the bounded transform that will be
introduced in (6.3) below. Let us begin with the gap topology. As T € IL(3(, (') is closed,
the orthogonal projection P; € B(J & H') onto the graph of T is bounded. Then the gap
metric on IL(H, ') is defined by

dg(To, Ty) = |P, = Prl, Ty, Ty € L(3,3H). (6.1

The topology Og on (3, ') induced by d is called the gap topology. In order to get a
better grip on it, let us write out the explicit form of the graph projections.
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Proposition 6.1.3. For T € IL(3(,3(’), let us set
|
Ry =(1+T°T) .

Then the orthogonal projection onto the graph of T is

Ry T*Rp
PT = .
TRy 1-Rp

The gap metric is equivalent to the metric defined by
dg(Tp, Ty) = IRy, — Ry || + IR7s = Ryl + I ToRy, — TiRy, .

Proof. By Lemma 6.1.2, TR; is bounded, and thus also T*Ry- is bounded. Let us first
check that

Rp-T ¢ TR;, RyT* < (TRp)" = T*Ry.. (6.2)

For the first equality, let ¢ € D(T). Then ¢ = Ry¢ € Ran(Ry) = D(T*T) ¢ D(T). As then
(1+T*T)yY = ¢, one has

Top =T+ T T)p = (1+ TT*)Ty = (1+ TT*) TRy,

and multiplying by (1 + TT*)™! shows the first inclusion of (6.2). The second inclusion
in (6.2) follows from general principles. Indeed, for ¢ € D(T™), one concludes that
(TRp)*¢ = RyT*¢ = T*Ry-¢ where the last equality follows from the first inclusion
of (6.2). As D(T™) is dense, this implies the last equality in (6.2). Using (6.2), an algebraic
computation shows that Py is an orthogonal projection. Moreover, one readily verifies

()= (s rmdia e rorone) < ()

for all ¢ € D(T), due to (1 + TT*)™'T = R;.T ¢ TRy = T(1+ T*T)™L. Note that the set
{(T_l;p) : 1 € D(T*)} is the orthogonal complement of the graph of T in 3 @ H'. One
checks that for ¥ € D(T™),

» (T*¢> ~ ( A+T' )T Y -T* A+ TT*) Y ) ~ <o>
-y ) \ra+T'DT*y-a-@a+17hHy/) \0/)°
where (1+ T*T)'T* = R;T* ¢ T*Ry. = T*(1+ TT*)"! was used. Hence Py is the or-

thogonal projection onto the graph of T. Replacing the formula for P; twice in definition
(6.1), one readily deduces the equivalence of d; and d.. O



6.1 Topologies on closed and densely defined operators = 177

The key element for the definition of the Riesz topology on IL(J(, }') is the bounded
transform (sometimes also called Riesz transform due to the work of Riesz and Lorch,
on which it is elaborated in the textbook [158]; note though that there is no square root
in these works)

F(T) =T+ T*T)_% € B(3, 3H") (6.3)

of T € IL(H, H'). By Lemma 6.1.2, the operator F(T) is well defined and bounded so that
also the map F : (3, H') — B(H,H') given by (6.3) is well defined. To analyze its
mapping properties, let us introduce the ball of bounded operators of radius a > 0,

B, (3, H') = {F € B(H,3') : |IF|| < a},
as well as the following subset of the unit ball:
BY(H, H') = {F € B(H, H') : |F|l < 1,Ker(1- F*F) = {0}}.

This notation fits with that of Section 4.6, namely the lower index 1 indicates that the
norm is bounded by 1 and the upper index 0 denotes that 1 is not a singular value of F.

Theorem 6.1.4. The bounded transform establishes a bijection
F (I, H') - BYH, H).

Moreover, F(T)* = F(T*).

Proof. (Seel, e.g., Theorem 10.4 in [121].) In the proof of Lemma 6.1.2, it was shown that
A+T*T) 2 : 9{1 — H is well defined and bounded with norm bounded by 1. Moreover,
Ran((1+ T*T)"2) = D(T) and F(T) : H — H is well defined and bounded with norm
|F(T)| < 1, see the proof of Lemma 6.1.2.

Clearly,

1
(A1+T°T) °T" cF(T)", (6.4)
and therefore one has for ¢ € K,

F(T)"F(T)(1+ T*T)_%qﬁ =(1+ T*T)_% T*T(1+T*T) ¢

A+ T T) 11+ T T- 1)1+ T°T) ¢

_t
2

—(1-(1+T'T) A+ TT) 7.
AsRan((1+ T* T)_%) = D(T) is dense in K, this implies

1-F(T)'FT) =1+ T°T) . (6.5)
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Thus as Ker((1+ T* T)’%) =Ker((1+ T*T)™") = {0}, the kernel of 1 - F(T)* F(T) is trivial.
This shows that the map ¥ is well defined.

Let us next show that the map 7 is surjective. Let F € B(3(, ') be such that |F| < 1
and Ker(1-F*F) = {0}. As Ker(1-F*F) is trivial, it follows that D = Ran((l—F*F)%) cH
is dense. Then an unbounded operator T : D — K’ is defined by T(1- F*F)%qb = F¢ for
¢ € H.As1- F*F is injective, this is well defined and

1
2

T=FQ1-F'F) 2. (6.6)
Clearly, T is densely defined and it remains to show that it is closed and F(T) = F. We

next show that the kernel of 1- FF* is trivial. Suppose to the contrary, namely that there
is ¢ € 3" with |¢|| = 1 such that FF*¢ = ¢. This implies that FF* FF*¢ = ¢ and therefore

1= (Q[FFFF" 9) = (F" 9[F"F(E"$)).

As |F*¢| < 1, this implies by the Cauchy-Schwarz inequality that |[F*¢| = 1 and that
F*F(F*¢) = F* ¢, which is a contradiction to Ker(1- F*F) = {0}. Thus Ker(1- FF*) = {0}
and the range D* = Ran((1 - FF*)%) c 3’ is dense. Then S : D* — I, defined by
SA- FF*)%d) = F*¢ for ¢ ¢ ', is well defined and S = F*(1 - FF*)_%. Next setting
o= (1—1—"*1—")%¢’ cDandy=(1 —FF*)%W € D*, one has

TPIY) = (FY'|(1-FF")0)
- (1-FF):FQ|)
- (FA-F'F)i9'y")
- (A-F'P)¢|Fy)
= (P|SY).

This implies S ¢ T* and, in particular, T* is densely defined (and T is closable). One
directly checks that

* .
( 1-F*F 1 (1- F*F):F > ¢ B3 050

F(1-F*F)2 Fr*
is an orthogonal projection. An explicit computation shows that the graph of T is Ran(P)
and therefore T is closed. Moreover, {(-Si, ¥) : ) € D*} = Ker(P) and, because one has
{9, TP) : ¢ € D} = {(-T*Y,y) : ¥ € D(T*)}, this implies D* = D(T*) and § = T*. Next
let us verify that F = F(T). By Lemma 6.1.2, D(T) c Ran((1+ T* T)’%) and therefore

_1
2

FOA-FT)*FT)) *=T(1+ T*T)_%(l + T*T)% =T
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This implies that T is given by (?.6) for F = F(T) and the map ¥ is injective. Let T be as
in (6.6), then T* = F*(1 - FF*)"z and

IS

F(T) = F(1- F'F) *(1+ F*(1- FF*) "F(1-F"F) ?)°
—F(-F'F) {1+ FFFA-F'F) ) ?
CFA-F'F) (- F'F+FR)A-F'F) )

=F.

Therefore F is bijective and F(T)* = F(T™). O

The so-called Riesz metric on IL(7(, (') is defined by
dR(TO’ Tl) = ng’-(To) - St(Tl)n, To, Tl € ]L(:H:, :H:’)

Using Theorem 6.1.4, one checks the nondegeneracy assumption for dy. The triangle in-
equality and symmetry are obvious. The topology O on (3, ') induced by the Riesz
metric is also called the Riesz topology. Henceforth we use both notations (IL(3(, 3'), dg)
and (IL(3(, "), Og) depending on whether we want to stress the metric structure when
discussing the continuity of maps on IL(7(, ("). Similarly, we will proceed with other
spaces below.

As dj is naturally associated to the bounded transform, the following holds:

Proposition 6.1.5. The bounded transform
F : (L(3C3), dg) — (BY(3C. '), dy)

is a homeomorphism. As above, dy(Ty, Ty) = ||Ty — T4l is here the norm distance.

Proof. By Theorem 6.1.4, F : (T, H') — F(IL(H, H")) = ]B(l)(i}{, H') is bijective and, by
the very definition of the Riesz metric, it is a homeomorphism. O

Proposition 6.1.6. An operator T < 1L(J, (') is bounded if and only if its bounded trans-
form has norm less than 1, namely |F(T)| < 1

Proof. Let us first suppose that T € IL(J, ') is bounded. Then it is sufficient to show
that |F(T)* F(T)|| = |F(D)|? < 1. As

_1 _1 _
FO*FT)=QQ+TT) *T*TA+T'T) * =T T1+T"T) 1,
by the spectral radius theorem one has

[F(T)* F(T)| = sup(spec(F(T)* F(T)))
= supfA1+ )" : A e spec(T*T)} < 1,
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where the spectral mapping theorem was used. Conversely, assume that |F(T)| < 1,
then |F(T)*F(T)| < 1 and therefore 1 - F(T)* F(T) is invertible with bounded inverse.
This implies that

1
2

T = 5(T)(1- F(T)"H(T))
is bounded. O

Next let us introduce a pseudometric on the unit ball B, (7, ') by setting

dg(Fo, Fy)

1
2

1
= max{|F; Fy - F; Fil, IFoFs - FiFy |, -R(1-FR)|}

|Fo(1-FyFo)

Clearly, dp satisfies the triangle inequality and is symmetric. Note that this is an exten-
sion of the pseudometric introduced in Lemma 4.6.3 to operators which are not self-
adjoint any more. As discussed after Lemma 4.6.3, it goes back to [108] and is called the
extended gap metric, and the topology is then called the extended gap topology. The next
result justifies this terminology, namely the extended gap metric is just the push-forward
of the gap metric under the bounded transform.

Proposition 6.1.7. The bounded transform
5+ (L(3G3), dg) — (BY(3,3C'). dp)

is a bi-Lipshitz-continuous homeomorphism. In particular, dp defines a metric on
F(L(I, H')) = BY(F, H).

Proof. In the proof of Theorem 6.1.4, it is shown that for T e IL(7(, 3{),

, :< 1-F(T)'FT)  A-F D) FI):FID)
T \Fma- 7y 7(1): F(T)F(T)*

) eB(HaoH')
is the projection onto the graph of T. Comparing this to the definition of dj leads to
dp(F(Ty), F(TY) < dg(Ty, Ty) < V2dp(F(Ty), F(Ty)).

This implies all statements. O

The next result extends the applicability of Lemma 4.6.3.

Lemma 6.1.8. The extended gap topology on B, (7, 3(') is weaker than the norm topol-
0gy. More precisely,

dp(Fo, Fy) < 2V2dy (Fy, Fy)2, Fo Fy € By (3¢, 5C). 6.7)
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Moreover; for a < 1,

1+2 1
dN(FO)Fl)S 1_a2 dE(FO’Fl)Z’ Fo,F1€]Ba(:H:,:H:,).

Proof. For the third term in dg, let us start with

1 el
|Fo(1 - FgFo)? = Fi(1 - F{ Fy)?|

1
2

[

1 * 1 * *
< IFp(1 - FgFp)? — Fo(1- F{Fy)2| + IFo(1 - F{Fy)* - F{(1 - F{ Fy)*||
1 e 1
< (1= FjFy)? = (1= E;Fy) || + |Fy - F4l.

For the first summand, recall the fact (Proposition A.2.2) that for two nonnegative oper-
atorsA > 0,B > 0 and a € (0,1), one has |A* — BY|| < |A — B||*. Hence

||F0(1 - FSFO)% - F1(1 - Fl*Fl)% | < ||FSF0 - F1*F1||% + |y — F4ll.
Now
IFg Fo — Fy Fyll < ||(Fy = Fy)"Fo| + |[Fy (Fo = Fy)|| < 2y - Fyll,

and similarly

IFoFy — FyFy |l < 2|lFy - Fyl.
Therefore

dp(Fo, Fy) < V2IFy ~ Fy|1* + |y~ iyl

so that

dy(Fy, Fy) < 2V2dy (Fy Fy)?,

because dy (Fy, Fy) = |Fy — F;ll < 2 for Fy, F; € B{(J). The proof of the other bound (6.7)
is as in Lemma 4.6.3, upon replacing H by F*F. O

Next comes an extension of a result of Nicolaescu [139] showing that the gap topol-
ogy is weaker than the Riesz topology.

Proposition 6.1.9. The gap topology on IL(3(, ') is strictly weaker than the Riesz topol-
0gy.

Proof. The fact that the gap topology is weaker than the Riesz topology on IL(3(, ")
directly follows from the first part of Lemma 6.1.8 combined with Propositions 6.1.5 and
6.1.7.
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To show that the Riesz topology is different form the gap topology, we choose an
orthonormal basis {¢; : k € N} of H and define the linear operator

H: 'D(H) - H, z ak¢k = Z kak¢k
keN keN

with domain D(H) = {Yen Gdx : Yxen Kolaxl> < oo}. Clearly, H is self-adjoint and
therefore in (3, ). For n € N, let us define

Hy:DH,) - H, ) axypx— Y kaydy —2na,p,
keN keN

with domain D(H,) = D(H). Then H, is self-adjoint and therefore in LL(J, H"). As
Hﬁ = H? for all n and thus Ry =Ry and

. . . o1
lim [|H,Ry; — HRyll = lim |[H,Ry; ¢, — HRyz |l = lim |2n(1+ %) = 0,

the sequence (H,),cn converges to H with respect to the gap topology. For the Riesz
topology, one has

||—1im“— S —
] Y AR )

Therefore (H,),cn does not converge to H with respect to the Riesz topology and the gap
topology is strictly weaker than the Riesz topology. O

2n _9

HILIEOHE(Hn)¢n - -T(H)(pn 1 7
+n

Pn

m
n—oo

Proposition 6.1.9 directly implies that the bounded transform J is not continuous as
amap J : (I(H, H"),d;) — (IB?(iH, H"), dy). In other words, there are not enough open
sets in the gap topology to assure continuity of ¥ in this sense.

The following is due to Cordes and Labrousse, see the addendum to [66]. However,
the proof presented here is considerably simpler.

Theorem 6.1.10. On the space of bounded operators B(3, '), the topologies induced by
d; and djy coincide with the norm topology. Moreover, with respect to both the gap and
Riesz topologies, B(J, H(') is open and dense in IL(3(, 3').

Proof. Let us introduce the set
By (3, H") = {F € By(3, ) : |F| < 1}.

Then F(B(J, ")) = B_4(3(, H') by Proposition 6.1.6 and, furthermore, by the definition
of the bounded transform,

F: (B(IGI), dy) — (B (3,5), dy)

is a homeomorphism. On the other hand, the two maps,
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F: (B(H, H'),dg) — (B (3, H), di)
and
F: (B(H,H'), dg) = (B4(H,H'), dy),

are also homeomorphisms by Propositions 6.1.7 and 6.1.5, respectively.

But Lemma 6.1.8 implies that the metrics dp and dy, induce the same topologies on
B_,(F, 3("), showing the first claim.

By Proposition 6.1.6, the image of B(3(, ') under the bounded transform is dense
and open in F(IL(3(, H')) with respect to the norm topology. By Proposition 6.1.5, this
implies that B(3(, (') is dense and open in IL(J, J(") with respect to the Riesz topology.
As the gap topology is weaker than the Riesz topology by Proposition 6.1.9, this implies
that B(3(, ') is also dense in IL(3(, ') with respect to the gap topology. Furthermore,
B, (H, H') is open in (BY(H, H'), dg). Combined with Proposition 6.1.7 this implies that
B(3, H') is open in I(H, H') with respect to the gap topology. O

6.2 Basic properties of unbounded Fredholm operators

This section introduces unbounded Fredholm operators. As for bounded Fredholm op-
erators, we recall several basic facts about them which can also be found in the liter-
ature, e. g., [99, 165]. Most of the results presented here are similar to the properties of
bounded Fredholm operators studied in Section 3.2. However, as several modifications
are necessary, the proofs are provided with full details, even though this leads to some
repetitions.

Let us first recall that the quotient /€ of H with respect to a subspace & c H is
the set of equivalence classes of the relation ¢ ~ ) = ¢ - ¢ € €.

Definition 6.2.1. A linear operator T : D(T) ¢ H — H' is a Fredholm operator if and
only if

(1) Tisregular,

(ii)) dim(Ker(T)) < oo,

(iil) dim(%H'/Ran(T)) < co.

The set of Fredholm operators is denoted by F(7, (') and simply by F(3() = F(3(, )
whenever H' = K.

For a closed operator T : D(T) < H — H', the linear space D(T) equipped with
the T-norm |@ll; = (||¢||_§,{ + ||T¢||?H,)i is a Hilbert space. Associated with T there is a
bounded operator T : (D(T), || - |l7) — 3’ defined by T¢ = T¢.

Proposition 6.2.2. A closed operator T : D(T) ¢ H — H' is Fredholm if and only if the
associated bounded operator T : (D(T), || - |l7) — H' is Fredholm.
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Proof. AsKer(T) = Ker(T) and Ran(T) = Ran(T), the claim directly follows from item
(ii) of Theorem 3.2.2. O

As for bounded Fredholm operators, one has the following characterization.

Lemma 6.2.3. A linear operator T : D(T) ¢ H — H' is Fredholm if and only if
() Tisregular

(ii)) dim(Ker(T)) < oo,

(iii) dim(Ker(T*)) < oo,

(iv) Ran(T) is closed in 3'.

Proof. Let us first assume that T is Fredholm. Then, by Proposition 6.2.2, the associated
bounded operator T : (D(T),|| - [l;) — (' is Fredholm and Ran(T) = Ran(T) is closed.
Therefore

dim(7'/ Ran(T)) = dim(Ran(T)*) = dim(Ker(T™))

is finite. Conversely, if Ran(T) is closed then H'/ Ran(T) is known to be a Hilbert space
of dimension dim(J'/ Ran(T)) = dim(Ker(T*)). Thus the equivalence is shown. O

The following extends Theorem 3.2.2 to unbounded operators.

Theorem 6.2.4. ForaregularoperatorT : D(T) c 7 — (', the following are equivalent:
(i) T isaFredholm operator.
(ii) There exists a unique S, € B(H', H) such that

Ker(Sy) = Ran(T)*, Ker(Sy) = Ker(T),

and such that SyT can be continuously extended to the orthogonal projection onto
Ker(T)™*. Moreover, TS, is the orthogonal projection onto Ran(T) and

dim(Ran(1 - SyT)) < 0o, dim(Ran(1 - TSy)) < co.

(iii) There exists a so-called pseudoinverse S € B(3(', () such that TS — 1 and ST — 1 can
be extended to compact operators on 3 and H', respectively.

Proof. (i) = (ii). First note that Tlgeyr)e : D(T) N Ker(T)" — Ran(T) is bijective and
the graph of its inverse {(T¢, ¢) : ¢ € D(T) n Ker(T)"} is closed as T is closed. Now, as
Ran(T) is closed and therefore a Hilbert space, the closed graph theorem shows that the
inverse S, : Ran(T) — Ker(T)" is bounded. It can be extended to all of 3’ by Sy1 = 0 for
¥ € Ran(T)". Then by construction TS, is the projection in J’ onto Ran(T) and S,T is
bounded and can be extended to the projection in { onto Ker(T)*. This implies all the
stated properties. Uniqueness is obvious.
(if) = (iii). This is obvious.



6.2 Basic properties of unbounded Fredholm operators =— 185

(iii) == (1). Suppose that (§,,),,>1 is an infinite orthonormal basis of Ker(T). As these
vectors are all eigenvectors of the compact operator K = ST —1 for the eigenvalue 1, this
is a contradiction to Riesz’ theorem (Theorem 3.1.6). Suppose that (¢,,),>1 is an infinite
orthonormal basis of Ran(T)"*. Consequently, one has [|(TS - Dol = ITS¢, — ¢l = 1
as IS¢, L ¢,, a contradiction to the compactness of TS — 1. It remains to show that
Ran(T) is closed. Let K be the compact extension of ST — 1. Choose L € K(H) with a
finite-dimensional range and such that

1
IK-L| < 7
Then for all ¢ € Ker(L) n D(T):
ISIITN = ISTell
=@+ K)¢|
> [loll - K¢l
> [l¢ll - (K - L)g| - LIl
1
> EII(PII-

Thus [|¢]l < 2[SIIT@|l for all ¢ € Ker(L) n D(T). This implies that T(Ker(L) n D(T)) is
closed. Indeed, given a convergent sequence (T¢,),-1 with ¢, € Ker(L) n D(T), one can
set i = lim,, T¢,,. Then

60 = Omll < 2111 TSy, — Tyl

Thus (¢,,),,>1 is a Cauchy sequence and hence has a limit point ¢ = lim¢,, € H. As T is
closed, one has ¥ = T¢p € T(Ker(L) n D(T)). On the other hand,

T(Ker(L)* n D(T)) = T(Ran(L™) n D(T)).

As L* also has a finite-dimensional image, it follows that T(Ker(L)* n D(T)) is finite
dimensional. Thus Ran(T) = T(Ker(L) n D(T)) + T(Ker(L)* n D(T)) is closed. O

The following two propositions present criteria for regular operators to be Fred-
holm. They are the analogues of Lemma 3.4.2 and Proposition 3.2.6 for bounded opera-
tors.

Proposition 6.2.5. For a regular operator T : D(T) ¢ H — ', the following are equiv-

alent:

(1) dim(Ker(T)) < co and Ran(T) is closed.

(i) dim(Ker(T)) < co and there is a constant ¢ > 0 such that |T¢| > c||¢| for all vectors
¢ € D(T) nKer(T)™*.
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(i) If (¢,)n>1 is a bounded sequence in D(T) such that (T¢,),-1 IS convergent, then there
is a convergent subsequence of (¢,,) 1.

Proof. (i) = (ii). The restriction T, of T is a bijection from D(T) nKer(T)* toRan(T). The
graph of its inverse T, Tis {(T¢, ) : ¢ € D(T)nKer(T)*}. As T is a closed operator, also its
restriction T, can be seen to be closed, so that the graph of T, 1. Ran(T) — H is closed.
As Ran(T,) is closed and therefore a Hilbert space, the closed graph theorem shows that
T is bounded. Therefore ||¢]| = | T, Tg|l < [T, || T¢| holds for all ¢ € D(T) n Ker(T)*.

(i) = (). Let ()1 be a sequence in Ran(T) converging to ¢ € 3(". Then there are
¢, € Ker(T)* n D(T) with Tg, = ¥, By (ii), one has [|@,, — @, < %"l/)n — Yl so that
(¢,)n>1 1s Cauchy and thus converges to some ¢ € (. As (¢, Tp,,) converges to (¢, 1))
and T is closed, one has T = ¢ so that ¢ € Ran(T) and Ran(T) is closed.

(if) = (iii). Let (¢,),>1 be a bounded sequence in D(T) such that (T¢,),>; is con-
vergent. One has ¢, = 0, + ¥, with 8, € Ker(T) and ¥, € D(T) n Ker(T)". Because
WV, — ¥l < %||T¢n —T¢,,|l by (1), (¢,),»1 is Cauchy and therefore convergent. As (¢,,) ;1
and (¥,,),>1 are bounded, also (6,)),51 is bounded. Because the dimension of the kernel
of T is finite, (6,),1 and therefore (¢,),>1 has a convergent subsequence.

(iii) = (ii). Suppose that the kernel of T is infinite dimensional and that (¢,),cx 1S
an orthonormal basis of it. Then (¢,,),cn is @ bounded sequence in 3 such that T¢,, is
constant (equal to 0) and therefore convergent. As there is no convergent subsequence
of (¢,)nen this is a contradiction to (ii). Thus Ker(T) is finite dimensional. Moreover,
there is a constant ¢ > 0 such that ||¢|| < c|T¢| for all ¢ € Ker(T)* n D(T), because
otherwise there is a sequence (¢,),c in Ker(T)* n D(T) such that [¢,| = 1 for all
n € Nand |Tg,| < % for all n € N. As (Td,),en 1S convergent, by assumption there
is a subsequence (@, )xen CONVerging to some vector ¢ € Ker(T)" with [¢|| = 1. As
(¢n,> Tn,) converges to (¢,0) and T is closed, one has ¢ € D(T) and T¢ = 0. This is a
contradiction to ¢ € Ker(T)". O

Proposition 6.2.6. Let T : D(T) ¢ H — 3’ be a regular operator. If there is a compact

operator K € K(J, H") and a constant ¢ > 0 such that

Il < (1Tl + 1Kol)

forall ¢ € D(T), then T has a closed range and a finite-dimensional kernel.

Proof. Let (¢,),en be abounded sequence in D(T) such that T¢,, is convergent, namely
there is a ¥y € 3 such that lim,_,., T¢, = . As K is compact, there is a subsequence
(¢n,Jken such that K¢, is convergent. Then (K¢, )ien is a Cauchy sequence and as
limy o, T, = ¥, also (T9y, ien is @ Cauchy sequence. Therefore for all € > 0 there
isan N € N such that max{||Tq)nk - T¢nm||, ||Kq)nk - K‘Pn,,, I} < i for all k,m > N. Thus

”d)nk - ¢nm S C(” T¢nk - T¢nm I+ "K¢nk - K¢nm ") <€
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or all k,m > N, which shows that (¢,, )xen i @ Cauchy sequence and therefore conver-
gent. Finally, item (iii) of Proposition 6.2.5 shows the assertion. O

Definition 6.2.7. The index of a Fredholm operator T € F((, ') is
Ind(T) = dim(Ker(T)) — dim(7('/ Ran(T)).

Next let us generalize Corollary 3.3.2 to unbounded Fredholm operators.

Corollary 6.2.8. (i) ForT € F(H,H"), T' € F(H",H), also TT' ¢ F(H",H").
(i) IfT € F(3, H'), then T* € F(IH', F). Moreover;

Ind(T) = dim(Ker(T)) — dim(Ker(T™))
and
Ind(T*) = - Ind(T).
(i) If T € F(H, H'), then
Ind(T) = dim(Ker(T*T)) — dim(Ker(TT")).
(v) For T e F(H,H')and T' € F(K",H'""), onehas Te T' € F(H & H", H' o K"') and
Id(T & T') = Ind(T) + Ind(T").

Proof. For the proof of (i), let us first show that TT' is densely defined, namely that
D(TT') = {¢p € D(T') : T'¢ € D(T)}is densein I First, it is checked that D(T)nRan(T")
is dense in Ran(T"). As T’ is Fredholm, Ran(T’)" is finite dimensional. Let {¢)y,...,¥,}
be an orthonormal basis of Ran(T')*. Let ¢; > 0. Because D(T) is dense in J, there are
6; € D(T)fori =1,...,nsuch that [|¢; — 6;| < €. Then & = span({6;,...,0,}) is a sub-
space of D(T) and, for ¢, sufficiently small, Ran(T") n € = {0} and Ran(T’) @ & = (. By
Proposition 5.1.6, there is a projection P € B(J) with Ran(P) = Ran(T') and Ker(P) = €.
Because D(T) ¢  is dense, for any vector 3 € Ran(T’) and €, > 0 there is ' € D(T)
such that || — ¢'|| < €,. Then Py’ = ¢’ — (1 - P)y’ € D(T) nRan(T') and

¥ -Py'| < & -y’ +]a-Py'|
<g+|a-PY -y
<e(1+[1-P|),

where the second step follows as ) € Ran(T') = Ker(1-P). This shows that D(T)nRan(T")
is dense in Ran(T"). To show that D(TT’) is dense in H", it is sufficient to show that for
e > 0and ¢ € D(T’) there is ¢ € D(TT') such that [|¢ — ¢|| < e (because D(T') c H"
is dense). For ¢ € D(T'), there is ¢’ € D(T') n Ker(T')* such that T'¢’ = T'¢ and
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thus ¢ — ¢' € Ker(T) ¢ D(TT'). By the above, there is ¥ € Ran(T') n D(T) such that
Y — T'¢|l < ec for ¢ > 0 as in item (ii) of Proposition 6.2.5 applied to T'. Then there is
0 € D(T") nKer(T')* such that ¢ = T'0 and therefore 8 € D(TT'). Thus one concluldes
that ¢’ — 0 € D(T') n Ker(T')* and, by Proposition 6.2.5,

lo" - 6] < ||T ¢'-0)| = ||T ¢-y|<e
By construction, ¢ = ¢ — ¢’ + 8 ¢ D(TT') fulfills

le- ¢l =l¢" -6l <e.

This shows that TT' is densely defined.
To show that TT’ is closed, let us choose a sequence (@)ns1 In D(TT') such that
(¢, TT'¢,) converges to (¢, 6). For ¥, = T'@,, there are ¥, € D(T) n Ker(T)" and
' € Ker(T) such that ¢, = ) + ). Then ()),51 is Cauchy, as, by Proposition 6.2.5,
there is a constant ¢ > 0 such that

1% = ¥l < €| TY; = T = €| TT'$ = TT'§ |

and (TT'¢,) 51 is Cauchy by assumption. Therefore (§,),51 is convergent, and one can
define = lim,_, o, ¥, € H. As (), Ty,) = (Y, TT'¢,) converges to (y,60) and T is
closed, one has ¢ € D(T) and Ty = 6. We show that ()1 is bounded. Suppose
that (¥))),>1 is unbounded, then there is a subsequence, again denoted by ()51, such
that lim,,_, ||l/) | = co. Then ( i w,, )n>1 is a bounded sequence in the finite-dimensional
kernel of T. Again by choosing a subsequence, without loss of generality one can as-
sume that (”:i#),pl converges to § € Ker(T) with [§] = 1. As (¢n)n>1 1s bounded, one

has lim,,_,, -2 i = 0and T’ "Z?,"," = lp":ﬁf converges to . As T' is closed, this implies

¥ = 0, which is a contradiction. Therefore the sequence (¥} )ps1 is bounded. As the di-
mension of Ker(T) is finite, there is a convergent subsequence (lp )]>1 of (l,b Ins1- Setting
Y = limy l/)nj € Ker(T), one has lim; ., ¢, = ¥ + Y. As (@, )}Zl converges to ¢ and
(Tdn)jz1 = (¥, )j=1 CONVerges to Y + Y",onehas¢ e D(T)and T'¢ =y + " . As Ty = 0
and ¥" € Ker(T), one has 8 = T(Y + ¢'") = TT'¢. In conclusion, (¢, 0) is an element of
the graph of TT' and therefore TT' is closed.

We next use Proposition 6.2.5 to show that Ran(TT') is closed and that the dimension
of the kernel of TT' is finite. Let (¢,)ps1 in D(TT') be a bounded sequence such that
(TT' ) ps1 is convergent. For y,, = T'¢,,, there are y), € D(T)nKer(T)" and ¥, € Ker(T)
suchthaty, = ¢;,+y, . Then (;) -1 is Cauchy, as, by Proposition 6.2.5, there is a constant
¢ > 0 such that

[0 = ¥mll < €| TY; = T = €| TT' ¢ = TT'$ |
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and (TT’ ¢,,) 1 is Cauchy by assumption. Therefore (¥),) .1 is convergent and one can set
¥ = lim,_,, ¥, € H. As above one can show that (i))),5; is bounded. As the dimension
of Ker(T) is finite, there is a convergent subsequence (l/),’{j )js1 Of () )ns1. Next setting
P!’ = lim_, ;12 € Ker(T), one has lim; ., ¢, = ¥ + y". Thus (T’¢)n]_ Jp1 = (Pn)js1
converges to p+1" . By item (iii) of Proposition 6.2.5 applied to the Fredholm operator T,
there is a convergent subsequence of (qbn/, )]-21. Thus Ran(TT') is closed and dim(Ker(TT"))
is finite. To show that Ran(TT’)* is finite dimensional, note that dim(Ran(7T")") is finite
and thus the dimension of T(Ran(T')*) is finite. As

Ran(T) = T(Ran(T")) + T(Ran(T")"),
one has
Ran(T)* = (T(Ran(T")))" n (T(Ran(T")"))".

As Ran(T)* and T(Ran(T’)*) are finite dimensional, this implies that the dimension of
(T(Ran(T")))* = Ran(TT")* is finite.

In order to show (ii), let us note that T* is regular and Ker(T*) = Ran(T)* and
Ran(T*)* = Ker(T) are finite dimensional. It remains to show that Ran(T*) is closed.
This follows from Proposition 6.2.5, because Ker(T*)* = Ran(T) as Ran(T) is closed.
Therefore for 6 € D(T*) nKer(T*)* thereis ¢ € D(T) nKer(T)* such that T¢ = 6. Then

INNT 6l = (T*6|¢) = (THIT) = ITI* = clpllITol = clPlI6]

for a constant ¢ > 0 by Proposition 6.2.5. Thus [|[T* 0| > c||0| for all @ € D(T*) nKer(T*)*
and Ran(T™) is closed, again by Proposition 6.2.5. The claim about the index of T follows
directly from Definition 6.2.7.

As Ker(T) = Ker(T*T) and Ker(T*) = Ker(TT"), item (iii) is a direct consequence
of (ii).

The last claim follows from the obvious identities Ker(T @ T') = Ker(T) @ Ker(T")
and Ran(T @ T') = Ran(T) @ Ran(T"). O

Proposition 6.2.9. If T ¢ F(J,H") and T' < F(IH", (), then the index of the Fredholm
operator TT' € F(H", H') is given by

Ind(TT") = Ind(T) + Ind(T").
Proof. Recall that TT' is Fredholm by Corollary 6.2.8. One has
dim(Ker(TT")) = dim(Ker(T")) + dim(Ker(T) n Ran(T")).
Setting N, = Ker(T) n Ran(T"), there is a finite-dimensional subspace N, ¢ ( such that

Ker(T) = N; @ N,.
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Note that Ran(T’) N N, = {0} and Ran(T") @ N, is closed. Next it is shown that there is a
finite-dimensional subspace N5 ¢ D(T) such that

Ran(T’) @ Nz 3] N?) = :}(.

Because (Ran(T’) ® N,)* is a subspace of the finite-dimensional space Ran(T')*, it is
finite dimensional. If dim((Ran(T") @ N,)*) = 0, the claim holds for N3 = {0}. Therefore,
without loss of generality, one can assume dim((Ran(T’) @ N,)*) = [ € N. Next since
Ran(T")®N, is closed and T is densely defined, there is a vector ¢, € D(T)\(Ran(T")&N,).
Then 3, = Ran(T")eN,®span({¢,}) is closed and dim((Ran(T")eN,@span({p,;)*) = I-1.
Ifl > 2, thereis a vector ¢, € D(T)\(Ran(T")eN,@span({¢,})). Repeating this procedure [
times, one finds vectors ¢y, ..., ¢; € D(T) such that Ran(T")@N,@span({@,,. .., ¢;}) = H.
Then the claim holds for N3 = span({@;,.. ., ¢;}).
The restriction Ty, is injective and

Ran(T) = Ran(TT") & TN;.

The last claim holds as Ran(T) = Ran(TT") + TN3 by construction and since, for vectors
¢ € Ran(T") and ¥ € Ny such that Tg = Ty € Ran(TT'), one has i € Ran(T’) + Ker(T)
and therefore ¥ = 0 by definition of N3. Thus

dim(Ran(TT")") = dim(Ran(T)*) + d&im(N;).
One can conclude that

Ind(7T") = dim(Ker(TT")) - dim(%'/ Ran(TT"))
= dim(Ker(T")) + dim(N;) — dim(Ran(T)") — dim(N3)
= dim(Ker(T")) + dim(N;) + dim(N,)
— dim(Ran(T)*) — dim(Nj3) — dim(Ny)
= dim(Ker(T")) + dim(Ker(T)) — dim(Ran(T)*) — dim(Ran(T")")
=Ind(T) + Ind(T"),

by definition of Ny, Ny, and Nj. O

The next aim is to show that the Fredholm property and that the index is invariant
under small or compact perturbations. Therefore we introduce the notion of relatively
bounded and relatively compact operators.

Definition 6.2.10. Let T : D(T) ¢ H{ — H' be a closed linear operator. Another operator
S : D) ¢ H — H with D(T) c D(S) is called relatively bounded with respect to T
(or T-bounded) if the restriction S|4 7y is bounded as operator S : D(T) — H' where
D(T) is equipped with the T-norm || - | ;. Analogously, S is called relatively compact with
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respect to T (or T-compact) if the restriction S| gy : D(T) — H' is compact, where
again D(T) is equipped with the T-norm.

Note that ¢ — [Tl + [|¢|| defines a norm on D(T) that is equivalent to the T-norm.
Therefore an operator S : D(S) ¢ 7 — 3’ is relatively bounded with respect to T if and
only if there are constants ¢;, ¢, > 0 such that

ISp1l < c1 1Tl + c2 /14l (6.8)

for all ¢ € D(T). In particular, every bounded operator S : 7 — 3’ is T-bounded and
every compact operator S : H{ — 3’ is T-compact.

Lemma 6.2.11. If T : D(T) ¢ 5 — (' is a closed operator and S : D(S) ¢ H — H'is
relatively bounded with respect to T and the relative bound c; in (6.8) is less than 1, then
T+S:D(T) c H — H'is aclosed operator.

Proof. Equation (6.8) with ¢, ¢, > 0 implies
I(T+8)¢]l < A+ eDITI + 29l 6.9

and

I(T +$)g]| = ITPll - 1Pl = (1 - c)ITPI - ¢, Pl

As ¢; < 1, the last inequality is equivalent to

1Tl <

(1T + $)9] + callo). .10
-

Let (¢,)n>1 be a sequence in D(T) such that (¢, (T + S)¢,,) converges to (¢, 6). By (6.10),

1
1-¢

”T¢n_T¢m" < (|l(T+S)(¢n_¢m)|l +CZ”¢n_¢m||)

and therefore (T¢,),s; is Cauchy and thus convergent. Setting ¢ = lim,_,, T¢,, this
implies that (@,,, T@,).>1 converges to (¢, ). As T is closed, ¢ is in D(T) = D(T + S) and
T¢ = . Moreover, by (6.9),

I(T + )@ = @)l < A+ c)|T(@ - @) + 2l - Dyl

converges to 0. Therefore (T + S)¢ = lim,_, (T + S)¢,, = 6 and the graph of T + S is
closed. 0

A similar result holds for relatively compact operators.

Lemma 6.2.12. If T : D(T) ¢ H — H' is a Fredholm operator and S : D(S) ¢ H — I’
is relatively compact with respect to T, then T + S : D(T) ¢ H — H' is a closed operator:
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Proof. Let T : (D), - [l7) — H be the bounded operator associated with T. Similarly,
define S : (D(T),| - ) — H by S¢ = S¢. Then by Proposition 6.2.2, T and therefore
T+S: (DD, |- ) — H are bounded Fredholm operators. Let us define the embedding
I:D(T) < (FH, - lgc) = (D(T), |l - ll) by Ip = ¢. Then I is invertible and I"!is bounded
and therefore closed. Thus also I is closed and as Ker(I) = {0} and Ran(I) = D(T),Iisa
Fredholm operator. Therefore, by item (i) of Corollary 6.2.8, T + S = (T + S)I is Fredholm
and, in particular, closed. O

After these preparations, we can now show that the Fredholm property is invariant
under small or compact perturbations.

Proposition 6.2.13. Let T : D(T) ¢ H — H' be a Fredholm operator and furthermore
let S : D(S) ¢ H — H' berelatively compact with respect to T or relatively bounded with
respect to T such that the constants c,, ¢, in (6.8) are sufficiently small, then the operator
T +S:D(T) —» H' is Fredholm and

Ind(T + S) = Ind(T).

Proof. By the above lemmata, where ¢, < 1is assumed, operator T + S is closed. Let T :
(D(T), I l7) — H be the operator associated with T and again let S (D), ] - ) —» H
be given by S¢ = S¢. Then by Proposition 6.2.2, T + S is Fredholm if and only if T + S
is Fredholm. If S is relatively compact with respect to T, T + S and therefore T + S are
Fredholm by Theorem 3.3.4. Moreover, Ind(T + S) = Ind(T + S) = Ind(T) = Ind(T)
again by Theorem 3.3.4. If T is Fredholm, as the set of bounded Fredholm operators is
open, see Theorem 3.3.5, there is a constant ¢ > 0 such that T + A is Fredholm for all
A € B((D(T), | - lI7), ') such that || < c. If S is relatively bounded with respect to T,
then S € B(D(T), | - ), 7") has norm less than ¢ provided the constants ¢; and c, in
(6.8) are sufficiently small. Then, by the above, T +S is Fredholm with an index satisfying
Ind(T +§) = Ind(T + §) = Ind(T) = Ind(T). O

As in the bounded case for self-adjoint operators, there is another characterization
using the notion of essential spectrum. The essential spectrum of a self-adjoint operator
H : D(H) ¢ H — H is defined as in Section 3.4 for bounded self-adjoint operators,
namely spec,.,(H) = spec(H) \ specy;s(H) where the discrete spectrum specg;,(H) con-
sists of all isolated eigenvalues of H of finite multiplicity.

Theorem 6.2.14. A self-adjoint operator H = H* ¢ IL(K) is Fredholm if and only if one
has 0 ¢ specg(H).

Proof. Let us first assume that H is Fredholm. As Ran(H) = Ker(H)*, then either H is
invertible with a bounded inverse, by the Hellinger-Toeplitz theorem, or 0 is an eigen-
value of finite multiplicity. It remains to show that there exists € > 0 such that one has
spec(H) N (=€, €) \ {0} = 0. The restriction H' of H to D(H) n Ker(H)™ is a bijection onto
its range, which is a Hilbert space. Its graph {(¢, Hp) : ¢ € D(H) n Ker(H)"} is closed
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because H is a closed operator. Therefore the closed graph theorem shows that (H')~
is bounded and therefore 0 lies in the resolvent set of H'. Thus there is € > 0 such that
(~e,€) nspec(H') = ¢. Furthermore, H + §1 : D(H) ¢ H — K is a Fredholm operator
of all § € (—¢,¢€). Then Ran(H - §1) = Ker(H - §1)* and therefore § is an eigenvalue
of H or H - §1is invertible with bounded inverse so that § ¢ spec(H). If § is an eigen-
value of H, there is ¢ = ¢, + ¢, € D(H) with ¢, € Ker(H) and ¢, € D(H) n Ker(H)*
such that Hp = Hp, = §¢ = 8¢ + 5¢,. Therefore §¢, = (H — 8)¢, and, as ¢, € Ker(H)
and (H - 8)¢, € Ker(H)", this implies ¢, = 0. Therefore H'¢, = H¢, = §¢,, which is a
contradiction.

Conversely assume that 0 ¢ spec,q(H). Then dim(Ker(H)) < oo and [|[Ho|l > c|¢l
for some ¢ > 0 for all ¢ € D(H) n Ker(H)*, which is, by Proposition 6.2.5, equivalent to
the Fredholm property of H. O

The following generalizes Theorem 3.4.1 to unbounded operators.

Theorem 6.2.15. A regular operator T ¢ IL(3,H') is Fredholm if and only if one has
0 ¢ specye(T*T) and 0 ¢ specy (TT").

Proof. Let us first suppose that T is Fredholm. Then by Corollary 6.2.8, T* is Fredholm
and therefore T*T and TT* are Fredholm. As T*T and also TT* are self-adjoint by
Lemma 6.1.1 (note also that (T*)* = T = T), this implies 0 ¢ spece,(T*T) and fur-
thermore 0 ¢ spec,.(TT*) by Theorem 6.2.14.

Conversely assume that 0 ¢ spec,,(T*T) and 0 ¢ specy,(TT™). Then by Theo-
rem 6.2.14 and Lemma 6.1.1, T*T and TT* are Fredholm. Therefore the dimensions of
Ker(T) = Ker(T*T) and Ker(T*) = Ker(TT") are finite. Moreover, Lemma 5.3.3 implies
that Ran(T) = Ran(TT*) ® (Ran(T) n Ran(TT*)™") is closed. This implies by Lemma 6.2.3
that T is a Fredholm operator. O

As for bounded Fredholm operators, there is another characterization of the index
of a Fredholm operator T € TF(J, H') using the operator L : D(T) & D(T*) — H & H'
defined by

0 T*
L:<T 0). (6.11)

Note that the square L% commutes with J = diag(1,-1) and therefore Ker(L) = Ker(LZ)
is invariant under J. Now Ind(T) can be calculated as follows.

Proposition 6.2.16. Let T < F(J, H') be a Fredholm operator. Then the operator L de-
fined by (6.11) is self-adjoint. Moreover, the index of T is equal to the signature of the oper-
ator | = 1@ -1 € B(H & H') restricted to the kernel of L, namely

Ind(T) = Sig(J Ier(z))-
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Proof. One directly checks that L is symmetric. Therefore it is sufficient to show that
DL*) c D(L). As Ker(L) = Ker(T) ® Ker(T*) and

Ran(L) = Ran(T*) @ Ran(T) = Ker(T)* @ Ker(T*)" = Ker(L)*,

one has Ran(L*) c Ker(L)* = Ran(L) and Ker(L*) = Ran(L)* = Ker(L). Now let be
given ¥ € D(L*) \ D(L). Then L*1 € Ran(L*) ¢ Ran(L) so that there is a ¢ € D(L) with
L*Y=L¢=L"¢.Hence 0 = L* (Y- ¢) = L()—¢) as Ker(L) = Ker(L"), and one concludes
¥ € D(L), in contradiction to the assumption. Hence D(L*) ¢ D(L) and L is self-adjoint.
As Ker(L) = Ker(T) ® Ker(T*), one concludes that

Sig(JIkerr)) = dim(Ker(T)) — dim(Ker(T™)) = Ind(T),

completing the proof. O

As the final topic of this section, let us examine the image of Fredholm operators
under the bounded transform &, namely let us restrict the bounded transform J to the
subset F(3(, H') ¢ I(H, H"). Combining Theorems 6.1.4 and 6.2.15 and using the identity
F(TY'F(T) = T*TA+ T*T)  where 1+ T*T)™' : H — D(T*T)is a bijection so that
F(T)*F(T) is Fredholm if and only if T*T is Fredholm, one obtains

F(E(H, 3"))
= {F € By(3,H') : Ker(1- F*F) = {0}, 0 ¢ spec,.(F*F) U specy(FF")},

so that, by Theorem 6.2.15,
F(F(H, H')) = FB(H, H), (6.12)
where ]FIB?((H, H') = FB(K, K" n lB‘l)(fH,fi{’). Moreover, one has
Id(F(T)) = Ind(T), T e F(3,H').

Now Propositions 6.1.5 and 6.1.7 immediately imply the following
Proposition 6.2.17. The bounded transform provides two homeomorphisms:

F: (B(3H'), 0p) — (B (3, 5'), Oy)
and

F : (F(H, H'),06) — (FBL(H, H'), Op).

Proposition 6.2.17 leads to the following result that will be used in Section 8.2 for the
computation of the homotopy groups of (IF(3), Og).

Proposition 6.2.18. The inclusion i : (FB(J(, '), Oy) — (F(F, H'), Og) is a homotopy
equivalence with homotopy inverse F : (F(7(, '), Og) — (FB(I, '), Op).
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Proof. (Modification of the proof of Theorem 5.10 in [126].) Let us first show that the
composition F i : FB(H, H') — FB(F, H') is a homotopic to the identity. Consider the
norm-continuous homotopy h : FB(J, H') x [0, %] — FB(H, H') defined by

hT,t) =T+ T*T)".

Then, clearly, h(T,0) = T and h(T, %) = (Foi)(T) for all T € FB(J,H'). By Proposi-
tion 6.2.17, this implies that i o F = F 1o (F o i) o F is also homotopic to the identity.
Putting these facts together, one concludes that i is a homotopy equivalence. O

6.3 Unbounded self-adjoint Fredholm operators

This section analyzes the set F,(H) of unbounded self-adjoint Fredholm operators
on H. As a subset of the set L(H) = L(H,H) of closed densely defined operators, it
inherits two natural metrics, namely the Riesz metric dy and the gap metric d;;. The in-
duced topologies will still be called Riesz and gap topologies, respectively. Let us begin
by analyzing the image of FFg, (3() under the bounded transform. Recall from Section 4.6
the notations

B, (H) = {H € Bo,(30) : |H| < 1, Ker(H* - 1) = {0}}
and
FB{, (3) = B, (30) N FB(%).
Proposition 6.3.1. The bounded transform F maps Lg,(H) and F,,(H) bijectively onto

IB?’Sa(ﬂ-C) and ]FIB%SH({H), respectively.

Proof. By Theorem 6.1.4, one has F(T*) = F(T)* for all T € LL(X). Therefore T is self-
adjoint if and only if F(T) is self-adjoint. Moreover, as (1 + T*T)’% : H — D(T)is
bijective, Ran(T) = Ran(F(T)) and dim(Ker(T)) = dim(Ker(F(T))). This implies that T
is Fredholm if and only if F(T) is Fredholm. Theorem 6.1.4 implies the claim. O

Even though it is not the main focus of this section, let us begin by studying the Riesz
metric. As it is obtained (by definition) via the bounded transform from the norm on the
bounded linear operators on X, the following is natural and actually directly follows by
combining Propositions 6.3.1 and 6.1.5.

Corollary 6.3.2. The bounded transform
T+ (Fea(90), Og) — (FBY (30, Oy)

is a homeomorphism.
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Corollary 6.3.2 allows deducing the next result which later on allows us to deter-
mine the homotopy groups of (Fg,(3), dg), see Theorem 8.6.1. By repeating the proof of
Proposition 6.2.18 for self-adjoint operators, one obtains

Proposition 6.3.3. The inclusion i : (FBg,(H), Oy) — (Fg,(H), Op) is a homotopy equiv-
alence with homotopy inverse J : (FFg, (), Ogp) — (IFBg, (H), Op).

The remainder of this section concerns the gap topology. First, let us combine Propo-
sition 6.3.1 with Proposition 6.1.7 which concerns the continuity properties of ¥ when the
gap metric d; and the extended gap metric d are used. One immediately deduces

Corollary 6.3.4. The bounded transform F provides two bi-Lipshitz-continuous homeo-
morphisms
T : (Lsa(90), dg) — (]Bg,sa(%)’ dg), T : (Fga(30,dg) — (]FIB?,sa(:H)’ dg).

The metric space (IFIB?)Sa(fH), dr) was already analyzed in Section 4.6. In particular,

Corollary 4.6.10 showed that G : (]B(l),sa(ﬂf), Op) — (UO(fH), Op) with G defined by (4.22)
and

U%(H) = {U € U(H) : Ker(U - 1) = {0} (6.13)

is a homeomorphism. Moreover, Corollary 4.6.12 already stated that also the map
g: (lPlBisa(iH), Op) — (IFIUO(iJ-f), Op) is a homeomorphism. Combining this with Corol-
lary 6.3.4, one immediately obtains a central result of this section.

Theorem 6.3.5. The maps

§oF : (Lgy(30), 06) — (U°(30), 0)
and

§oF : (Fya(30),06) — (FU(H), Oy)

are homeomorphisms.

Based on Theorem 6.3.5, one can then define the spectral flow of gap-continuous
paths in Fg, () as the spectral flow of essentially gapped unitaries introduced in Sec-
tion 4.5. This will be carried out in detail in Section 7.1 below.

Let us next compute the map GoF. Using spectral calculus of the self-adjoint operator
H e Ly, (H), one has

Go F(H) = 2B (1+ HY) ' —1-2H(1+ HY) * (1- H*(1+ BY) )}
= ZHZ(l +H2)_1 -1-2H(1 +H2)_1
= 2HH - 1)(1+HY) -1
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=(H-M)H+11)L

This shows that § - F = C, where the Cayley transform is defined by

C:R— S\ {1}, xm— 1 (6.14)
X+1
Then the operator
CH)=H-MH+D)  =1-2H+1)7" (6.15)

is called the Cayley transform of H. It is a unitary operator C(H) € U(H) by the spectral
theorem (this will also be proved more directly below). The mapping properties in the
first formula for C(H) in (6.15) are given by (H + zl)*1 : H — Ran((H + zl)’l) = D(H)
and afterwards H —11: D(H) ¢ H — H.

Theorem 6.3.5 was deduced from the results of § as given in Section 4.6 combined
with those on J given in Section 6.1. While this is clearly sufficient to go on to the defini-
tion of the spectral flow in Section 7.1, we will provide also a direct proof of Theorem 6.3.5
along the works [31, 126]. This also provides several useful metrics that are equivalent
to the gap metric d;. Moreover, these direct arguments are useful in other contexts, e. g.,
[38]. Let us start by analyzing the mapping properties of the Cayley transform and its
inverse.

Proposition 6.3.6. If U ¢ U(H) and U - 1 is injective, then H = 1(1 + U)(1 - U)‘l is
self-adjoint on D(H) = Ran(1 - U). Moreover, H = 1(1 - U)‘1(1 + ).

Proof. Since U is normal, Ker(1 - U*) = Ker(1 - U) and thus
Ran(1-U) = Ker(1- U")" = Ker(1- U)* = K,
as1- U is injective. Consequently, D(H) = Ran(1 - U) is dense in . From
A-U)1+U)=1-U*= 1+ U)1-U), (6.16)
it follows that

A+A-t=a-0l1-na+na-ov™
=1- U+ U)lganav)- (6.17)
On the other hand, if € D((1-U) " (1+U)), then (1+U)y € D(1-U)™?) = Ran(1-U) and

accordingly there exists ¢ € H such that (1+U)y = (1-U)¢. Thus ¢ = 1-U)p+(1-U)y-¢
and hence

b= 3A-U)G+9) e DA+ DYA-1))
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It follows from (6.17) that

H=11+0)A-U)"'=:1-0)2+ ).
Next, let us show that H is symmetric. If ), € D(H) = Ran(1 - U), then there exist
@', ¢' € Hsuchthaty = ¢’ — Uy’ and ¢ = ¢' — U¢' and therefore Hp = :(¥' + Uy') and
He = (¢’ + Ug"). One gets

(GIHY) = 1(9' - U'|9/ + UY')
= 1((9'[9') — (V'[9 + (@' |0W') — (Ug'|Uy'))
= —(UQ'|') + (¢ |UW')
= (9" + UB Y - UY')
= (HolY).

Hence H is symmetric and
HcH =—(1-U*)"1+U"). (6.18)
As U™ —11is injective, arguing as above one gets
H =—(1-U")"(1+U%) = =1+ U")A-U*) ",
thus exchanging U and U”* shows that H* is symmetric. Hence
H* cH" =(1-U)'A+U)=H

and it follows from (6.18) that H = H*. O

Corollary 6.3.7. If U and H are as in Proposition 6.3.6, then C(H) = U. Moreover; the
Cayley transform C : L, (H) — U°(H) is a bijection.

Proof. By Proposition 6.3.6, H = 1(1+ U)(1- U)"’. Hence
H+d=:1+A-U) ' +11-0)A-)t=201-10)7},
and thus
41
H+MD) ' ==-1-0).
21
Analogously,
H-d=:1+0A-0) ' -a-)a-0)=201-0)",

and one obtains
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CH)=H-MH+D =v1-U)1-U)=U.

To prove the second claim, one only has to show that U = C(H) is unitary and 1 - C(H)
injective for all H € L, (H). It is clear that U is surjective. For ¢ € D(H),

IH +191* = (Hp + 16| Hp + 1))
= |HOI* + 191* — 1{pIHS) + 1(H|¢)
= |HBI* + ¢l
= |Ho - 19II°
and, since U(H¢ +1¢) = Hp — 19, it follows that ||Uy| = ||¢| for all € H. Hence U is a

surjective isometry defined on all of , and consequently it is a unitary operator. Now
let us assume that ¥ € 3 is such that C(H)y = ¢. Then one obtains from (6.15)

Y= CHWY = - 2(H +1)"y,

and hence (H +11)"11 = 0 which implies that i = 0. O

The following connection of the spectrum of H € L, (H) to the spectrum of its
image C(H) € U(XK) follows from the spectral mapping theorem, but again a direct
proof is provided due to its importance for the definition of the spectral flow of paths of
unbounded self-adjoint Fredholm operators in Section 7.1.

Corollary 6.3.8. IfH € L,(H) and A € R, then

(i) Ker(A1- H) = Ker(C(A1) — C(H));

(ii) Ran(A1- H) = Ran(C(A1) - C(H));

(iii) A € spec(H) & C(A) € spec(C(H));

(iv) A € specp(H) = C) e specp((?(H));

(V) A € Specyg(H) & C(A) € spec,.(C(H)).
The proof is based on the following lemma.

Lemma 6.3.9. For H € L,,(H) and A € R, one has
M -H = +1)(CA) - CH))(1 - CH)) .

Proof. The equality

M-H=21-11+CH)1-CH)

= (A(1 - C(H)) - 1(1+ C(H)))(1 - C(H))
= (A= AC(H) — 11— 1€(H))(1 - C(H))
= (=1 - (A + DCH))(1 - C(H)) ™
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= A+ )((A=DA + 07 - eH) (1 - e(H)”
= A+ )(€@D) - ()1 - e(H))

implies the claim. O

Proof of Corollary 6.3.8. First of all, let us note that (1 - C(H))"! maps D(H) bijectively
onto K as1- C(H) = 2:(H +11)"*. Thus by the previous Lemma 6.3.9,

Ker(A1 - H) = (1- C(H))(Ker(C(A1) - C(H)))
= Ker(C(A1) - C(H)),

where the second equality follows from the fact that Ker(C(A1) — @(H)) is invariant un-
der C(H). This implies the assertion (i). As (1 - (“Z‘(H))’1 : D(H) — H is a bhijection,
Lemma 6.3.9 directly implies (ii). All other claims are immediate consequences of (i)
and (ii). O

Let us recall that for an operator H € L, () that is bounded, the spectrum of its
image C(H) € U(H) does not contain 1. This is made more precise in the following
statement.

Lemma 6.3.10. For H € L, (H), one has
(1) 1¢spec(C(H)) = D(H) = H, and this is true if and only if H is bounded.
(ii) 1 e spec(C(H)) & D(H) # H, and this is true if and only if H is unbounded.

Proof. The assertions regarding the boundedness and unboundedness of H follow as
any self-adjoint operator H : D(H) ¢ H — K is bounded if and only if D(H) = 3. By
(6.15), one has

1-CH) = 2(H +11)* € B(X)

mapping H bijectively onto D(H). Accordingly, if 1 is in the resolvent set of C(H), one
infers H = Ran(1 - C(H)) = D(H). Conversely, if D(H) = KH, then 1 - C(H) maps H
bijectively onto 3, showing that 1 is in the resolvent set of C(H). Hence assertion (i) is
proved.

In order to show (ii), we note at first that by (i), 1 € spec(C(H)) if and only if
D(H) + H. Now it remains to show that if 1 € spec(C(H)), then we actually have
1 € spec,(C(H)). But, if D(H) + X, we see that Ran(1 — C(H)) = D(H) is a proper
dense subspace of H and hence in particular not closed. Accordingly, 1 — C(H) is not a
Fredholm operator and, by Corollary 3.4.4, 1 € spec.,(C(H)). O

Corollary 6.3.8 implies:

Corollary 6.3.11. IfH € Lg,(H), then
(i) C(spec(H)) = spec(C(H)) ifH is bounded.
(ii) C(spec(H)) u {1} = spec(C(H)) if H is unbounded.
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Now allis prepared to state and prove the result that is essentially already contained
in Theorem 6.3.5. However, as already stressed above, the result also feature a metric dg
on L, (H) defined by

dg (Hy, Hy) = ||C(Hy) — C(Hy)|

,  Hy,Hj € Ly (H).
Due to (6.15), one then has
dl(Ho, Hy) = 2||(Hy + )" = (H; + )Y, Hy, Hy € Ly (). (6.19)

Hence the following theorem shows that the gap topology can be obtained form the Cay-
ley transform, similarly as the Riesz topology is obtained from the bounded transform
in Proposition 6.1.5.

Theorem 6.3.12. On L, (H) the gap metric d; is equivalent to the metric d;.. The Cayley
transform

€ : (Lgy(90), dg) — (U°(30), dy)
is a Lipshitz-continuous homeomorphism.
Proof. Recall from Proposition 6.1.3 that d,; is equivalent to
dg(Ho, Hy) = 2Ry, — Ry || + |HoRy, — HyRy |, Ho, Hy € Ly (30).
The identities

H-1)" = H+)H?*+1)" = HRy + Ry,
H+) = H-M)(H +1)" = HRy - 1Ry
imply

Ry = %((H - -H+m)Y,

HRy = %((H —-) +H+mh).
Therefore the metric dy; is equivalent to the metric dy; as, for Hy, Hy € Lg, (3),
Al (Ho, Hy) = |[(Hy + 1) = (Hy + 1) 7| + |(Ho — 1) = (Hy — 1) 7Y,

where it was used that ||A| = ||A*| for all A € B(H). Now all claims follow from Corol-
lary 6.3.7 and (6.19). O

Theorem 6.3.13. With respect to the gap metric, the set B, () is dense in L, (H).
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Proof. For H € Lg,(7), let the spectral resolution of H be denoted by (E;)cgr- Forn € N,
let us define the bounded self-adjoint operator

n

H, - J AdE, + j nsgn()dE,.

[-n,n] Al>n
Then using the metric d’6' asin (6.19), one has
dY(H,Hy) =2|(H + )" - (H, + )7

= 2” J A+t - (nsgn(d) + 1)71dEAH
Al>n

IN
:.I =

Hence H,, converges to H with respect to the metric d'é and, by Theorem 6.3.12, also with
respect to the gap metric. O

Next let us focus on the set
Fg(H)={H e F(H) : H=H"}

of self-adjoint (unbounded) Fredholm operators on H. By Corollary 6.3.8, the Cayley
transform maps Fg,(3) bijectively onto FU(H) = FU(H) n U°(H). Hence Theo-
rem 6.3.12 also implies the second statement of Theorem 6.3.5, namely

Theorem 6.3.14. The Cayley transform
€1 (Fey(F0), dg) — (FU° (), dy)

is a Lipshitz-continuous homeomorphism.
Theorem 6.3.14 directly implies the following because FU°(H) ¢ U°(%) is open.
Corollary 6.3.15. With respect to the gap metric, the set F,(H) is open in L, ().

In contrast to the set of bounded self-adjoint Fredholm operators consisting of three
connected components as studied in Section 3.6, Fg,(H) is connected when equipped
with the gap metric. Following [31], this is now proved directly by a spectral-theoretic
argument. Let us note that an alternative proof, actually leading to a stronger statement,
is given in Section 8.6.

Theorem 6.3.16. With respect to the gap metric, the set Fg,(H) is connected.

Proof. We show that FU°() is connected with respect to O, which by Theorem 6.3.14
implies the claim. For U € FU°(H), we show that there is a norm-continuous path within
FU°() connecting U to 11. First, we decompose  into the spectral subspaces H, of U
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corresponding to {¢' : ¢ € [0,7)} and {¢'? : ¢ € [m,27]}. Respectively, we decompose
U = U, & U_. There is no intersection of the spectral subspaces as if -1 € spec(U) it is
an isolated eigenvalue and hence belongs to spec(U_). And if 1 € spec(U), it does not
contribute to the decomposition of U as it is not an eigenvalue. Then by spectral defor-
mation we contract U, to:1, and U_ to —1_ where 1, denotes the identity on J{,. During
this contraction, 1 does not become an eigenvalue and -1 does not become an element
of the essential spectrum. Thus we have connected U to 1, @ —1_ within FU°().

If H_ isfinite dimensional, we rotate —i1_ through -1into:1_. Otherwise, we identify
H_ with L2([0,1]). Now the multiplication operator by —z on L%([0,1]) can be connected
to the multiplication by the function f : [0,1] — S, f(t) = ¢'G™*3) within the uni-
taries in such a way that one does not introduce spectrum at +1. Then s € [0, 7] — €*f
connects f to g : [0,1] — S% g(t) = ¢2™-3) such that —1 is not in the spectrum
and 1 does not become an eigenvalue. Finally, g can be contracted to the multiplica-
tion by . Thus, in both cases U can be connected to 1 within FU’() completing the
argument. O

The following result is due to Nicolaescu [139], see also [126] and Proposition 6.3.3.
Proposition 6.3.17. The Riesz topology on F,(H) is strictly finer than the gap topology.

Proof. By Proposition 6.1.9, the topology induced by the Riesz metric on F, (H) is finer
than the topology induced by the gap metric. In the proof of Proposition 6.1.9, a sequence
(Hp)nen of operators in Fg, () converging to H € F, () with respect to the gap topol-
ogy, but not converging with respect to the Riesz topology was constructed. This implies
the claim. O

Note that Proposition 6.3.17 implies, in particular, that every path in Fg, () which
is continuous with respect to the Riesz metric is also continuous with respect to the gap
metric. Next let us transfer the theorem of Cordes and Labrousse (see Theorem 6.1.10) to
the subset of self-adjoint operators. One immediately deduces the following result (also
discussed in [126]).

Corollary 6.3.18. With respect to the gap metric, the set FBg,(H) is open in Fg,(H). On
B, (H) the topologies induced by dy, dg, and d;; coincide.

Finally, the nextresult is a direct consequence of Theorem 6.3.13 and Corollary 6.3.15.

Corollary 6.3.19. With respect to the gap metric, the set FB, ()) is dense in F, ().

6.4 Self-adjoint Fredholm operators with compact resolvent

This section analyzes the set IFsCa(H) of self-adjoint Fredholm operators with compact
resolvent

F5,(30) = {H € B, (30 : (H - 11" € K(30)}.
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By the resolvent identity, the compactness of the resolvent (H —z1) ! at some other point
z € C)\ spec(H) is equivalent to the compactness of (H — 11)"L. Further recall that the
compactness of the resolvent directly implies the Fredholm property:

Proposition 6.4.1. Let H ¢ L, () have a compact resolvent (H — 11)‘1 € K(H). Then
H e Fg,(H) is a Fredholm operator so that H € ]Fsca(J-C).

Proof. If H € L, () has a compact resolvent, then 0 ¢ spec,,(H), which, by Theo-
rem 6.2.14, directly implies that H is a Fredholm operator. O

Operators from nga(iJ-C) play a central role in index theory and noncommutative
geometry [63] where they appear as unbounded Fredholm modules, which are also
a special case of unbounded Kasparov modules (namely those representing elements
from KK(B(H), C) or KK(C, B(H))). While both Riesz and gap topologies can be used
on IFSa(J-(), the focus will here be on the gap topology. One of the main final results of

this section is the following:
Theorem 6.4.2. Space (IFga(fJ-C), Og) is homotopy equivalent to (F,,(H), Og).

The proof of this result is surprisingly intricate and will make up a large part of the
remainder of the section. While it will mainly pend on the use of the bounded transform
of the set ]Fga(ﬂ-t), let us start the analysis of the Cayley transform of (]Fsca(ﬂ{), O¢)- Recall
from Section 3.7 that IUC(iJ-f) is the set of unitaries U with U -1 € K(H) and furthermore
from (6.13) that UO(fJ-C) is the set of unitaries U with Ker(U-1) = {0}. Here the intersection

of these sets will appear naturally
UL () = {U € U(H) : U -1 € K(H), Ker(U - 1) = {0}}.
Theorem 6.4.3. The Cayley transform
€ : (Fgy(30), dg) — (U™*(30), dy)

is a Lipshitz-continuous homeomorphism.

Proof. By (6.15), the compactness of C(H) — 1 and that of the resolvent are equiva-
lent. Therefore the claim directly follows from Theorem 6.3.12 (or equivalently, Theo-
rem 6.3.5). 0

Next let us consider the bounded transform of the set FS,

us introduce the set

(H). For this purpose, let

FBY

1,sa

(H) = {H € FB ,(H) : 1 - H* € K(K), Ker(1- H?) = {0}}.

Note that this is a subset of EBisa(J{) studied in Proposition 3.6.3, specified by the sup-
plementary condition Ker(1 - H 2) = {0}.
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Proposition 6.4.4. The bounded transform JF provides a bi-Lipshitz-continuous homeo-
morphism

T : (F, (90, dg) — (FBSL (90), dg).

Proof. This follows from Corollary 6.3.4 by implementing the compactness condition
1- H? € K(70). Indeed, the identity

_1
2

H = F(H)(1- 5(H)")

following from (6.6) implies
(H - = (1= T (FEH) - o(1 - FHP)?)

which shows that the compactness of the resolvent of H is equivalent to the compactness
1
of1- rJ'"(H)2 because (F(H) —1(1 - ?(H)Z)E )‘1 is unitary and hence bounded. O

For the following it is necessary to use yet another topology on ]F]Bi’soa(%) and some
of its supersets. The so-called strong extended gap topology on B, ¢, (J) is defined by

Ogg = 0(OF, Og),

where on the right-hand side O denotes the extended gap topology generated by dg, Og
is the strong operator topology, and the remaining O denotes the generated topology. In
other words, Og is the weakest (or smallest) topology on B, ¢, (7() containing both O
and Og. The topology Ogp was introduced in [108] under the name strict extended gap
topology, but in the Hilbert space framework the strict and strong topologies coincide.
The strong topology is not metrizable on the set of all bounded operators, but on B, s, ()
it is metrizable. This leads to the following statement which, in particular, implies that
sequential compactness and compactness are equivalent in (1B, ¢, (H), Ogg).

Lemma 6.4.5. The topology Ogp on By s, (H) is metrizable.

Proof. It will first be shown that Og is metrizable on BB, ¢, (). For an orthonormal basis
(9)ns1 Of I, consider the metric

ds(Hy, Hy) = Z 27" (Hy - Ho)n

n=1

|

and let B.(Hy) be a ball of radius ¢ > 0 in B, ;, () with respect to ds. Let N € N be
sufficiently large such that Y, 27! < £ With H € By, (H), ¥ € H,and n > 0, the sets

W, (H,9) = {H' € By () : |H'p - HY|| < n}

form a subbase of O and thus
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N
V= ﬂu§(H0,¢n) € 0.

n=1
It follows for H; € V that
o0
ds(Hy, Hy) = ZZ "||(Hy - Ho)n + z 27" (Hy ~ Ho)y|
n=1 n=N+1
€ N 00 1
-n —n+
<3 Z 27"+ _Z 27 ce,
n=1 n=N+1

Thus V ¢ B.(H,), and it is shown that every open neighborhood of H; in the metric
topology contains an open neighborhood of Hj, in Og. This implies that O is finer than
the metric topology.

For the converse inclusion, let us first note that Og is already generated by the sets
U, (H,y) with ¢ only taken from any dense subset of 3. Moreover, the set of all finite
linear combinations of elements of (¢,,),,»1 is dense in . Now let § = Z’,Ll a,®,. Then

N
n(Hl - Ho)wll < z |an|||(H1 - H0)¢n||

n=1

(e8]
<2V max |a,| Y 27"|(H; - Hy)oy|.
n=1..N =
Thus if dg(Hy, Hy) < leal}’ then H; € U.(Hy, ¥). As these sets are a subbase of O, it

follows that the metric topology is finer than Og.
Finally, Og is the topology induced by the metric d = d + dg on By ¢, (H). O

Proposition 6.4.6. The following pairs of topological spaces are identical:
@) (B, (30), Og) and (B, (), Op);

(i) (BB, (H), Ogp) and (FB), (30), Op);

(iti) (BTG, (H), Ogg) and (FByg, (3), Op).

Proof. Let (Hj);»; be a sequence in 131 Sa(J-C) converging to H ¢ IB1 sa(J0) with respect to
dp, namely ||Hj2 - H2|| — 0 and ||Hj(1 - H]-Z) 2 -H@1- Hz) 2] — 0. One needs to show that
for any ¢ € H, one has ||(Hj — H)¢|| — 0 so that the sequence also converges strongly.
AsH € ]B‘l),sa(ﬂ-C), one has Ker(1 - Hz) = {0} and therefore the range of (1- H z)§ is dense
in J. Hence, for a given € > 0 there exists ¢ € H with ||¢ — (1 - HZ)%lPII < €. Then there
is a j, such that forj > j,

G, — DG < |(Hi(1 - H2)* - H(1- H?)? )] + 2

< (B~ BY)? - (- H) )y + 3¢
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< (- HY) - (1 HD) )y + 3
< |2 - ) 1l + 3e,

where the last step follows from Proposition A.2.2. Choosing j, possibly even larger, this
shows that ||(H; — H)¢|l < 4e for all j > j,. As € was arbitrary, this shows the first claim,
which directly implies the second and third. O

Proposition 6.4.7. One has the following deformation retracts:

@ (lB‘l),sa(J{), Ogg) is a deformation retract of (By ¢, (), Ogg);

(ii) (IFIBg’sa(ﬂ-(), Ogg) s a deformation retract of (FB, i, (H), Ogg);

(iii) (lFlBi’fa(ﬂf), Ogg) is a deformation retract of (EBisa(%), OgE).

Proof. (Inspired by Proposition 2.13in [108].) Let us focus on the proof of (ii) and later on
explain that the argument also covers the cases (i) and (iii). Let K € IK()H) be a nonnega-
tive compact operator with norm less than or equal to % To construct such an operator,
recall that J{ is separable and thus has a countable orthonormal basis (¢,),~1. Then
K=% n%llq&n) (¢,| has all the desired properties. Then define

[ i FBsa(3) = FBy (30, f(H) =(1-K)H(1-K).

Note that f(H) is indeed self-adjoint and Fredholm by the compact stability of the Fred-
holm operators, and that it has norm less than or equal to 1 because |H|| < 1 and
[1- K| < 1. Now let ¢ be a normalized vector. Then, using again |H|| < 1and [|[1- K| < 1,
the Cauchy-Schwarz inequality implies

(B FHP$) = (A-K)ig|(1 - K)IH - KYHA - K)g)’
< (9|~ K)¢) (9|1 - K):H( - KY*HA - K)[¢)
< (¢|1-K)p)
~1- (BIK).

Therefore

(91— FH))P) = 1- (9| fH)'$) 21— \1- (BIK) >0,

because K has a trivial kernel. Hence Ker(1 — f(H )2) = {0} so that f(H) indeed lies in
FIBY ., (30).

Let us now show that f is continuous with respect to the topology Og:. Hence
let (H;);»1 be a sequence converging to H in (IFBy g, (3(), Ogg). It has to be shown that
then also (f(H;));»; converges to f(H) in (FBy,(H), Ogg). Clearly, (f(H;));»; converges
strongly to f(H). For the convergence with respect to dg, let us begin by estimating

I - F D’



208 — 6 Unbounded Fredholm operators

=1~ KH;1-K)H;(1-K) - (1- K)HQA - K)’H(1 - K)|
< |a-K)(H - H)1-K)|
+ - KHK@1 - K)H;(1-K) - 1 - K)HK(21 - K)HQ1 - K))|
< |H? - H?| + |H;K (21 - K)H; - HK(21 - K)H]|
< |H? - H?| + |(H; - H)K(21 - K)H;| + | HK(21 - K)(H - H;)|
< [H} ~ H*| + 4| (H; - K]

Now K can be approximated in the operator norm by a finite-dimensional matrix,
namely for all € > 0 one can find some finite-rank operator M with | K — M|| < € (this can
readily be written out explicitly from K as given above). Due to the strong convergence
s-lim;_,, H; = H, one can then find a ji, such that |(H;—- H)M|| < e for allj > j, (this is just
the standard argument showing that a strongly converging sequence of compact oper-
ators is norm convergent). Choosing j, possibly even larger so that also ||Hj2 -HY<e

forj > j,, one then finds
If(H)? - FHY| < € + 8¢ + 4|[(H; - H)M] < 13¢

forallj > j,. Hence lim;_, ||f(Hj)2 — f(H)?|| = 0. By a similar argument, one also checks
that the second norm difference in the definition of dr vanishes in the limit so that
limjﬂoo de(f (Hj), f(H)) = 0. In conclusion, f is a continuous map on (FB ¢, (H), Ogg).

Next it will be shown that the map f is actually a homotopy inverse to the inclusion
i: IFIB?’sa(iH) — By i, (), namely both of the maps i o f : FB; s (H) — FB;,(H)
andfoi: IF]B?,Sa(fH) - IF]B?)Sa(iH) are homotopic to the identity on (IFB; i, (H), Og) and
(]F]B(l))sa(ﬂf), Ogp), respectively. One can use the homotopy hy(H) = (1-sK)H(1-sK) which
is indeed continuous by similar arguments as above, and it also satisfies the inclusion
hs(lFIB(l),Sa(fH)) C ]FlB%Sa(.‘H) so that the case of f o i is also dealt with.

The argument directly covers item (i) and also (iii), the latter because indeed one
has f(H) € FB{,(3) for H € FB{,(30). O

Remark 6.4.8. The essence of the above proof is that the perturbation can be chosen
such that it eliminates the point spectrum of H at 1 for all H. The above proof also
shows that (]FIB?)Sa(%), Oyp) is a deformation retract of (IFBB; ¢, (), Oy), and also that
(]Bisa(ﬂ-f), Op) is a deformation retract of (IB; s, (), Op). o

Remark 6.4.9. In Proposition 6.4.7, on FBB, ¢, () the strong essential gap topology Og¢
appears. It is strictly weaker than the norm topology O on FB, ¢, (3(). This can be seen
by analyzing the bounded transform of the sequence (H,),>; studied in the proof of
Proposition 6.1.9 and realizing that F(H,) — F(H) in the strong topology. Another man-
ifestation is that (IFIB; g, (7(), Oy) has 3 components, while (IFB; ¢, (H), Og¢) has one com-
ponent by Theorem 6.3.16 combined with Corollary 6.3.4. <o
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Example 6.4.10. Proposition 6.4.6 showed that the extended gap topology O and the
strong extended gap topology Ogp coincide on ]FIBisa(iH). In view of Proposition 6.4.7,
one might wonder whether the same holds true for the supersets IFB; o, (3{) and By i, (30).
In fact, this is not true as shows the following example. Consider the sequence (H;);. in
FBy 5, (3) given by H; = —(1 - ]1.)1. It converges to H = 1 with respect to dp because

2
1
| - B = (1-]-,> -1-0,

2.1
||Hj(1_Hj2)% —H(1—H2)%|| = (1— })(1— <1 - }) )2 - 0.
However, the sequence (H;);»; does not converge strongly to H as Hip — -¢ # ¢ = Hp
for all ¢ € 3\ {0}. Hence Og is strictly stronger than O on FB; 5, ().
Working with the same sequence, one can show that the map f defined in the proof
of Proposition 6.4.7 is not continuous with respect to O on FB, i, (3{). Indeed,

fH)) = -(1 - ]1)(1—102, fH) =f1) =A-K)Y,
so that
IFE)A-FE) - PO -FAP)] - [-20 - KA1 - - K],

Hence dg(f (H;),f(1)) does not converge to zero. The problem is that f moves all the spec-
trum away from +1 to the inside which is a discontinuous procedure at 1in the topology
O (but the sequence (Hj);», does not converge to 1 with respect to Og; and hence does
not disprove continuity with respect to Og). <o

Example 6.4.11. This example shows that the quotient topologies Oz and Og: on
FBS™ () = IF]Bisa(ﬂ-C) /~ do not coincide. Let us consider H = £*(N) and the following

1sa
sequence of operators from ]F]Bisa(j{)l

H= ¥ (1= ot s (1= 2 a1 ) can.

k#1,n

Then ||H,21 —1]l - 0 and hence dg(H,,,1) — 0. Thus {H,, : n > 2} is not closed with respect
to O. As each class [H,] with respect to ~ has only one representative, it follows that
also {[H,] : n = 2} is not closed with respect to O. On the other hand, it will be shown
that the set {[H,,] : n > 2} is closed with respect to Og;. Indeed, as

1 1 1 1 1 1
= = (=5 ) (1= Jo = (1 2 i = 215
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the sequence (H,),s; has no strongly convergent subsequence so that the subspace
topology on {[H,,] : n > 2} induced by Og; is the discrete topology. <o

The next step will be to realize that IFIBisa(fH) is a deformation retract of FIB, s, ()
by spectral analysis. This was already proved in Proposition 3.6.3, see also Remark 3.6.4,
however, for the norm topology. It turns out that one can prove that this retraction is
also continuous with respect to O. A generalization of this fact is proved in [108]. Here
we provide an elementary proof.

Proposition 6.4.12. The space (IF]Bisa(fH),OSE) is a deformation retract of the space
(FBy go(F0), Ogg).

Proof. It will be checked that the maps in the proof of Proposition 3.6.3 are continuous
with respect to Og so that they provide the desired retraction. For H € FB ¢, (3), letus

define §(H) = min{1, min(specg (H 2))%} > 0. Then by the spectral radius theorem in the
Calkin algebra, it follows that H — &(H) is continuous with respect to Og. For 6 € (0,1],
let now fs : [-1,1] — R be the monotone continuous function defined by

fs(x) = X151 X) = X[=1,-7(X) + %X(—(S,&)(X)~

Then set f : FBy 4, () — FBY,(7() defined by f(H) = f5,(H) and consider the linear
homotopy

R FBy () x [0,1] » FBy,(H), h(H,t) = (1-0)H + tf (H).

To show that this homotopy is continuous, let us first note that if a sequence (H,) >4
in FB, ¢, (7() converges to H with respect to Og; and f is a continuous function, then also
(f (H,))n=1 converges strongly to f(H). Indeed, for all even polynomials p, this follows
from the convergence of (H2),,.; to H in norm, while odd polynomials can be written as
H,p(H,) for an even polynomial p so that the strong convergence of H, to H implies that
s-lim,,_,, H,p(H,) = Hp(H). Then the strong continuity for any function follows from
the Weierstrass approximation theorem which can be applied since ||H§ -H%* - 0and
therefore the sequence (H,),> is bounded.

To show that the homotopy h is continuous, it is shown that for any sequence
(Hp, th)ps1 in FBy 5, x [0,1] converging to (H, t) € FB g, x [0,1] with respect to Ogp x| - |,
the sequence h(H,, t,,) converges to h(H, t) with respect to Og. By Lemma 6.4.5, O is
the topology induced by the metric d = dg + dg on B, i, (H) where

o0

ds(Ho, Hy) = Y 27"|(H{ ~ Hy)¢|

n=1

. Hy,Hj € By, (30),

for a fixed orthonormal basis (¢,),>; of H as in the proof of Lemma 6.4.5. Thus it is
sufficient to show that
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nli_)rgo(dg(h(Hn, ty), h(H,t)) + dg(h(H,, t,), h(H,1))) = 0. (6.20)
The second summand is bounded by

dg(h(Hp, t,), h(H, 1)) = dg((1 - t,)H, + tof (H,), (1 - )H + tf (H))
< ds((1 - t)H, + t,f (Hy), 1 - t)H,, + tf (H,))
+dg((1- O)Hy + tf (Hy), (1 - OH + tf (H)).

The second summand in this expression converges to 0 because fs , converges to
fsqr) with respect to | - [~ and therefore by the first part of the above argument
s-lim,,_,, h(Hy, t) = h(H, t). The first summand is bounded by

ds((1 - t)H, + tof (Hy), (1 - OH, + tf (Hy))

= Y 27|t - t)Hudp + (ty — OF (Hy) by
m=1

< ¥ 2™ - A + )

m

—

<2 ) 27™M¢, - t.

18

=1

3

Thus dg((1 - t,)H, + t,f (H,), 1 - t)H, + tf (H,)) converges to 0 uniformly in H,, and one
concludes that lim,,_,, dg¢(h(H,, t,), h(H,t)) = 0. The first summand in (6.20) is bounded
by

dg(R(Hy, t,), R(H, 1)) = dp((1 - t,)Hy, + t,f (H,), (1 - OH + tf (H))
< de((A - t)H, + t,f (H,), (1 - OH, + tf (H,))
+dg((1 - OH, + tf (H,), 1 - OH + tf(H)).

By Lemma 6.1.8,

dg((1~ ty)Hy + tof (Hy), (1= OH, + f (Hy))
<2V2||(1 - t)H, + tf (Hy) - (1 - OH, + tf(Hn)"%
< 2V - (U + [FCE]))’
<2V2(2]t - tn|)%.
Thus dg(1-t,)H, + t,f (H,), 1- QHn +tf (Hy)) converges to 0 uniformly in H,,. It remains
to show lim,,_, ., dp((1 - O)H,, + tf (H,), 1 - t)H + tf(H)) = 0. It is therefore sufficient to

show that h; : FB, i, (H) — FB;,(H) defined by h,(H) = h(t, H) is continuous with
respect to Of. Because h, is a class map with respect to ~, this can be checked using
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the last claim of Lemma 4.6.6, namely it is sufficient to prove the continuity of the map
he : FBy ¢, (H) — FB, () with respect to Oz. By Corollary 4.6.11, this is equivalent to
the continuity of Goh; o S~ lon (FU(H), O ). Thisis, in turn, guaranteed by the continuity
of the map

(€%,8) € S'x (0,1] = G o hy5 0 G (€?), (6.21)
where ¢ € (0,27] and h; 5 : [-1,1] — [-1,1] is defined by

he 500 = (1= Ox + tfs(x).

As

Gohigo 9"1(e"") = 9(—(1 -t cos(%) + tf(;<— cos(%))) €S,

for (€', 8) € $! x (0,1] the continuity of (6.21) can readily be checked. O

Corollary 6.4.13. The space (FByg,(H),Og;) is homotopy equivalent to the space
(BB, (30), Ogp).

Proof. Proposition 6.4.7(iii) implies that (FB&?

1sa(J0> Osp) is homotopy equivalent to
(]F]Bisa(il-f), Ogg), which, by Proposition 6.4.12, is homotopy equivalent to the space
(FIBy 55 (), Ogg). But Proposition 6.4.7(ii) shows that the latter is homotopy equivalent to

(FBJ 4, (30), Ogp). O

Proof of Theorem 6.4.2. By Proposition 6.4.6, the topologies O and Ogg coincide on both
lF]Bf”SOa(J{) and lF]B‘l),Sa(J{). Due to Corollary 6.4.13, one concludes that (IFBifa(J{), Op) and
(]F]Bisa(il-f), Op) are homotopy equivalent. The claim now follows from Proposition 6.4.4

and Corollary 6.3.4. O

In order to further complete the analysis of the strong extended gap topology Og
on FBisa(ﬂ{), let us prove that it is equivalent to the Kasparov topology as introduced
by Bunke, Joachim, and Stolz [44].

Definition 6.4.14. The Kasparov topology O on ]FlBisa(J{) is the weakest topology con-
taining the strong topology Og and such that the map

H € (FB{,(3),0g) = 1- B € (K(J0), Oy)

is continuous.

Proposition 6.4.15. The strong extended gap topology Ogp on EBisa(J{) is identical to
the Kasparov topology Ok.

Proof. (Following Proposition 3.3 in [108].) The extended gap topology on IF]Bisa(fJ-C)
is the weakest topology such that H € (IFIBisa(fH), Og) — H? € (FBy ¢4 (H), Oy) and
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H ¢ (]P]Bisa(ﬂ-f), Ogp) —» HQ1 - Hz)% € (FByg,(H), Oy) are continuous. Clearly, the
continuity of the two maps H € (]F]Bf,sa(ﬂf), Ogp) —» 1- H? € (FIBy g, (H), Oy) and
H e (FB{,(30),0g) — H* € (K(30),0y) are equivalent. As both Og; and Ok contain
Og, it follows that O is finer than O.

Next let us come to the the converse. It will be used that the continuity of the map
H ¢ (IFIBE @30, 0) —» 1- H? ¢ (K(F), Oy) implies, by Proposition A.2.2, also the
continuity of H € (lFIBisa(iH), Og) » 1- Hz)% € (K(3),Op). Because a strongly
continuous map of compact operators is norm-continuous, it follows that also the map
He (]FlBisa(ﬂ'(), Og)— HQ1- Hz)% € (K(H), Oy) is continuous, showing that Oy is also
finer than Og;. O

Next let us provide an application of the Kasparov topology. In the set ]P]Bisa(ﬂf),
there are two subsets with opposite properties: one is IF]Bf’SOa(fH) in which neither -1 nor
1is an eigenvalue, the other has both as eigenvalues with infinite multiplicity,

FB{X(H) = {H € FB,(90) : dim(Ker(H +1)) = co}.

1,5a

The analogue of Proposition 6.4.7 is the following result (that is not used for the proof of
Theorem 6.4.2):

Proposition 6.4.16. The space (]FIB%S‘;O(J{),OSE) is homotopy equivalent to the space
(FB{ g, (30), Ogp).

Proof. (Inspired by Lemma 2.5 of [44].) Let us denote L’ = LZ([O, 1) ® C? and choose a
unitary

U:H — L2

Further let Q; = 1 ® diag(1, -1) be a proper symmetry on L?. Next let us introduce the
unitary W = (W,, W;) : L* - L* @ L* by

1 (X 1o fx+1
oo =2749(3 ), o - 27 p( X1,
where x € [0,1] and the 2 x 2 matrix component is the identity and suppressed in the
notation. Then set

H=U"W*"(UHU" & Q,)WU

for H € IFIBisa(ﬂ-C). By construction, one has He lFIBf’S‘;" (). It remains to construct a

homotopy h : ]F]sta(}f) X [%,1] — ]F]sta(}f) from hy(H) = H to h: (H) = H, continuous
> > 2

with respect to Og;. For this purpose, one can now proceed using a family of partial

isometries V, : L2 = I* first introduced by Dixmier and Douady [73]. Set

eop¥), xelo.],

v, =
V) (x) 10) X e (1],
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Note that V"V, = 1and V,V; = x| is the projection onto L*([0,t]) (again tensorized
with the identity on (CZ), so that, in particular, V; is unitary. Also [V, Qy] = 0. Moreover,
by a standard approximation argument with smooth functions, one can check that both
te [%,1] — Vi,andt e [%,1] — V" are strongly continuous. Then set

h(H) = U*(V,UHU"V;} + (1~ V,V;")Qo)U.
Dueto V;/(1-V,V;) =0, (1- V,V;)* =1-V,V; and Q% = 1, one has

1- h(H)* = U*(1 - V,UHU"V; V,UHU" V; - (1- V,V;} )’ Q})U

= U (VWV} - V.UH*U"V;)U

- U'V,U(1-H)U'V;U,
whichis compact so thatindeed h,(H) € ]PIBisa(fH). Nextlet us verify that h is continuous
and therefore a homotopy on (]PIBisa(J-f), Ogg). For this purpose, it is shown that, for any
sequence (Hy, t,)ps1 In ]F]Bisa X [%, 1] converging to (H, t) € IF]BiSﬁl X [%, 1] with respect to
Ogg x| - |, the sequence h, (H,) converges to h,(H) with respect to Ogz. By Lemma 6.4.5,
Og is the topology induced by the metric d = dg + dg on B ¢, (7() where

(o)

ds(Ho, Hy) = . 27" |(Hy = Ho)@n|

n=1

., Hy, H{ € By, (30),

for a fixed orthonormal basis (¢,),>; of H as in the proof of Lemma 6.4.5. Thus it is
sufficient to show that

im (d (h, (Hy), h(HD) + ds(hy, (), he(HD)) = 0. (6.22)
The second summand is bounded by
ds (e, (Hy), he(H) < ds(hy, (Hy), B (Hy) + ds(he(H,), he(H)). (6.23)
Then

o0
lim dg(h,(H,), b (H)) = lim Z1 2" U V,UH, - H)U*V,; Udy| = 0
m=
because s-lim,_,., H, = H by assumption and |U*V,U(H, - H)U*V;U| < 2 for all
(n,t) e N x [%, 1]. The first summand in (6.23) is bounded by
ds(ht,, (Hn)’ ht(Hn))

(o)
=Y 2 MU (V, UH, UV - VUV, + Qo(ViV, -V, V) Uy

m=1
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<

D18

2_m||U*(th UH,U" V;:l - V.UH, UV ) U,
1

(o)
+ 2 2V V =V V) Ul
m=1

3
Ii

The second summand converges to 0 and the first summand is bounded by
o0
Y. 2" |U" (v, UR,U" Vy, — VU, U™V, Uy
m=1
& —
< Z 2 m(”thUHnU (th - Vz*)U‘pm”
m=1
+|(Vy, = VOUH,U" V" Uy )
< 2 2|V, UHU™ (V) = V) Uy
m=1

+|(V, = VOUH, ~ H)U"V; Uy
+|(V,, ~ V,)UHU" V;' Up,,|))

(o)

< z Z_m(ZH(V{: = V) U + 2||(Hy — HYUV, Uy
m=1
1V, - VOUHU"; U, )

and all three summands converge to 0 by the same argument as above using
that s-lim,_,, V; = V and s-lim,_,,H, = H. Finally, it remains to verify that
lim,, o, dp(h, (Hy), h(H)) = 0. As Ogz = Oy on FB{,(H) by Proposition 6.4.15 and
s-limy,_,., hy (Hy) = h,(H) by the above, it is sufficient to show

Tim ||, (H,)* - he(H)?| = 0,
This follows from

e, (HD? = he(HD*|| = |V, UL - H)U" V. = VU1~ H)U" V[ |
< |[(v,, - VOUQ - H)U* V|
+|vu(@-Hy) - (1-HE)U V|
+ VU -H)U* (v, - V)|
< (v, - vou(1-Hy)|
+ |[Hy - |
+|(a-BHU* (v - )|
<|v, - vpUu@-H?)|
+|(v, - VoUH® - HY)|
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+|Hy - 17
+ja-=u (v, - V).

The first summand converges to 0 because s-lim,_,,, V; = V; and 1 - H? € K(H) is
compact. Because ((V;, -V)U(1-H ) = (1-HH)U* (Vt’: - V;), this implies that also the
last summand converges to 0. By assumption lim,_,, dp(H,, H) = 0 and by definition
of the extended gap metric, this implies that the third summand converges to 0 and
therefore also the second summand converges to 0. One concludes that (6.22) holds and
therefore h is continuous.

It only remains to note that indeed h;(H) = H and h% (H) = H, and furthermore

h,(H) € IFIB%S‘;"(IJ{) forall H ¢ ]PIBi’S‘?(f}-C) and all t € [%,1]. Therefore also the map
f: IF]Blc)Sa(H) — FBY®(K) defined by f(H) = H is a homotopy equivalence with respect

1,sa

to Ogr with homotopy inverse given by the embedding i : ]P]Bf"s‘f;’(ﬂ{) - IF]Bisa(fJ-C). O
The following is a direct consequence of Theorems 6.4.2 and 6.3.16.
Theorem 6.4.17. With respect to the gap metric, the set ]Fsca(ﬂ{) is connected.

Because this result may seem surprising at first sight, a direct proof is provided.

Proof. Itisshown that o (H) is connected, which, by Theorem 6.4.3, implies the claim.
For U € IUC’O(U-C), a norm-continuous path within lUC’O(SJ-C) connecting U to

Uper = Y. €71(6,) (D,

n>1

where (¢,),-1 is an orthonormal basis of I, is constructed. Note that Uyes = Xt for the
self-adjoint and compact operator Kef = Y 51 ﬁl%) (Dnl.

First, let us decompose H into the spectral subspaces 3, of U corresponding to
{€? : ¢ € [0,m]} and {¢" : ¢ € (7, 2n]}. Respectively, we decompose U = U, & U_.
There is no intersection of the spectral subspaces as, if -1 € spec(U), it is an isolated
eigenvalue and hence belongs to spec(U, ). And if 1 € spec(U), it does not contribute to
the decomposition of U as it is not an eigenvalue.

If 7C_ is finite dimensional, we rotate U_ through —1into U’ = —U_. More precisely,
the path t € [0,1] — e™™U_ lies entirely in UC’O(}C_) and connects U_ to U’ where
spec(U’) c {€? : ¢ € (0,m)}. Otherwise, we identify 3_ with L*([0,1]). Then U_ is of
the form U_ = X for some self-adjoint injective compact operator K_ € K(L2([0,1]))
with spec(K_) ¢ (-m,0]. For t € [0,2],let M; € lB(LZ([O,l])) denote the multiplication
operator given by multiplication with the function f; : [0,1] — [0, 1] defined by

fr(0) = (=14 200)x101) () + (21 = X)(t = 2) + D)y (0)

for t € [0,2] and x € [0,1]. Then
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te[0,2] > K, = —|[K_|*M,K_|?

is a continuous path of injective compact operators connecting K_ to —K_ such that
IK:l < IK_ll < m for all ¢t € [0,2]. Therefore the path t € [0,2] — et lies in UC’O(fH)
and connects U_to U’ = e -,

In both cases taking the pointwise direct sum of the constructed path and the con-
stant path t — U, gives a path in US0(%) connecting U to U . ® U’ with spectrum
satisfying spec(U, ® U') c {¢' : ¢ € [0,7]}. Then there is an injective compact op-
erator K ¢ K(J) with spec(K) c [0,7] such that U, & U’ = ¢'X. The linear path
t € [0,1] — K; = (1 - t)K + tK,es connecting K to K. is within the injective compact
operators with spectrum spec(K;) c [0, r]. Therefore the path t € [0,1] — ¢! is within
U (%) and connects U, ® U’ to U, Thus U can be connected to U, within U (%),
which implies the claim. O



7 Spectral flow for unbounded self-adjoint Fredholm
operators

In this chapter, the spectral flow of paths of self-adjoint unbounded Fredholm operators
is introduced like in [31] as the spectral flow of unitary operators obtained from the
unbounded operators via the Cayley transform. As such, the spectral flow of unbounded
self-adjoint Fredholm operators inherits many natural properties which are also listed
in Section 7.1. In the next Section 7.2, the paths are in the subset of Fredholm operators
with compact resolvent and satisfy certain summability conditions which then allow
connecting them to so-called n-invariants. Section 7.3 is an application of spectral flow of
unbounded self-adjoint Fredholm operators to certain paths arising from Hamiltonian
systems. The chapter is concluded by Section 7.4 which shows that for certain paths of
unbounded self-adjoint Fredholm operators the spectral flow is still given as the index
of an (unbounded) Fredholm operator.

7.1 Definition of spectral flow and its basic properties

In this section the notion of spectral flow is generalized to gap continuous paths of possi-
bly unbounded Fredholm operators. As in [31], this will be achieved by taking the Cayley
transform of the path to use the spectral flow of the resulting path of unitaries. More pre-
cisely,let t € [0,1] — H, € F, () be continuous with respect to the gap metric. Then by
Theorem 6.3.14, the path t € [0,1] — C(H,) € ]FUO(f}-C) is norm-continuous. Therefore its
spectral flow is well defined in the sense of Section 4.5, and one can define the spectral
flow of t € [0,1] — H, in a similar manner as in Proposition 4.6.2.

Definition 7.1.1. Let t € [0,1] — H; € Fg,(3) be continuous with respect to the gap
metric. Then the spectral flow of this path is defined by

S£([0,1] + H,) = Sf(t € [0,1] — C(H,)).

The first result shows that for a path of bounded self-adjoint Fredholm operators
this definition coincides with Definition 4.1.2. This implies that all examples of paths with
nontrivial spectral flow from Chapter 4 also provide examples of nontrivial spectral flow
in the sense of Definition 7.1.1. A path of truly unbounded operators with nonvanishing
spectral flow will be given in Example 7.1.4 below.

Proposition 7.1.2. Let t € [0,1] — H, € FBg(H) be a norm-continuous path of self-
adjoint Fredholm operators. Its spectral flow defined by (4.4) fulfils

Sf(t € [0,1] — H,) = Sf(t € [0,1] — C(H,)).

@ Open Access. © 2023 the author(s), published by De Gruyter. [(co) EXEX=EH] This work is licensed under the Creative
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Proof. To show this, let us choose a partition 0 = t; < t; < -+ < tjyq < )y = 1and
ay, >0,m=1,...,M as in Definition 4.1.2. By item (i) of Corollary 6.3.8,

Ran(Ye(_q,q) (C(Hy))) = Ran(¥(_qq)(H,))

and therefore
t € [tm-1, tm] = Xe(-ay,a,(CH))
is norm-continuous. For a > 0, let us set
Poo=XoaHe)s  Pri = Xi—q0)(Hy)
and similarly
Pé(a),t = Xeo.a) (CHY)), Pé(a),t = Xe(-a0) (CHY).
Again by item (i) of Corollary 6.3.8, one has
Ran(Pé(am))t) = Ran(PZm,t)
and
Ran(Pé(am),t) = Ran(P;m,t)
for t € [t;,_1, tm]. Therefore

Tr(PE’(am),t) = Tr(P;m,t)

and

Tr(Pé(am),t) = Tr(P;m,t)

again for ¢ € [t,,_1, t;,]. One can conclude that

am)tmfl am’tmfl

M
= % > Te(P,  -Py  )-Tr(P, ,  -P; . )

1 M
=3 2 TP, = Petann) ~ TTPea b0 ~ Peantn )
= Sf(t € [0,1] — C(H,)),

as claimed. O
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Remark 7.1.3. It is also possible to define the spectral flow of a gap-continuous path
t € [0,1] — H; € Fg,(H) in a similar way as for paths of self-adjoint bounded Fredholm
operators in Section 4.1. More precisely, using Corollary 6.3.8, one can check that for
H e Fg,(H) there is a number a > 0 and a neighborhood N of H in F,(H) such that
S = X(—aa)(S) is @ norm-continuous, finite-rank projection-valued function on N. Thus,
by compactness it is possible to choose a finite partition 0 = t; < t; <+ <ty <ty =1
of [0,1] and a,,, = 0,m =1,..., M, such that

te [ty tnl = Py ¢ = X—aa(He)

is norm-continuous with constant finite rank. Furthermore, as in Section 4.1, let us in-
troduce the spectral projections

Py = XoaH),  Po¢ = Xi—a0)Hy-

Then the spectral flow of the path ¢ € [0,1] — H; can be defined by

M
Sf(t € [0,1] — H,) = % > Tr(P; P P, ., +P; . ).

Ayt - Ayt - Ayl Apy>bn—q

As in Section 4.1, one can show that this does not depend on the partition of [0,1] or on
the values a,,, but only on the path t € [0,1] — H,. An argument similar to the one
leading to Proposition 7.1.2 shows that both definitions coincide, namely

Sf(t € [0,1] — H,) = Sf(t € [0,1] — C(H,)).
Further details on the equivalence of this approach and Definition 7.1.1 are given
in [31]. <o

Next let us give an example of a path in F,, () with a nonvanishing spectral flow. It
actually lies in the set IFga(fJ-C) of self-adjoint operators with compact resolvent that was
extensively studied in Section 6.4.

Example 7.1.4. Let us consider H = ¢*(Z) and the operator path

tel01] ~H =) <n+ % + t>|n><n|.

nez

Clearly, H; € ]Fg (H) and

a

+ ; +t-1
[n){n|
1

A

nez M+ 5 +t+

is norm-continuous in t. One readily checks that Sf(¢t € [0,1] — H;) = 1. Now one readily
checks that H; = S*H,S where S|n) = |n + 1) is the right shift on EZ(Z). This unitary S is
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connected to the identity 1 by a continuous path of unitaries (either by Kuiper’s theorem
or by using a logarithm of S, or by writing out an explicit path as in Example 8.3.4 below).
Hence t € [0,1] — H, can be closed to a loop by a path of invertibles. This shows that
there are loops in (U“° (%), dy) that cannot be retracted, which may seem surprising at
first sight because 1 is never an eigenvalue along this loop. <o

In this example, the path is actually also Riesz-continuous (and thus, in particular,
gap-continuous). This follows from the following result that allows checking the Riesz-
continuity in numerous applications.

Proposition 7.1.5. Lett € [0,1] — H; € Fg,(J) be such that t € [0,1] — H, — H, extends
to a path of bounded operators which is norm-continuous. Then t € [0,1] — H; € Fg,(H)
is also Riesz-continuous.

Proof. First of all, it follows from the Kato—Rellich theorem that the domains D(H,) all
coincide. By definition of the Riesz topology, one has to show that ¢ € [0,1] — F(H;) is
norm-continuous. For this purpose, let us use the following functional calculus:

| o0
F(H,) = H,(1+H) ? = H, J d;ﬁ (A+D1+ Hf)’l,
TIA2
0

As (A + D1+ th)‘1|| < ﬁ the integral is norm-convergent and its image lies in the

domain of H,. Therefore
-1
F(H,) - F(Hy) ~ (Hy ~ H)(1+ Hf)

- H, J L@+ + Y - (@Q+ 11+ HY

(0]

@

- ((A+ D1+ H?) Hy(Hy(H, - Hy) + (H, - H)H)((A + D1+ H?) ™.
A2

[SY—

By assumption, one clearly has lim,_,; ||(H; —Hs)(1+Ht2)‘% [ = 0. To show that the integral
also vanishes in the limit, let us note that the spectral theorem implies

-1 |1 -1
|H (A + D1+ H) | < SUp 1 Ai

EX A+ D1+ HY) | <1

This indeed allows checking lim,_,, |F(H,) — F(Hy)| = 0. O

Remark 7.1.6. Forapatht € [0,1] — H; € Fg,(J() thatis continuous with respect to the
Riesz metric, one can also directly define its spectral flow using the bounded transform
F 1 (Fgp(H), Op) — (BF,(H), O) via
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Sf(t € [0,1] — H,) = Sf(t € [0,1] — F(H,)). (7.1)

Indeed, by the very definition of the Riesz metric, one then has the norm-continuity
of t € [0,1] — F(H,). Because the Riesz topology is stronger than the gap topology
by Proposition 6.1.9, the definition (7.1) directly coincides with Definition 7.1.1 due to
the results in Section 4.6. However, there are paths which are gap-continuous, but not
Riesz-continuous. If one has a merely gap-continuous path t € [0,1] — H,, then, by
Corollary 6.3.4, one knows that t € [0,1] — F(H,) is continuous with respect to the
extended gap metric dg. In this situation, one can still use (7.1) to compute the spectral
flow because the continuity of the low lying spectrum is the same for the two metrics dr
and dy, see the proof of Proposition 4.6.16. <o

Let us conclude this section by collecting some basic properties of the spectral flow
of paths of (unbounded) Fredholm operators.

Theorem 7.1.7. Lett € [0,1] — H, € F,,(H) be a path that is continuous with respect to

the gap metric.

(i) Ift € [0,1] — dim(Ker(H,)) is constant, then Sf(t € [0,1] — H;) = 0.

(ii) The spectral flow has a concatenation property, namely if t € [1,2] — H; € Fg,(H)
is a second gap-continuous path, composable to the first one in the sense that the
endpoint of the first path is the initial point of the second path, then

Sf(t € [0,2] — H,) = Sf(t € [0,1] — H,) + Sf(t € [1,2] — H,).
(iii) Changing the orientation of the path leads to a change of the sign of the spectral flow
Sf(t € [0,1] — H,) = - Sf(t € [0,1] — H;_,).
(iv) The spectral flow has a reflection property, namely
Sf(t € [0,1] — H,) = - SE(t € [0,1] — —H,).

(v) The spectral flow has an additivity property under direct sums, namely given a second
gap-continuous path t € [0,1] — S; € Fg,(H')

S(t € [0,1] — H, ®S,) = SE(t € [0,1] — H,) + SE(t € [0,1] — S,).

(vi) The spectral flow is invariant under conjugation by a path t € [0,1] — U; € U(K) of
unitaries

Sf(t € [0,1] — H,) = Sf(t € [0,1] > U; H,U,).

Proof. All items are directly inherited from the basic properties of the spectral flow of
a path of unitaries, see Theorem 4.5.5. O



7.2 The p-invariant and spectral flow =— 223

Theorem7.1.8. Lett € [0,1] —» H;andt € [0,1] — Ht’ be two paths in Fg,(3H) with
H, = Hj and H, = H{ and such that there exists a gap-continuous homotopy between the
two paths leaving the endpoints fixed. Then Sf(t € [0,1] — H,;) = Sf(s € [0,1] — Ht’ ).

Proof. Leth:[0,1] x [0,1] — Fg,(J) be a gap-continuous homotopy between the paths
t € [0,1] — H;and t € [0,1] — H{. Then Theorem 6.3.14 implies that the composition
Coh : [0,1] x [0,1] — FU%¥) is a norm-continuous homotopy between the paths
t €[0,1] — C(H,) and t € [0,1] — C(H,). Therefore, by Theorem 4.5.6,

S£([0,1] = C(H;)) = SE([0,1] = C(H,)).

The claim follows from Definition 7.1.1. O

7.2 The n-invariant and spectral flow

As already briefly mentioned in Section 1.3, Atiyah, Patodi, and Singer [14] introduced
the p-invariant as a measure of the spectral asymmetry of an invertible self-adjoint op-
erator H = H* under the condition that H has compact resolvent with eigenvalues de-
caying sufficiently fast. Let us first start with a formal definition of the n-function by

n(H,s) = Tr(HH| ™) = Z sgn(A)IA;|~, (7.2)

J

where s > 0 and 4; are the eigenvalues of H (this clearly makes sense if |H |~ is trace
class). It is then often possible (e. g., for certain classes of pseudo-differential operators
[177, 14, 28, 125]) to show that the n-function has a meromorphic extension given by

T3

n(H,s) = Tr(H(HY) 7 ) = — Jdtt%l Tr(He ). (73)
270

Whenever n(H, s) is regular at s = 0, one says that the n-invariant of H is well defined
and given by n(H) = n(H, 0). Here the analyticity in s and its possible poles will not be
further analyzed. We rather proceed with the following definition.

Definition 7.2.1. Let H be a self-adjoint operator with compact resolvent and such that
2
He ™" is trace class for all t > 0. Then the n-invariant of H is defined by

1 T _1 _tH?
nH) = — J dtt 2 Tr(He ™), (7.4)
& 0

provided that the integral is finite, in which case we will say that the n-invariant exists.
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Let us first note that n(H) = Sig(H) if H is a matrix, see (1.10). Furthermore, one
clearly has n(H) € Ras H = H" so that Tr(He‘tHz) € R. In some situations such as
Proposition 10.5.10 in Section 10.5, one can even show n(H) € Z. Also let us note that
Lemma 7.2.3 below shows that the trace class property of e also implies that He ™'
is trace class. What is required in Definition 7.2.1 is, moreover, the integrability condi-
tion in (7.4). Proving the existence of the p-invariant is, in general, a delicate issue. It
is known to exist for Dirac operators on compact closed manifolds [14, 28]. Later on in
Section 10.5, it will be shown that the n-invariant of the spectral localizer associated to a
low-dimensional index pairing exists. It is the aim of this section to prove a connection
between the n-variant and the spectral flow of a suitable path, first stated in the work of
Getzler [96] and further analyzed in [93]. While we essentially follow the intuitive line
of proof in [96], some essential modifications are necessary. In particular, the DuHamel
formula stated and used in [96] does not hold (as pointed out via a counterexample in
[56]). Another idea to prove Theorem 7.2.2 below was put forward by Carey and Phillips
[55, 56]. It is based on a variation of the formula given in Theorem 5.7.9 which is briefly
discussed in Remark 5.7.10. This alternative approach, moreover, extends to the semifi-
nite setting of Chapter 11, see [56]. Section 10.5 will present an application of the theorem
below to a particular situation in which the corrective term given by the limit actually
vanishes.

Theorem 7.2.2. Lett € [0,1] — H, = Hy+V, € ]F o, (30) be such that the endpoints Hy and
H, are invertible with existing n-invariants and t — V, € Bg,(H) is differentiable. Then

m
m.a NI

1
SE(¢ € [0,1] > H,) = ((Hl)— n(Hy) + JdtTratHe 0.
0

As a first preparation for the proof, let us state a stability result for the trace
2
Tr(He ") entering into (7.4). For later use, it will be stated a bit more generally than
needed.

Lemma7.2.3. Let H; ¢ ]F 2 (30) such that Tr(e ~tH; ) < oo for somet > 0. Further let
V € By, () and set H = Hy + V. Then one has

Tr(e ™) < &IV Tr(e20),

and for all a > 0,

Tr(|H% ) < (%)Ztuvnz Tr(e”iH0),
e

Proof. Firstofall, for all § € (0,1),

(Hy+ V) = (1- 8)H2 + (SHy + §'V)’ + (1- § )V
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> (1-8")H; - §7*v*
> (1-8)H; - §7*|VIA.

Now, as Tr(e™) < Tr(e®) for 0 < B < 4,
Tr( e—t(HUJrV)Z) < eta’z V]2 Tr( e—t(l—éz)Hg).
Choosing 8% = % implies the first claim. For the second, simply bound

Tr(|(Hy + V)°e U0 V)) < [[Hy + V|20t a2 BV

a

§ <£>Z Tr(e_%(H0+V)2),
et

because Aae’%’lz < (%)% for A > 0. Now the first bound implies the claim. O

Proof of Theorem 7.2.2. First of all, let us state a fact that will be used, but not proved
in detail: by an arbitrarily small bounded perturbation, the path t € [0,1] — H, can be
moved into a generic position in which all eigenvalue crossings are simple and transver-
sal, namely if Ker(H;) # {0} then dim(Ker(H;)) = 1 and the eigenvalue A; satisfies
0iA; # 0. This can be achieved by adapting the proof of Proposition 4.3.2. Clearly, moving
the path into a generic path does not change the spectral flow and for the generic path
one can then use the sum of eigenvalue crossings to compute the spectral flow, just as
in Proposition 4.3.3.

Next let us show that also the right-hand side in the claim of Theorem 7.2.2 does not
change when the path is moved into a generic position. For that purpose, it is sufficient
to show that this is true for the integral on the right-hand side. Indeed, this integral can
be understood as the integral over a 1-form a, on the linear space B, () defined by

5 (X) = Tr(Xe ),

namely one has

1
2
j dt Tr(3,H,e 1) = j a.
[te[0,1]~H,]

The independence of the integral under deformations follows by standard arguments
(see the proof of Proposition 5.7.6) once it is shown that the 1-form a, is closed, namely
for all X, Y e Bg, () (which is the tangent space to B,())) one has

asls:an,H+sY X) = as|s=0ae,H+sX(Y)'

To check this, let us begin by computing
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H+ Y )( = a € 2 ¢ )
S|s 07eHts X) s|s_—0TI'(Xe 7 (H+sY) 3_E(H sY))
= a (354 2 R
s|s:() Tr(Xe f( sY) ,:,—EH )

€772 ¢ )
+ Oglgo Tr(Xe 2™ 73 HsVy,

€172
Note that both summands contain a trace class factor e 2 . Now the other factor will
be rewritten as the absolutely convergent integral

_€
e 2 =— e

Hesy)? 1 J a2 A SY)
el v
Ve & Vom

Now the derivative can be computed using DuHamel’s formula [163, p. 69]:

1 a2 1=P)AH v rAH —EH?
lomoerrsor (0 = 2 [ S ¥ [ ar{Tr(xe e i)
\/E]R \2r

+ Tr(Xe i e )y H )]

1
1 dx _2 _¢H? rAH 1(1-r)AH
= — | —=e 2 | dr[Tr(Ye 2" """ 1AXe

ﬁj — J [Tx( z )

+ Tr(Ye’MHz Axe!(1-TAH engZ)]

= as |s:0 ae,H+sX(Y)-

In conclusion, for the remainder of the proof one can assume that the path is in a generic
position.
To continue the argument, let us introduce the regularized n-invariant by

U PRSP
qe(H)_\/J_Tsts Tr(He™" ), (7.5)

where € > 0. If the p-invariant of H exists, then clearly lim,_,o n.(H) = n(H). This is
known for H;, by hypothesis, and it will be shown next that n.(H) exists for all H = Hy+V
for V e Bg,(H) so that it holds, in particular, along the path H,. First of all, let us note
that if H has a kernel with an associated orthogonal projection P, then Tr(PHe ¥ 2) =0.
Now, as H has compact resolvent, one can assume that there is a constant g > 0 such
that H> > g% Then n,(H,) can be bounded as follows:

vin(H) < | ds s Tr(He’SHZ)

1 2
< | dss2 Tr(|H|eTEr e

Pe——Q P—Q
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(o0}
< [ dsst e(ae e - |
€
(]
1 2 2
<e 2 Tr(|Hle ) J dse 748
€

—et Tr(IHIe_eHz)é < co.

Next let us show that the map t — n.(H,) is continuously differentiable in every
point t € [0,1] where Ker(H,) is trivial (in the other points, it will be shown below that
it is not even continuous and has a jump). In these points, there exists a g; > 0 such that
th > gt2 and, consequently, as above

Tr(e 2 < Tr(e i )e 18

S rr2 1
which is integrable at s = co. Moreover, ||Hte’th [ < (es)"2 as in the proof of Lem-
ma 7.2.3. Hence in the following computation based on the Leibniz rule, all terms are
absolutely convergent:

(o)
VTon.(H,) = J ds 53 [Te(3,H,e ) + Tr(e 37 H,(3,e737)) + Te(H,e 3 (9,e737))].
€

For the evaluation of the latter two summands, let us appeal as above to the Fourier
transform and DuHamel formula:

1

_Sp? 1 12 -

o 2t = 7 jd/le 2 jdr eI 25, H e ™.
s

R

Sy
Replacing and using the cyclicity of the trace, allowed due to the trace class factor e~ 2,
one finds

s S 2 s
Tr(Hte_inz(ate_inz)) = % J dre s Tr(zAHte’Aer"inzath)
s
R

Sz _syp2
= —Tr(sH?e e 2% 5,H,).

The other summand has exactly the same value. Therefore, using integration by parts,

\/Eatne(Ht) =

P P

dss”

N‘_
=
-

—

&

o
m\

%)
&

N—r
+
N
&
(%]

2

S
=
—

—

S
s
(o)

L
=3

SN—r
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Y Tr(athe"erz).

Let us also note that it is possible to show that ¢t — 0,n.(H,) is continuous at all points
where Ker(H,) is trivial. This readily follows by invoking once again Lemma 7.2.3, but
we do not spell out the details.

Next let us focus on a point t where Ker(H,) is nontrivial. Because the path isin a
generic position, one then has dim(Ker(H;)) = 1 and the crossing eigenvalue 4; satisfies
0A; # 0. Let § — P, s denote the associated kernel projection which for § sufficiently
small is one-dimensional. Inserting 1 = P; + (1 - P;) in the trace in n.(H;) and using that
the contribution of 1 — P, is continuous in ¢, one finds

Ne(Hero) = Ne(Hy—o) = lgfg(ne(HHa) ~Ne(Hy_s))

(o)
.1 _1 —sH? —sH?
:11m—Idss 2 Tr(H,, se "6 — H,_ge~5Ms
510 \/J—T ( t+6 t-§ )
€
[ee]
i 1 -3 ~SH.s -sH_s
=1§ﬂ)1% dss™> Tr(Py,sHy,s€ 0 — Pr_sH; g€ %)
€

Next expanding the eigenvalue shows P, sH,,5 = A, sPrrs = 0A P58 + O(8%). Now let
us set

(oe)
sgn.(A) = % J ds sf%/le’s’lz, AeR.
€

Then the following integral identities (similar to (1.12) in the introductory chapter) can
be used:

lgg sgn.(A) = -1, I)HBI sgn.(A) =1.
This implies

ne(HHO) - rle(Ht—O)

1, 21 ,—S(8%@A)*+O (%)
=lim— | d 20,16 + O(8 ot
éfB‘vﬁJ ool
= 25gn(0,4,).

Finally, one can compute the spectral flow of t € [0,1] — H, as the sum of contributions
over all t € [0,1] such that Ker(H,) + {0}:

Sf(te[0,1] > H)= Y sgn(dA,)
Ker(H,)#{0}
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1
=5 (nelHi) - ne(H o)

Ker(H,)#{0}
1
1 1
= 5 (ne(H) - ne(Hy)) - 5 jdt 3une(H)
1 b
2
= 5 (Ne(Hy) —ne(Ho)) + =1 JdtTr d.Hye ),
%

due to the fundamental theorem and the above formula for d,.(H;). This holds for all
€ > 0, but as the limit € — 0 of the first two terms exists, also the limit of the last one
exists. This proves the claimed formula for the spectral flow. O

7.3 Conley-Zehnder index as spectral flow

As an application of the last sections, it is here shown that the Conley-Zehnder index
associated to a path of monodromy matrices of a one-parameter family of periodiclinear
Hamiltonian systems is equal to the spectral flow of the Fredholm operator associated
to the Hamiltonian systems. Such a connection goes back to the work of Robbin and
Salamon, see Theorem 7.42 in [160]. The setup is, moreover, the same as in Section 12.3
where the bifurcations of the family are analyzed.

The family of periodic linear Hamiltonian systems are of the form

{Iasu(s) +A(s)u(s) =0, seS =[0,271], 06

u(0) = u(2m),

where (t,s) € [0,1] x R — A,(s) is a continuous family of self-adjoint 2N x 2N matrices
that is 27-periodicin s, and I is the standard symplectic form given in (2.1). The real vari-
able t is an external parameter. Note that if A, is real, then also u can be chosen real, and
actually all objects in the following are real. Let us also note that after the basis change
given by the Cayley transform (2.2), one can also use the standard indefinite Krein form
J multiplied by 1. In this representation the reality condition takes a different form. Ac-
tually, the algebraic manipulations in this section become a bit more transparent in the
standard representation because then no Cayley transform is needed. We rather stick
with the standard from (7.6), also to illustrate the implementation of the basis change.

The crucial remark is that the solutions of (7.6) for each fixed value of t are the
kernel of the self-adjoint Fredholm operator

Ht . Wl’z(Sl,(CZN) c Lz($1, (CZN) R Lz(Sl,(CZN)

given by
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Hu=Iou+Au, uew(s!,c™). (7.7)

These operators have a constant domain and are self-adjoint Fredholm operators which
depend continuously on t when considered as bounded operators between W%(st, c2V)
and LZ(Sl, (CZN) (see [160]). Its use in context with (7.6) is based on

dim(Ker(H,)) = #{linear independent solutions of (7.6) for fixed t}. (7.8)

Next let ¥,(s) be the fundamental solution of (7.6), namely the unique time-
dependent 2N x 2N matrix solution of the initial value problem

10,%,(s) + A,(5)¥,(s) = 0, W¥,(0) =1. (7.9)

The solution W, (s) is I-unitary (and actually symplectic if A; is real) for all (¢,s) as
0y(P;I¥,) = 0 and ¥; (0)I¥,(0) = I. In particular, the same holds for the monodromy
matrix

M, =¥, (2m).

This monodromy matrix provides another way to approach the solutions of (7.6), namely
one has

dim(Ker(M, - 1)) = #{linear independent solutions of (7.6) for fixed t}. (7.10)

Now the kernel Ker(M, ¥ 1) is precisely the object that can be accessed via intersection
theory of Lagrangian planes in the Krein space (C*", (~I) @ I). As in (2.23), one has

dim(Ker(M; ¥1)) = dim(Ran((ﬂ}[ )) n 52_,),
t

where F, = Ran((}})) is the 2N-dimensional reference plane in C*. This is explained in
detail in Section 2.3 for the Krein space c*, (=))®]), but, as already stressed, the whole
Section 2.3 directly transposes to (C4N, (-I)®I) after the basis change (2.2) is carried out.
In particular, the Conley-Zehnder index of the path ¢t € [0,1] — M, of I-unitaries is
defined by

CZ(t € [0,1] — M,) = CZ(t € [0,1] — EM,C*),

where on the right-hand side there is a path of J-unitaries. Next recall that the Conley-
Zehnder index is related to the eigenvalue passages through —1. As here the focus is
rather on the periodic solution and therefore the eigenvalue passages through 1, one
rather looks at the Conley-Zehnder index of the path ¢ € [0,1] — —M; which is

CZ(t € [0,1] — —-M;) = BM{L(t € [0,1] — Ran(1e M,F,)).
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Based on (7.8) and (7.10), it is now reasonable to expect that there is a tight-connection
between the spectral flow of t — H; and the Conley-Zehnder index of ¢ — —M,. Indeed,
the dimensions at the intersection points are the same. The following result states that
also their orientations are the same.

Proposition 7.3.1. If (7.6) only has the trivial solution for t = 0,1, then
Sf(t € [0,1] = H,) = —CZ(t € [0,1] — -M,). (7.11)

Proof. Let us first note without a detailed proof that Propositions 4.3.5 and 4.3.6 can be
proved verbatim for the unbounded self-adjoint Fredholm operators H, with constant
domain (see [200]). Thus, after perturbing by 61 for a sufficiently small &, it can be as-
sumed that all crossings of t — H, are regular. Moreover, this perturbation does not
affect the Conley-Zehnder index because it shifts A, — A; + 61 and M, depends con-
tinuously on this shift so that, due to the fact that there are no nontrivial solutions at
the boundary points, the Conley—Zehnder index is not changed. Hence it is sufficient to
show (7.11) under the additional assumption that ¢ — H, only has regular crossings.
Let now ¢, be a regular crossing of t — H;. The crossing form at ¢ is

rto (9) = <¢|(ath)to¢>

2

[ (sl s
0

2

- J (U]} (5)(DALS)),, ¥y, (SIu)ds, (7.12)
0

where ¢ € Ker(H,) ¢ L*s',C*) and u = ¢(0) ¢ C*. In particular, M, u = u. Now
rewriting (7.9) leads to that

0 A (S)W(S) = —10,0,W,(S) — A;(5)0,¥(5) (7.13)
and
lIJ;‘ (8)A,(s) = as(ll';‘ ($)I). (7.14)

Plugging (7.13) and (7.14) into (7.12) yields, using ¥,(0) = 1,

2

Ty (¢) = - J (Ul (27, (1(0,05¥(9)),, + ¥7, (A, (9)(0 ¥ (9)),, Ju)ds
0

2

- j (|} ()13,(0,W,(5)),, +35(W}, (I)(@Le(s)),, u)ds
0
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21
J(ula L S(BP(5)), )u)ds
0

= —(u|¥7, 2m)I(0,%,(2m)), u)

= —(u|My 10 M), u),

where still ¢ € Ker(H, ) c L*(S",C*") and u = ¢(0) € C*" with M, u = u.
On the other hand,

CZ(t € [0,1] — —M,) = Sf(t € [0,1] > S(—CM,C*)).
Now setting v = Cu and using Theorem 2.3.3,
M, Cv=v & SEeMClv=v & S-CM,C")V=-Jv.
Then by Lemma 2.3.9,
(viS(-eM,,€")"aS(-CM,e"), v} = (v](CM,,C") Jo,(eM,€"), |v)
= (uMy (€7J€)(0: M)y, |u)
= 1(u|M; I@My),, [u)-

Therefore the crossing from for the spectral flow of unitaries, see Definition 4.5.7, is
given by

~1(Jv|S(-CM,,€") "3, S(-CM,C"), |[v) = T, ().

This implies the claim. O

Remark 7.3.2. The invertibility of the endpoints of t — H, in Proposition 7.3.1is actually
not necessary. It is possible to work out the necessary amendments, taking into account
the boundary terms in Propositions 4.3.6 and 1.5.11. <o

Now let us spell out the implications of a nontrivial spectral flow of t — H;, or, due
to Proposition 7.3.1, equivalently a nontrivial Conley-Zehnder index of the monodromy
matrices t — M,. The setup described above directly implies the following statement:

Proposition 7.3.3. Let (7.6) be such that it only has the trivial solution for t = 0,1. For
each t € [0,1], let m; = dim(Ker(M; — 1)) denote the dimension of the solution space of
(7.6). Then

Y my > |CZ(t € [0,1] > —M,)|. (7.15)
te[0,1]

The estimate (7.15) gives a lower bound on the number of linearly independent
solutions of (7.6) in terms of a topological quantity. In the present situation, the path
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t — A, is fairly arbitrary and, consequently, there is also no monotonicity, say of the
unitaries t — S(—CM,€*). This lack of monotonicity implies that there is only an in-
equality in (7.15). For special paths, a monotonicity may hold, and then one can boost
(7.15) to an equality. An example for this is oscillation theory in the energy variable.
More precisely, if A; stems from a regular matrix-valued Sturm-Liouville operator on
the interval $' = [0,1) and ¢ is the spectral parameter of the associated self-adjoint oper-
ator, then one can prove a monotonicity statement exactly as in Section 2.5, see [35, 173],
and then conclude that an analogous result to Theorem 2.5.1 holds. For this reason, the
claim of Proposition 7.3.3 is also referred to as a result of relative oscillation theory.

7.4 Spectral flow as index via semiclassics

This section presents a generalization of Section 3.5 to a setting with self-adjoint Fred-
holm operators acting on infinite dimensional fibers, namely the spectral flow of a path
of self-adjoint Fredholm operators is shown to be equal to the index of a Fredholm oper-
ator. In contrast to Section 3.5, this connection does not hold for all paths of Fredholm op-
erators, but only for some types of paths. Therefore let us consider a path of self-adjoint
Fredholm operators of the form

te R H,=H+K, € F,(H), (7.16)

where H : W — H is a possibly unbounded self-adjoint Fredholm operator with domain

Wandt € R — K; € Bg,(H)is a continuous path of bounded self-adjoints. Furthermore,

one of the following two assumptions is supposed to hold:

Case A: W equipped with the H-norm is compactly embedded in H{ and K, =lim,_, ., K;
exist and are such that H, = H + K, are invertible.

Case B: H is bounded, K, is compact and K, = lim,_,, ., K; exist and are such that H, =
H + K, are invertible.

Note that in both cases the spectral flow of the path t € R — H, is well defined as there
is a compact interval I ¢ R such that H, is invertible for all t € R \ I. Then one defines
the spectral flow as

Sf(t e R+ H;) =Sf(t e I — H,;).
Now the following result is similar to Theorem 3.5.1.

Theorem 7.4.1. Lett € R — H, be a path as above which is either in Case A or in Case B.
Similar as in (3.3), we define the operator Dy; : W(R, W) — LX(R, K) by

DH = at - Ht'
Then Dy is a Fredholm operator with index given by

Ind(Dy) = - Sf(t € R — H,). (7.17)
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Case A of this theorem was proved by Robbin and Salamon [160], while Case B is the
one-dimensional case of Callias index theorem [45], see also Abbondandolo and Majer
[1], Pushnitski [155], as well as [94, 95]. Before going into the proof, let us stress that
Ind(Dy) = -Sf(t € R — H;) does not hold for all continuous paths t € R — H, of
self-adjoint Fredholm operators. The following example is essentially taken from [1].

Example 7.4.2. Let Py, P; € B(H) be projections with infinite-dimensional kernels and
ranges such that (Py, P;) is a Fredholm pair of index k € Z \ {0}. Let U € U(H) be a
unitary such that U*PyU = P,. Choose a smooth path ¢t € R — U, such that U, = 1 for
t<0and U; = U fort > 1. For every € > 0, consider the smooth path

t e R H,, = Ur(1-2P)U.

of self-adjoint and invertible operators. Clearly, Sf(t € R +— H,,) = 0 for all e > 0. When
€ converges to zero, H,; converges in LY(R, B()) to the piecewise-continuous path

teR— HO,[’ = (1 — zpo)X(_oo’(]] + (1 - ZPI)X(O,OO)

The stable and unstable directions of H (notably €y, and €y , as defined and denoted
in [1]) are given by Ran(P;) and Ran(1-Py), respectively. Therefore by Theorem 5.1in [1],
Dy, is a Fredholm operator of index k. As lim,_,, |Dy_ — Dy, || = 0, this implies that Dy
is a Fredholm operator and Ind(Dy, ) = k # Sf(t € R — H, ) for e sufficiently small. ¢

Here we provide a new proof based on a semiclassical argument similar to Witten’s
proof of the Morse inequalities (e. g., [67]). The argument will heavily use the operators
Dy : WH(R, W) — L*(R, K) defined by

Dy = k0, — H,

fork > 0and L, : W(R, W) ® C? — L%(R, H) ® C? given by

L= < 0 D,’;)K>.
DH,K' 0
The latter satisfies the so-called supersymmetry relation

g =te 15 °).

It will be shown that L, is a self-adjoint Fredholm operator. Hence its index vanishes,
but actually the kernel allows computing the index of Dy , via

Sig(Jlger(z,)) = Ind(Dg x)- (7.18)
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Note that the left-hand side makes sense because Ker(L,) is a J-invariant subspace. To
compute the kernel, one may assume that the path ¢ € R — K, is differentiable, see
Lemma 7.4.5 below. Denote the derivatives by Ht’ = Kt’ .Nextletususe Ker(L,) = Ker(Li)
and compute

2 !
(H)” + KH, 0 > (7.19)

2 22
(LK) =-K at + < 0 (Ht)z _ K'Htl
Now let us note that (L,)? is an operator-valued one-dimensional Schrodinger opera-
tor with semiclassical constant k. It has a compact resolvent. It will be shown that all
eigenvalues close to 0 can, at least for x sufficiently small, be computed as a sum of con-
tributions that are localized in the variable t. By Krein type stability arguments, one can
then easily access the desired signature in (7.18).

Lemma 7.4.3. The operator
Lo : WHR,W) @ C* ¢ LA(R, W) & C* — L*(R, W) ® C*

is self-adjoint for all x > 0.

Proof. Let us first decompose L, as follows:

0 —a[> <0 H> <0 Kt>
L.=k - - . 7.20
K <at 0 H 0 K, 0 (7.20)
The first two summands are commuting self-adjoint operators acting on the space
WY(R) ® H ® C? and L*(R) @ W ® C?, respectively. Their sum is then self-adjoint on
the intersection Wl’z(]R, W)2 = Wl’Z(IR) ® W ® C%. The last summand is by hypothesis a

bounded self-adjoint and therefore the Kato—Rellich theorem (e. g., [112, Theorem V.4.4])
implies that L, is self-adjoint on the same domain. O

Lemma 7.4.4. The operator L,, as well as the operator Dy ,, is Fredholm for all k > 0.

Proof. Letus note that o;L, = Dy ,®Dy;  where g; denotes the first Pauli matrix. There-
fore L, is Fredholm if and only if Dy , is Fredholm by Corollary 3.3.2.
Let us first deal with Case A by adapting an argument from [193]. Set

Li—< 0 —Kat—Hi>
K \ko, - H, 0 '

Because (Lf)2 = —xzaf + Hi > 0 by the invertibility of H,, it follows that the operator
L . WY(R,W) — L*R,H) is invertible. Thus there is a constant ¢ > 0 such that
Ly + A, is invertible for all paths t € R +— A, of bounded operators A, € B(3() such that
sup;cg 14,1l < c.Lett, be such that |[K,—K_|| < con (—co,t_]and |K,-K, || < con [t,, c0).
Furtherlet y, : R — [0, 1] be two smooth functions supported on these sets and equal to
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1on (-co,t_—1] and [t, +1, c0), respectively. Introduce y : R — [0,1] by * = 1- 2 —){f.
Then y is supported onI = [t_ —1,¢t, +1]. As L, is self-adjoint by Lemma 7.4.3, L,. + 1 is
invertible. Moreover, by the above, L, restricted to the support of y, and y_ is invertible.
Hence one can set

Q=x (L) Yo + XL+ 07X + X, L) 1,

The Fredholm property of L, will follow once it is shown that Q is a pseudoinverse to
L., namely an inverse up to a compact operator. One has

LQ-1= L@+ %+ Y Lto@) Yo -1

g==%

= YL (Ly + l)_l)( + [LK’X](LK + 1)_1)( + Z [LK’XU](LK)_lXO' _Xz
o=t

=Ly + ) Y+ Lo X)L+ 07X+ Y (Lo Xo) L) Ko

g=%
It remains to show that each summand is compact. Let us recall from Lemma 7.4.3 that
Ly : WH(R,W) — L*(R, K) is self-adjoint, hence (L, + )™ : L*(R, ) — W™(R,W)
is bounded. Because y is compactly supported on I = [t_ — 1, ¢, + 1], one concludes that
also y(L, + z)’1 : LZ(]R, H) — W1’2(I , W) is bounded. Moreover, note that the inclusion
Wl’Z(I W) — LZ(]R, J) is compact by the Rellich embedding theorem combined with
the hypothesis that W — % is compact. Therefore y(L, + :)"" is a compact operator
on L%(R, K). For the other summands, one can argue in the same manner, using that
(LK)‘l)(G : LZ(IR, H) —» Wl’z(]R, ‘W) isbounded and [L,, x,] is compactly supported. AS L,
is self-adjoint, QL, — 1 = (L,Q — 1)* is also compact and therefore Q is a pseudoinverse
to L.

Let us next come to Case B (this is covered by the results of [1], but we provide a
different more direct proof). We show that Dy, is Fredholm, which is equivalent to the
Fredholm property of L,.. The proof is similar to the argument leading to Theorem 3.5.1
dealing with the finite-dimensional situation. We first show that for all € > 0 there is a
finite-dimensional projection P, € B(H) such that

|P.HA-P.)| <e and |K,(1-P,)|<e forallteR.

Because K; € B(%) is compact for all ¢t € R, there is a projection P, € B(H) such that
K1 - Pyl < % Moreover, there are projections P, such that K, (1 - P,)| < g There
ist, > 0such that |[K_ - K|l < § fort € (-co,~t,) and |K, - K|l < 5 for t € (t,,00).
Ast € [-t,,t,] — K, is uniformly continuous, there is § > 0 such that |K, — K| < g
for all ¢',¢" € [-t,,t,] such that |t' — t”'| < & Then we choose a finite set of points
t = -t, <ty <--- <ty =t,suchthat|t, 4 —t,l < Sforallm =1,...,M. Then for
t < -t,, one has

|K.(1-P)| = IKP_ - K,
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=|KP.-KP +KP -K +K_-K|
S|KP_-K_P_|+|K_P_-K_|+|K_-Kll <€

and analogously for ¢t > t,. For t € [-t,, t,], there is t,, such that |t - t,,| < . Then

"Kt(l - Ptm)” = "Ktptm - Kl
= |KP, — K, P +K P —K, +K —Ki
<|KP, - K P Il +IK, P —K |l +IK, —Kl<e.

Next choose a finite-dimensional projection P such that P > P, for all m. By the above,
K, (1-P)|| < eforallt € R. By the spectral theorem and because H is self-adjoint, there is
H e B(¥) such that |H - H| < e and such that H is of the form H = Y, a,P, for a, € R
and projections P, such that Zﬁ’zl P, = 1. Let P, be the projection onto the range of P,,P.
Then P, is finite dimensional and P, < P, holds for all n. Therefore P, = Y, P, isa
finite-dimensional projection commuting with H and fulfilling P, > P. By construction,
|K;(1-P,)| < eforallt e Rand

|PeH(~P)| = |P(H -~ H+ H)1-P,)|
< |P(H - H)A - P)| + |P.H1-P,)|
= ||P.(H - H)1-P,)| <.

Next let us show that there are constants a,¢ > 0 and € > 0 such that

"(DHWlZ < C(”P[—a,a]gD”LZ([fa,a]) + ”DH,K(p”LZ) (721)

for all 9 € W(R, H), where P_aqa) = X(-a,a) ® Pe- This then allows finishing the proof
as follows. As the restriction ¢ +— Pj_, ;¢ is known to be a compact operator from
Wl’Z(IR, H) into LZ([—a, a], H) by the Rellich embedding theorem, Dy; has a closed range
and a finite-dimensional kernel by Proposition 3.2.6. As the same is true for Dj; = -D_g,
the cokernel of Dy is finite dimensional and Dy is Fredholm.

For the proof of (7.21), let us first note that

'
@llwz = lolzz + ol

1
= ol + ;"(DH,K +H)€0||L2

< ¢y(l9llg2 + I1Dg @l 2), (7.22)
for some constant ¢; > 0. Second, assume that H, = H is constant, where H € B(H) is
self-adjoint and invertible. As D Dy, = Dy Dp = ~k*0f + H* > ¢ > 0 and therefore

Dy . is invertible, there is a constant ¢, (H) such that

Ipllyrz < c(H)IDg (@l (7.23)
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Let us now decompose ¢ € W"*(R, ) into ¢; = (1® P,)p and ¢, = (1 - (18 P,))o.
For the considered (in general nonconstant) path t € R — H,, there is a constant a such
that

1 5
IH, -H,| < — for+t>a,
20

where ¢, = max{c,(H,),c,(H_)}. For ¢, such that ¢,(t) = 0 for t € [-a,a] let us set

01,.(6) = 9, (Ox(t > 0) and g, _(¢) = 9, (O)x(t < 0). Then by (7.23),

91wz < ClIDg kP14 ll2
< C2(||(DH+,;< — Dy )12 + 1Dp P14 l112)
= &(|(H, - D)@y, [| 2 + 1Dy 01,4 1112)

1
< £||¢71,+||LZ + Gl Dy P14 M1 2
1
< E”¢1,+"W1’Z + Gl D s @1, N2

Therefore

||(P+||W1:2 < ZCZHDH,K(D+”L2

and similarly

l9_llwz < 2¢/|1Dpr @Il 2

In conclusion,

lollyrz < 4¢3 Dy @l 12 (7.24)

for all ¢, such that ¢(t) = 0fort € [-a, a]. For general ¢; € Ran(1®P,), choose a smooth
cutoff function y : R — [0,1] such that y(t) = 0 for |¢| > a+1and y(t) = 1for ¢ € [-a, a].
Using (7.22) for y¢p, and (7.24) for (1 - y)¢,, one obtains

loslye < x@sllysz + | =)@ iz
< cy(Ix@allze + | D@0 2) + 4c2| D (A = )01 12
< (|1Paa®ilizaay + 1P OOV 12) + 42| Dpr (1 = X)01)|| 2
< &1 (IP-qa @illiz(-aa) *+ KX @1llz2 + 1Dyl 2)
+ 46| Dy (91| 2 + 421D P 2
< Cl(||P[—a,a]§01”L2([—a,a]) + Kr&%{xl)(,(t)|||P[fa,a](01||L2 + ||DH,K(01||L2)

+4cyK r&%{xl)(,(t)lnp[—a,a](Dl”Lz + 861D @1l
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< (1P aqP1lr2(-aa)) + 1PrcP1l12);

where a = @ + 1 and ¢; = max{c; + (¢; + 4¢y)k maX,.g [x' ()], ¢, + 8¢y}

To bound [|¢, ||z, without loss of generality, we assume that H is invertible which

1

can be achieved by replacing H by H, for some suitable ¢, € R. Then fore < i)

(7.23), one gets

l@allyrz < co(H)|| (0, — H) |2
= ¢y(H)||(k0; — H ~ K; + K) @5 12
< ¢H)(IDg x@allp2 + 1K, 95l 52)
= ¢(H)(IDg x@allp> + [K:(1 - A ® P)) @y 2)

1
< ) Dy x@allz2 + Ellqozlle
1
< C(H)| Dy 9ol 2 + §||(Pz||wl»2~
Therefore

lQallyre < 2¢,(H)IDg 4@ 12
One can conclude that

lollyz < @1l + l@allye
< C3("P[7a,a] (pllle([—a,a]) + "DH,K(PluLZ) +2¢,(H) 1Dy @2l 2
< C3l1P a1 @l 2((-q,a7) + MAX{C3, 2¢, (H)}(|1Dpr @11l + IDpy P2l p2).

Moreover,

IDgr c@1llz2 + 1D @2l 2

<[(@®P) + (1~ (1®P,)))Dy ]2
+[(A®P,) + (1- (1®P,)))Dy s ;2

< |A® Pe)Dg @4 |2 + (1~ Q@ P))(H + K)oy 12
+ (1~ A ® P))Dyy k22 + (1 ® P)(H + Ky 12

< 2[(1® Pe)Dg 1 + (1 - (18 Pe)) Dy a2 + 4€ll 2

<2|(1® Pe)Dy 1 + (1~ (1® P)) Dy o1 + (1~ (1® Pe)) Dy 0,
+ (18 Po)Dpy |2 + 4€ll9ly2 + 2| (1~ (1@ Pe))Dpg 42
+2|(1® Pe)Dyy 05 12

< 2Dy @l 2 + 12€] @]l 2

< 2Dy k@l 72 + 12€(| @[l yyr2.

Inserting this into (7.25) leads to

,using

(7.25)
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lplwre < 3lIPqa®@lli2(_aay +2max{cs, 2¢,(H)}IDg @l 12
+ 12e max{cs, 2¢,(H)}H @l yr2-

For e sufficiently small,
12e max{cs, 2¢,(H)} < 1,

therefore (7.21) holds for some constant c. O

Note that, by Proposition 6.2.13 for Case A and Theorem 3.3.4 for Case B, the index
of Dy  is independent of k > 0 as k € (0,00) — Ind(Dy ) is constant. Therefore it is
sufficient to prove (7.17) for one x > 0. Next we show that it is also sufficient to consider
smooth pathst € R - K.

Lemma7.4.5. Lett € R — H; = H + K; € SF(KH) be of the form described in Case A
or Case B. For any € > 0, there exists a smooth path t € R +— K, € Bg,(H) of bounded
and in Case B of even compact operators with |K; — K| < € uniformly in t such that
eigenvalue crossings of the path t € R +— H + K, are simple and transversal, namely
dim(Ker(H + K,)) < 1for all t € [0,1] and Ker(H + K,) = {0} except for a discrete set of
crossings. For any crossing t,, there is § > 0 such thatt € (t, — 6,ty + §) — K, is real
analytic and I?t’ |ker(er Ry 7 0. Moreover; the path t € R +— K, can be chosen such that

lim,_,, ., (®)} = 0.

Proof. Ast € R+ K, is uniformly continuous, there is ' > 0 such that [|K, — K| < %
for all ¢',¢" € R such that [t' - ¢"| < &'. Let b > 0 be such that |[K; - K_o,|| < 5 for
t <-band |K; - K, ll < % for t > b and such that H + K; is invertible for ¢ ¢ [-D, b].
For a partition -b = t,,...,t;; = b such that |t,, — t,,4| < § forallm = 1,...,M, one
can replace K; on [t,,_,t,] by the linear path IA([ = t":t_mtht + [:_t;"”:_ll K, . Then the
patht € [-b,b] — K is continuous and piecewise real analytic and ||IA([ - K| < g
uniformly in ¢t. If [-a,a] N spec,(H + K;) = @ fora > 0 and t € (t,_1,y), by Theo-
rem VIIL.1.8 in [112] for Case B and Section VII.3.1 in [112] for Case A, one can cover the
set {(t,A) € [ty_1ptm] X [-a,a) : A € spec(H + K,)} by finitely many graphs of real-
analytic functions A;, each possibly defined on some subinterval of [¢,,_;, t,,] if the eigen-
value leaves [-a, a]. In particular, Ker(H + K;) = {0} except for finitely many crossings
t € [ty_1> ty] Or Ker(H+K,) # {0} forall ¢ € [t,,_;,t,]. In thelatter case, we choose a parti-
tiont,,_; = tygs-..>tm = tm and ¢, x such that £c,, , ¢ spec(H+K,) forallt e (tm1-1> tmt]
and replace H + K, by H + K, = (H + K) + €(t = tyy 1 1)(t =t )H + KX (¢, (H + Ke)
where 0 < € < % is chosen such that Ker(H + J~<t) = {0} except for finitely many cross-
ings t € [t,_1,ty,]. Note that this path restricted to [-b, b] is piecewise real analytic as
t € [tpintmi] © XicpoenaH + K,) is real analytic, for the same reasons as above.

m-1

Therefore there is a path t € R — X, such that H + X, is invertible except for a discrete
setof points and such that | X, ~K,|l < £ uniformly in t. For Case B, X is compact for all ¢.
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If ty € [0,1] is such that t — HAQ is not analytic in t, and such that Ker(H + 3’@0) +0,
thereisan ey > 0 such that H + X, ., is invertible. We then replace X, on [t - €y, ¢y + €]
by 2=ty o+ 5 t°+€°il<[ +e,- Therefore, one can assume that Ker(H +X,) = {0} except
for a discrete set of crossings, and for each crossing ¢, there is €, such that the map
t € (ty — €ty + €9) — H + X, is real analytic. There are valuesa > 0 and 0 < § < ¢,
such that +a ¢ spec(H + ZJACt) and [-a, a] nspec(H + JACI) for t e (t, - 6,ty + 6) consists of
finitely many eigenvalues of finite multiplicity. Then, again by Theorem VII.1.8 in [112],
there is a real-analytic path t € (¢, — 6,t; + §) — U; € U(H) of unitaries such that
U, Ran(y;_qq (H + X)) = Ran(y_qq(H + X;)). Then t — U,(H + X)U; [Ran ooy (4 )
is a real-analytic path of finite-dimensional operators and, by Theorem I11.1.10 in [112],
there is a real-analytic path of unitaries t € [0,1] — V; € B(Ran(x[_q,q H + 9’5[0)), cM )
such that V,U,(H + X)U; V}" = diag(A,(?),...,Ay(t)) where t — A, (t) are real-analytic
functions representing the eigenvalues of H + X,. By Sard’s theorem, the complement
of the set of regular values of the eigenvalues A;, k = 1,...,M in (¢, — &,ty, + &) has
measure zero. Therefore there are §;,...,8;, € (—g, g) such that 0 is a common regular
value of the functions t — A (t) + 8 for k = 1,..., M and such that dim(Ker(diag(A,(t) +
815 Ay (®)+68y))) < 1forallt e (t)—6,t5+96). Then sett1ngH+Kt U (V] diag(A () +
61, Ay + 8V + (H+K ) ~Xi-aa) (H+X,)U, thepath t € (t,—8,ty+8) — H+K,
is a real-analytic and has only simple and transversal eigenvalue crossings. Moreover,
there is € > 0 such that ||f<t - 9A<t0,5|| < % forallt e (t; — 6 - €ty — §) and such that
IK, - J?toﬂgu < % forallt e (ty+6+8,t,+8). We thenreplace t € (t,—8—-&,t,—8) — KX,
by the linear path t — K, connecting X; _s_¢ to K; _s and similar for ¢ € (¢, +8, ty+5+€).
Then, by construction, the path ¢ € [0,1] — K,, where K, = K, fort ¢ (t,—8—¢€,,ty+5+€)
for all crossings ¢, is continuous and all eigenvalue crossings are simple and transver-
sal. Its restriction to [-b, b] is piecewise real analytic. Let t, ;,...,t.; € [-b,b] be the
points at which K is not analytic. For §, > 0,lett € R = y; (¢) € [0,1] be a smooth
function such that ys (¢) = 0if [t - ¢, | > 26, for allland [t| < b -6, and ys (t) = 1if
there is an I such that |t - t, ;| < §, orif |t| > b. Then for &, sufficiently small, the path

te R K =K(1- x5 (1) + ZKz Xo, (OX1e, -2, 426, (D)
+ Kpxs (Ox(t > b-6,) + K pxs, (Ox(t < -b+6,)
has the desired properties. O

Due to the homotopy invariance of the spectral flow and the constancy of the index
of a Fredholm operator, it is sufficient to show (7.17) for generic paths t € R — K,
described in Lemma 7.4.5. Therefore, from now on, we will assume thatt € R — K;isa
generic path.

Proof of Theorem 7.4.1. The detailed proof will be separated in several steps.
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Step 1 (IMS localization). Let tf,...,ty € R be the finite number N of points for which
dim(Ker(H;:)) = 1. By diagonalizing the smooth path t — H, on each Bf = (t/ -6,t] +96),
one obtains a differentiable unitary basis change ¢t € B — W, such that

. (H? 0
WHW, = < 6’t di(t - ti*) . H,Rt> , (7.26)
where d; € R\ {0}, Hft is invertible for ¢ € B? and ||Hft|| <clt- tl-*lz.

Now a variation on the IMS localization procedure [181, 67] will be used. For each
t;,let )(f : R — R be a smooth function, supported on [-§, §] and such that )(f (t) =1for
te [—%6, %6]. We naturally extend )(f to a multiplication operator on W4(RR, ). One
then has the following properties:

- UGpH]=0;
— The support of )(1-5 lies in the ball Bf;
— 1081l < ¢'87! for some constant ¢’ uniform in i.

Furthermore, let us set
5\2 u 5
06 =1-Y.0)"

Note that Zfio()({s ) = 1. Now computing the double commutator [)({s , [)(f , (L)) twice
shows

2 2 2
06 (L + L () =20 Wxt = —2*(3u?)
Summing over i shows the ILS localization formula

N N
2
(L)? = X0 WX + Y X0 W xf K Y (0! ) (7.27)
i=1 =0

Step 2 (Local toy model). Let us now focus on one summand y? (L)%’ in order to obtain
a local toy model for (LK)2 in a neighborhood of ¢;", by replacing (7.26). Set W = fli dt W,
and extend the unitaries W naturally to 2 x 2 matrices. Then

* * 2
XL X = X)W (WL W) Wyp

2
sl O —Kwatw*> < 0 —WHW*)] s
=W _<KW8tW* o )" \cwmwr o0 Wi

2
s T 0 —Kat—WHW*> ( 0 —KW(W')*>] s
_ W Wy
Xi _<Kat—WHW* 0 aww’y: o Xi

Seprx |50 T
:XiW LK,i®LK,i+<

0 —KW(W')*—OGBHI-RHZW s
KW(W")* -0eH!? 0 P
(7.28)
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where

0
0o < 0w —Hi’t>
k= \kd, - HY, 0

and the main toy model is

T < 0 —K0; — d;(t - t{‘))
o \ko, - di(t - t]) 0 '

Even though in the above only its restriction to the range of )(f is of relevance, it will
now be analyzed as an operator on L*(R, C). Its square is

Kl

() = (—Kzaf + ()Pt — £ + Kd; 0 )
0 K20+ (d)(t -t ) —xd;)

Both operators are direct sums of two harmonic oscillators, shifted by +kd;. The spectra

are given by {(2n + 1)k|d;| + x|d;| sgn(d;) : n € Ny}. Therefore, if d; > 0, (L,f,l-)2 has a

vector in the kernel in the second component, while for d; < 0 it has a kernel vector in

the first component. In both cases, it is given by a Gaussian state ¢, ; € L*(R, C%) with

variance K%. It follows that
Sig(”}(er(LL)) = - Sig(dy).

Moreover, the first excited state of (L. ,)° is of order k.

Step 3 (Bounds on error terms in the IMS localization formula). Let us now bound the
terms in (7.27). The operator )(g (LK)ZXg is of the form

—k%0% + H? + kK] 0

Sy \2,8 _ 8 s
Xo@Li)Xo = Xo < 0 _Kzatz +H:2 _KKtl>XO'

As th restricted to the support of )(g is strictly positive and bounded below by c¢,6° for &
sufficiently small and ||K/ | is bounded by ¢, for all t € R,

8 2.8 2/ 8\2 52
XoLi) Xo = ¢16"(xg) — C2k(xp) -
Combined with the bound on the derivative E)Z)({S , one thus deduces

N
2 2 _
(L) 2 a8 (1)) - k() + Y AP (L)’xP — c3x*8 7% (7.29)
i=1

Next let us bound the localized terms by using (7.28). First recall that, for two self-adjoint
operators A and B (here A isunbounded and B is bounded), one has the operator inequal-
ity {A, B} < A? + B? for the anticommutator, so that
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(A+BP? =A*+ B +{52A,6 1B} > (1- MA> + (1- 6 B,

for n > 0 to be chosen later (such that the second negative term becomes small due to a
6-dependence of B). Therefore

Ko
% 2 2
> (1- 8N W™ ((Le) @ (L) )Wy}
2
s i 0 —kW(W")* —0@HR s
+(1_6 q)XlW (KW(W’)*—O@HR 0 ! > WXl
L

The above analysis of L,f,l- shows that there is a rank 1 operator F; such that

Stark (1T \2rar,8 %0 8\2
XeW (L)) Wxi 2 Cix(x;))” + Fy,

for some constant C;". Moreover, (L,‘li)2 has a mass gap that is uniformly (in ) bounded

from below so that
Starx (10 \21p7,68 8\2 52 1 512
W (L) Wx; = ca(xi) - ek(xf)” = 204()(1') )

for k sufficiently small. As to the second summand, let us note that W(W')* is bounded
and HiR is of order &2 on the support of )(f , thus one has

5W*< 0 —KW(W')* —OeaHf)Z
A \kww'y* - 0o HF 0

wy? = (k% k8% 8%).
Collecting the estimates, one thus has

KL = €= 8M(UP) + (1= 8M)F; + (1- 5 MO, k6% 6%),

for k so small that C/k < %c4. Finally, introduce F = Z]iil F; which is of rank N and set
C* = min{C}, ..., Cy}. Substituting into (7.29), one concludes

(L)’ 2 8° ()" - ek(xg) - cr’8™
+Cr(1- M)A - (0)}) + (1= 8N + (1- 6 M)O(xk% k8%, 8%).

Now the size of the balls is chosen to be § = k¥ with 2a < 1. Then for 5 € (0,1) such that
8" < 3 and C such that ¢;6° — ¢,k — ¢3x*6 7 > Ck and € < $C* — 3872 for k sufficiently
small,

o1 _
(L) = CK1 + oF - ek 4Ma,
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Now choosing any a < % and n < 1such that (4 — n)a > 1 (one possible choice is a = %
and n = }1) shows that

(L) = %Cn + %F. (7.30)

Step 4 (Spectral bounds on L, ). The bound (7.30) combined with the Rayleigh—Ritz princi-
ple implies that (L,)* has at most N eigenvalues in [0, %CK]. By providing N test functions
(again following closely [181]), it will next be shown that there are at least N eigenvalues
of (L )2 in [0, cx ] Combining these facts then gives a detailed information on the low-
lying spectrum of L, namely there are eigenvalues v, ,,..., v, y € spec(L,)N [—CK 3, ok’ ]
(listed with their multiplicity) such that

e e -

The trlal functions are constructed from the Gaussian zero modes ¢, ; of L ; with vari-

spec(L,) N

= Vet o5 Vet

ance k:. These states thus differ (locally) little from the normalized vectors
Dp; = ap W (0@ ¢y) € AR, H), (7.31)

aslongasé > KZ. As their supports are disjoint, the functions ®,,,..., ®, y are orthog-
onal. Similar as above (with n = 0), the operator Cauchy-Schwarz inequality implies
that

X < oW (12 @ LL) Wy? + 20(k%, k8", %),
Hence, using as in the proof of the ILS localization formula
D) o] = ) (L) + 26 + (L) O’
we obtain

(0| LA, ) < lalP2{(0 @ ¢ )| X (L2 ® L)) )(l Sl0@ ) + O(k* k8% 8h)
- |aA|22<¢,<i|xf(L£ ) XN ri) + O(, k8%, 8%)

2 2, 8\2
= 1ai* (il 00) (L) + 2°@x7) + (L) () [0} + O K", 8%)
O(k*87%) + O (k% k8%, 8%).

Choosing again § = x* now with a = %, it follows that (CI>K)1~|(LK)2|(I)K,I~) = O(K%) for all
i =1,...,N. By the Rayleigh—Ritz principle, there are thus at least N eigenvalues of (L,)?
that are smaller than O(K% ). This implies the claim stated above.
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Step 5 (Stability of signature). Let W, = (Pp,.-.,Yey) : C¥ — L*(R,H) be a partial
isometry onto the normalized eigenstates ¥, ,,..., {; y corresponding to the low-lying
spectrum of L, as identified in Step 4, namely

W LY, = diag(Vieqs. .., Viw)-

As alllow-lying eigenvalues are included (see Step 4), the identity JL,.J = —L, implies that
{Vk1---» V) is invariant under reflection and that the set i, 4, ..., ¥, y of eigenvectors
is J-invariant. By Theorem 2.3 in [181], the approximate eigenstates ¢, ; constructed in
Step 4 are close to ¥, ;, namely [, ; — @, ;| — 0 ask — 0.Hence ¥y J¥, ;- D¢ J®,; — 0
and thus, for x sufficiently small,

v Y, = —diag(sgn(dy), ...,sgn(dy)).

Those eigenvalues v of L, which are different from 0 lead to symmetric pairs (v, -v)
with eigenstates given by (¥, Ji). The latter are two-dimensional J-invariant subspaces
with vanishing J-signature because J (1, /i) = g;(¢, Ji) where o is the first Pauli matrix.
Therefore, even though the kernel of L, is not determined,

N

Sig(JIxer(r,) = — Sig(PrJW,) = — ) sgn(d;) = - S(t € R H,).
i=1

Combined with (7.18), this implies the claim first for k > 0 sufficiently small, but then
can be raised without harming the Fredholm property and thus changing the index. O



8 Homotopy theory of Fredholm operators

This chapter is about homotopy groups of the sets of Fredholm operators, unitary
and self-adjoint Fredholm operators, Fredholm pairs, and other operator classes. Both
bounded and unbounded Fredholm operators with various topologies are dealt with,
and as an application a characterization of the spectral flow is proved in Section 8.4.
Part of the presentation below follows closely the texthook by Boof3-Bavnbek and Wo-
jciechowski [32], as well as the excellent lecture notes by Schroder [165] which are
unfortunately only available in German. When dealing with unbounded self-adjoint
operators equipped with the gap metric, another crucial element of proof is taken from
a paper of Joachim [108] that is apparently not particularly well known. Along the way,
several homotopy equivalences are proved and this is summarized in Section 8.7. Sev-
eral fundamental results are needed (in particular, the long exact sequence of homotopy
groups of fiber bundles and the stable homotopy groups of the general linear groups as
computed by Bott) and are recalled in Appendix A.3 for the convenience of the reader.

8.1 Homotopy groups of essentially gapped unitaries

For the stable general linear group GL(co, C), the homotopy groups are known by Bott’s
celebrated result, see (A.3) in Appendix A.3. It was then proved by Palais [141] and
Shvarts [179] that one can enlarge GL(co, C) to the invertible operators G°(3() in the
unitization of the compact operators without changing the homotopy groups. More
precisely, consider

K(H)" ={T e B(H): T -1 € K(H)} =1+ K(H),
and the subset of invertibles
G*(H) = G(H) N K(H),
equipped with the norm topology. Then

c Z, kodd,
m(G00) = 0, keven &1

A proof of the latter fact can also be found in [165]. Based on this, one can directly state
the homotopy groups of the essentially gapped unitary operators. Indeed, by Proposi-
tion 3.7.2, the set FU(K) = {U € U(H) : -1 ¢ spec,,(U)} of essentially gapped unitaries
can be retracted to the set U°(H) = {U € U(H) : U -1 € K(7)}. Furthermore, the polar
decomposition provides the following:

@ Open Access. © 2023 the author(s), published by De Gruyter. [(c) IXEXEEM This work is licensed under the Creative
Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.
https://doi.org/10.1515/9783111172477-008
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Proposition 8.1.1. With respect to the norm topology, U°(X) is a deformation retract of
G ().

Proof. For T € G°(H), clearly, also |T|2 =T*T e G°(J(). Moreover, for s € R,

dz s -1
71" = 5 2 (- 1Ty

T

for some contour surrounding the (positive) spectrum of |T|? once in the positive sense.
Due to the resolvent identity, one has |T|® € G¢(H). Therefore U = T|T| ™} € U¢(H) and
the path s € [0,1] — U|T|® lies in G°(H). Thus the homotopy

h:GY(H) x [0,1] —» G(H), h(T,t)=T|T|™"

is well defined and clearly norm-continuous. Moreover, h(T,0) = T for T € G°(H),
h(T,1) € U(K) for T € G°(H) by the above, and h(U,t) = U for U € U°(H) and
t € [0,1], and therefore h is a deformation retraction of G¢() onto U°(K). O

Now the homotopy groups of G°(J) are given by (8.1) by the results of Bott and
Palais. Therefore we obtain

Corollary 8.1.2. With respect to the norm topology, the homotopy groups of the essen-
tially gapped unitary operators are

Z, kodd,
m(FU()) =
0, keven.
Corollary 8.1.3. The spectral flow on closed loops establishes an isomorphism
Sf : m (FU(K)) — Z.

Proof. Clearly, St : my(FU(K)) = Z — Z is a homomorphism. Example 4.5.4 shows that
this homomorphism is surjective. It is then a fact that every surjective homomorphism
f : Z — Zisinjective. O

8.2 Homotopy groups of Fredholm operators

It was proved in Theorem 3.3.5 and Corollary 3.3.6 that the connected components
F,B(H) of the set of bounded Fredholm operators FB(JH) with respect to the norm
topology are labeled by the index n € Z, so that

71,(FB(H)) = Z.

Moreover, one can restate Corollary 3.3.6 as
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Corollary 8.2.1. The index establishes a bijection Ind : 7,(FB(H)) — Z.

As all connected components of FB(HH) are homotopy equivalent by Theorem 3.3.5,
the task left is to determine the homotopy groups of the identity component FyB(H).
This is done by applying the tools described Appendix A.3.

Theorem 8.2.2. The homotopy groups of the identity component of the bounded Fredholm
operators on }H are given by

0, kodd,
Z, k> 0even.

7 (FoB(30)) = {

As all connected components of FB(3) are homotopy equivalent, this directly im-
plies

Corollary 8.2.3. For all n € Z, the homotopy groups of the component IF,B()K) of the
bounded Fredholm operators are

0, kodd,

T (EnBU0) = {Z k > 0 even

Strictly speaking, one has

0, kodd,

Ti(EnBO0,T) = {Z k > 0 even

for all basepoints T € IF,B(H) where, for any topological space X and b ¢ X, the homo-
topy group (X, b) is made by the homotopy classes of continuous maps f : sk x
mapping some fixed point a;, € s onto b. As the homotopy groups of a connected space
X are independent of the basepoint, this is also written as

0, kodd,
Z, k> 0even.

7 (F,B(H)) = {

The proof of Theorem 8.2.2 will use the Bartle and Graves selection theorem as a

crucial element for the construction of fiber bundles [34]. A version that is sufficient for

the present purposes can be stated as follows: if £ is a Banach space, U c & a closed

subspace, and 7 : € — £/U is the quotient map, then there exists a continuous (homo-

geneous but not necessarily linear) right inverse p : £/U — € of 77, namely op = id¢ ;.
A short proof of this version is given in [165].

Proof of Theorem 8.2.2. The proof is split into several steps:

Fact 1. FyB(H) is homotopy equivalent to the identity component G,Q(3) of the in-
vertible elements in the Calkin algebra.
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Indeed, let p be the right inverse of the Calkin projection 77 : B(H) — Q(J) as given
by the Bartle—Graves selection theorem. Because Fredholm operators with vanishing in-
dex are compact perturbations of an invertible operator FyB(H) = n‘l((GOQ(}C)). Thus
T € FyB(H) can be uniquely decomposed into T = p(7(T)) + K with some compact oper-
ator K e K(J). Hence FyB(H) is homeomorphic to Gy Q(F) x K(J). The contractibility
of the compact operators then implies the first fact.

Fact 2. The restriction of the Calkin projection 7 = 7|gg¢) : G(H) — GoQ(H) is a fiber
bundle with fiber G°(F).

First note that 7 indeed maps the bounded invertibles into the identity component
of the invertibles of the Calkin algebra, due to the connectedness of G(J). Moreover,
7T : G(H) - GyQ(H) is surjective because for each Te Gy Q(H) there is an operator
S = p(T) € FB(H) with Ind(S) = 0 so that there exists a compact operator K € K(¥H)
such that T = S + K is invertible, and clearly 7(T) = T. Now fix an operator T, with
associated invertible lift T,, set K, = T, — p(T) and next consider a neighborhood U
of T,. By choosing U sufficiently small, there is a continuous injective map £ : U — G(H)
defined by &(T) = p(T) + K,. Note that the image of ¢ lies indeed in the set G(}) of
invertibles because G(J) is open in B()). Moreover,

A Y({T}) = {p(T) + K invertible : K € K(H)} = (p(T) + Ky)G (H),
the latter because
p(T) + K = (p(T) + Ko)(1+ (p(T) + Ky) " (K - Ky)).

Hence ﬁ’l(U) is homeomorphic to U x G°(H) as claimed. (Note that the fiber bundle is
actually a principal bundle with fiber group G°(¥).)

Fact 3. The homotopy groups i (IFyB(3{)) are as stated.

This now uses the long exact sequence of homotopy theory associated to the fiber
bundle of Fact 2. It reduces to isomorphisms 7 (G Q(H)) = m,_;(G*(H)) because G(FH)
is contractible by Kuiper’s theorem and hence has vanishing homotopy groups. Us-
ing Fact 1, one deduces 7 (FoB(H)) = m_1(G°(H)) and therefore (8.1) concludes the
proof. O

The next aim is to consider the set of unbounded Fredholm operators IF(H) as de-
fined in Definition 6.2.1. They form a subset of the densely defined closed operators
IL(H) on which Section 6.1 studied two natural topologies, namely the Riesz and gap
topologies. The definition 01f the Riesz topology is tightly linked to the bounded trans-
form F(T) = T(1 + T*T) 2 and this leads to Proposition 6.2.18 which states that the
spaces (F(H), Og) and (FB(H), Oy) are homotopy equivalent. This directly implies the

following main result on the set of unbounded Fredholm operators.
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Theorem 8.2.4. The homotopy groups of (F(JH), Og) are the same as those of (FB(J), Oy)
as given by Corollaries 8.2.1 and 8.2.3.

Let us briefly comment on the space (IF(H), O;). By the bounded transform, it is
homeomorphic to (]F]B? (H), Og), which in turn can be shown to be homeomorphic to
(FB4(H), Ogp) by adapting the argument in the proof of Proposition 6.4.7 (note that d. is,
however, only a pseudometric on FB, (H)). In [154] it is shown that the identity provides
a homotopy equivalence I : (F(H), Og) — (F(H), O;). Therefore the homotopy groups
of (F(H), Og) and (FF(H), O;) coincide and are given by Theorem 8.2.4.

8.3 Homotopy groups of bounded self-adjoint Fredholm operators

Recall from Section 3.6 that the set FBg,(3) of bounded self-adjoint Fredholm oper-
ators equipped with the norm topology has three connected components FBg, (),
FBg, (H), and FB, (K), consisting respectively of those self-adjoint Fredholm operators
having only positive essential spectrum, only negative essential spectrum, and having
both positive and negative essential spectrum. The components FBZ, () and FBg, ()
are contractible so that the main task here is to determine the homotopy groups of
FB, (3).

Theorem 8.3.1. With respect to the norm topology, the homotopy groups of FB, () are

1, (B, (30)) = Z, kodd,
s o, Kkeven
Corollary 8.3.2. The spectral flow on closed loops establishes an isomorphism

St : my(FBg,(H)) — Z.

Proof. Clearly, Sf : my(FBg,(H)) = Z — Zis ahomomorphism. By Example 8.3.4 further
down, this homomorphism is surjective. As every surjective homomorphism from Z to
Z.is injective, this implies the claim. O

The proof of Theorem 8.3.1 parallels that of Theorem 8.2.2, but there is an extra
element stated first.

Lemma 8.3.3. Let Q, € U, (H) be a proper symmetry with neighborhood
U =1{Q € Ug,(30) : 1Q - Qoll < 2}.
Then there is a continuous map Q € U — U € U(H) such that

Q=UQ,U".
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Proof. (Note that this is essentially the same argument as in the proof of Proposi-
tion 5.3.20.) The unitary will be explicitly constructed, using the orthogonal projections
P= %(1 -Qand Py = %(1 — Qp)- Consider the operator

M =1+ (P-Py)(2P, - 1).
By assumption, [|(P — Py)(2P, — 1)|| < 1so that M is invertible. One readily checks
PM = PP, = MP,,.

Hence also M*P = P,M*. Therefore P = MP,M ' and M*P(M*)™ = P, so that upon
replacing also

P = (MM*)P(MM*) ™.

This implies P = (MM * )‘%P(MM*)% . Now set

_1
2

U=(MM") M.

This is indeed unitary and satisfies the claim. O
Proof of Theorem 8.3.1.

Fact 1. FB,(3() is homotopy equivalent to the set GQg, () of self-adjoint invertible
elements in the Calkin algebra having both positive and negative spectrum, which in
turn can be retracted to the set UQg, () of proper symmetries in the Calkin algebra

UQL(H) = {Q = Q% € Q(H) : spec(Q) = {-1,1}}.

For the proof of this fact, let 71, : Bg, () — Qg,(F) be the restriction of the Calkin
projection 7 to the self-adjoint bounded operators. Then FBZ,(H) = H;al((G(Q;"a(J{)).
A continuous right inverse p, to 1, is given in terms of the right inverse p of 7 by
setting pg, (H) = %(p(fl )+ p(H)*). Then H € FB,(H) can be uniquely decomposed into
H = pg, (1, (H)) + K with some K € K, (), the set of self-adjoint compact operators.
Hence FB, () is homeomorphic to GQg, (H) x Kg,(3). The contractibility of the self-
adjoint compact operators then implies the first claim. The retraction to UQg, () can
then be done by spectral calculus.

Fact 2. Let UQ(H) denote the unitary elements in the Calkin algebra and fix some
proper symmetry Q, € UQZ,(H). Then the map 7, : UQ(H) — UQ., () defined by

m(U) = UQ,U”

is the base projection of a principal bundle with connected base space and fiber group
given by the stabilizer group of Q,,
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Gy = {U e UQ(H) : UQ,U* = Q).

For the justification, let us first note that for every Q UQ;, (H) there is a self-
adjoint lift T = pg,(Q) € Bgy(H), namely 7, (T) = m(T) = Q. Its essential spectrum is
Specq,(T) = {-1,1}. Hence there is a gap A c (-1,1) somewhere in the spectrum of T,
and one can choose an increasing continuous function f : R — [-1,1] with f(-1) = -1,
f@) =1, and supp(f’) c A. Then Q = f(T) is a symmetry on H and m(Q) = Q because
Q- T € K, (H). In particular, for T = p.,(Q,) there is a symmetry Q, = f(T,) such that
Q, = m(Qy). By continuity of the spectrum, there is a neighborhood U of Q, such that the
function f can be chosen uniformly for all Q € U, and one obtains a continuous local map
QeU-Q=f (psa(é)) € Ug,(H). As both Q and Q, are proper, there exists a unitary
U € U(H) such that Q = UQ,U* and the map Q € U — U can be chosen continuously
by Lemma 8.3.3. Then U = 77(U) is a unitary in the Calkin algebra and Q = UQ,U*. Thus
p: U - UQ(KH) defined by ,f)(@) = U is a local section, namely p is continuous and
7y o p = id. This fact combined with the bundle structure theorem (see the paragraph
after the proof of Theorem A.3.7) implies that 77y : UQ(H) — UQ(H)/Gy =~ UQg,(H)
is a principal bundle. (Note that one can spell out a version of Lemma 8.3.3 directly for
symmetries in the Calkin algebra and this shortens the proof a little.)

It remains to show that the base space is connected. Let Qp, Q; € UQ;, (H) have
symmetry lifts Q, and Q; (constructed as above). As both Q, and Q, are proper, there
exists a unitary U € U(H) such that UQ;U™* = Q,. Deforming U to 1 (e. g., taking roots of
U) one obtains a path of symmetries connecting Q, to Q;, and consequently also a path
connecting @0 to @1. Hence UQg, (H) is indeed pathwise connected.

Fact 3. The homotopy groups m; (FBg, (7)) are as stated.

The long exact sequence of homotopy theory for the principal bundle of Fact 2 com-
bined with Fact 11eads to

- = M(UQH)) — m(FB, (3)) — me1(Go) — Mg (UQFH)) — -+

The set UQ(H) of unitaries in the Calkin algebra is a retract (using the polar decom-
position) of the set GQ(H) of the invertibles in the Calkin algebra. The connected com-
ponents of GQ(K) are G,Q(H) = {T ¢ GQ(K) : p(T) € F,B(H)} for n € Z. These
components are homeomorphic and therefore have the same homotopy groups. The
homotopy groups of GoQ(H) were determined in the proof of Theorem 8.2.2, so that

0, kodd,

m(UeQ0) = {Z k = 2 even

where UyQ(H) = UQ(H) N GyQ(H) and therefore

0, kodd,
m(UQ(H)) = 2 I even 8.2)
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Moreover, the stabilizer group G, consists of all U € UQ(J) commuting with the pro-
jection Py = 3(1-Qp), hence all block diagonal unitaries with block form PyQ()P, and
(1-Py)Q(H)( - By). The lift P, = %(1 - Q,) of P, with Q, as above is a projection, and
one can identify PyQ(H)P, with Q(PyH), and similarly with the other block. Hence

Gy = UQ(PyH) @ UQ((1 - Py)H).
Consequently, the homotopy groups of G, can be read from (8.2) as

0, k odd,

m(Gy) =
o {Z@Z, k even.

Thus for k odd, the above exact sequence becomes

5 0 5 m(FBL(30) > Ze Z 25 Z — m 4 (FBL(H) - 0 — -+,

where i, is the induced map of the inclusion i : G, < UQ(H). However, i, is surjective
(actually, it is just the addition + : Z x Z — Z in the homotopy groups as one can check
using the fact thati : Gy = UQ(PyH) @ UQ((1 — Py)H) — UQ(K) is the embedding
as a block diagonal operator) and thus exactness implies that the homotopy groups of
FB;, (H) are as stated. O

Example 8.3.4. This example is a continuation of Example 5.7.4 in which H = £*(Z)
with orthonormal basis [n), n € Z and

Q= . In)(nl =) In)(nl.

n>k n<k

Then Q, = U"Q,U where U is the left-shift by k and Sf(Q,, Q,) = —k. This path shall
now be closed to a loop. For that purpose, let us first rotate the states in the subspace
spanned by [n) and |k — n). For even k this is done by

Vs = Z(ln—1>|k_n>)<cos(§8) —sin(%s)><<n_1l>)

ok sin(3s)  cos(3s) / \(k —n

while for odd k

cos(38) - sin(£8)> < (n| ) k-1\ ; k-1
V, = nmlk-n-1 2 2 )5
N z]((' >| >)<Sln(%3) COS(%S) (k—n—ll +| 2 >< 2 I

H>E
One readily checks that the rotation s € [0,1] — V{ Q) V; connects Q to V;"Q, V; = —Q,.
Let us concatenate with a second path, given in terms of
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Vo= T mi-1-m) (g9 TSRGY( Y,

: Vs Vs
b sm(is) cos(is) (-1-n|

Then s € [0,1] — V. (-Qq)V, connects —Q, to V;(-Qy)V; = Q. These last two paths are
isospectral, so there is no spectral flow. As a consequence, the spectral flow along the
whole closed loop obtained after concatenation is equal to —k. <O

In Example 8.3.4, a concrete path of self-adjoint Fredholm operators with nontrivial
spectral flow was constructed from a pair of symmetries (Q, UQU ™) which satisfies [U, Q]
compact. Actually, there is a far more general statement that implies the existence of a
such a path. For any fixed proper symmetry Q, let us set

Up(H) = {U € UFH) : [U, Q] € K(IN)}. (8.3)

Note that IUQ(SJ-C) is a subgroup of U(H).

Proposition 8.3.5. For any proper symmetry Q on 3 and any k € N, 1, (Uy(H)) is iso-
morphic to my .1 (FBg, (30)).

Proof. Firstrecall from the proof of Theorem 8.3.1 that FB{, () is homotopy equivalent
to the set UQg, () of proper symmetries in the Calkin algebra. Note that Q also provides
a base point 7(Q) in UQ;, (). Now let us define a map Bo : UG — UQg,(H) via
Bo(U) = m(UQU™). By the arguments in the proof of Theorem 8.3.1, one can check that
this is a principal bundle with structure group

(B (m(Q)) = {U € U: n(UQU™) = m(Q)}
={U e U:n([U,QIU") = 0}
= Up(%H).

Hence one can use the long exact sequence of homotopy groups, which, due to the trivi-
ality of the homotopy groups of U(J), proves the proposition. (Let us note that there is
an equivalent statement to Proposition 8.3.5 for Z,-valued index pairings given in [48]
and Theorem 7.1 of [57]; the argument in these works was based on the claim that the
connecting maps in the long exact sequence of homotopy groups of a fibre bundle are
induced by a homotopy equivalence, which was not proved there; this claim is not used
here.) O

8.4 An application: characterization of spectral flow

The aim of this section is to present an axiomatic characterization of the spectral
flow that is due to Lesch [126], with modifications taken from [184]. Let us denote by
Q" (IFB, (3()) the set of norm-continuous paths in FBg, (}). Let us stress that the paths
are not necessarily closed, which is why the notation Q* instead of Q is used. Let us
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consider maps u : Q*(FBg, (H)) — %Z that are invariant under orientation-preserving

reparametrizations of the paths. Such maps can have the following properties:

Homotopy invariance. If (s,t) € [0,1] x [0,1] — H;, € FB;, (H) is norm-continuous
and H as well as H; are invertible for all s € [0, 1], then

u(t € [0,1] — Hy,) = u(t € [0,1] — Hyy).
Concatenation. Ift € [0,2] — H, is an element of Q" (FB;, (H)), then
u(t €10,2] — Hy) = p(t € [0,1] — Hy) + u(t € [1,2] — H,).
Integrality. If ¢ € [0,1] — H, is a path in FBg, (3) with invertible endpoints, then
u(t € [0,1] = H,) € Z.

Normalization. For every H € FB,(3) and associated H, = H + t1, one has
u(t € =851, 0] — H,) = u(t € [0, 8] — H,) = % dim(Ker(H)),
where 8y = %min{l/ll : 0 + A e spec(H)}.

Note that the spectral flow is a map Sf : Q" (FBg, (H)) — %Z that satisfies concatenation
by Theorem 4.2.1 and homotopy invariance by Theorem 4.2.4. Moreover, integrality and
normalization are immediate consequences of the definition of the spectral flow.

Theorem 8.4.1. If i : Q" (FB,(H)) — %Z satisfies homotopy invariance, concatenation,
integrality, and normalization, then u = Sf.

Proof. Let Hy € FBg, () have a one-dimensional kernel and set §, = 6y, Then let
t € [-8y,6y] — H; = Hy+t1be the corresponding path. By the concatenation, homotopy
invariance, and integrality properties, it is clear that u and Sf induce homomorphisms

1, 8 : 7 (FBg, (), H_s,) — Z, (8.4)

where 7 (FBg, (3), H_g, ) is the fundamental group. As the set of invertible operators in
FB;, (H) is connected, there is a path ¢ € [0,1] — H; of invertible operators connecting
Hg to H_g, in FBZ, (). Now the (time rescaled) concatenation ¢ € [0,1] — (H * H " is
an element in 77, (FBZ, (H), H_g,) and thus

u(t e (0,11 — (H = H'),) = u(t € [0,1] — H,) +u(t € [0,1] — H})
= u(t € [0,1] = H,)
= dim(Ker(H,))
= Sf(t € [0,1] — H,) + Sf(t € [0,1] +— H})
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= Sf(t € [0,1] — (H  H'),),

where u(t € [0,1] — H/) = 0 = Sf(t € [0,1] — H/) was used which follows from
the homotopy invariance and concatenation. As dim(Ker(H,)) = 1, this firstly shows
thatt € [0,1] — (H * H'), is a generator of the infinitely cyclic group 7, (FB, H_s)

sa’
(see Theorem 8.3.1), and secondly that u and Sf have the same value on it. Hence the

maps in (8.4) coincide. Note that this also holds for any other invertible base point than
H_s,, which follows by using once again that the set of invertible elements in FB, (H)
is connected.

Letnow t € [0,1] — H, be an arbitrary norm-continuous path in FBZ, (3(). Let us
first consider the endpoints H, and H; and set

t€[-80,0] > H' =Hy+tl, te[0,8] H =H +t1,

where still §; = 6y, and 8; = &, . It follows from the normalization property that

SE(t € [~80,0] — H;) = u(t € [8,,0] = H,) = % dim(Ker(Hy))
and
Sf(t € [0,8,] — H;) = u(t € [0,8,] — H;) = % dim(Ker(H,)).

Let now t € [0,1] — H, be a path of invertible operators in FB, (}) connecting H§1 to
H° 5, 1t follows from the first part of the proof and the concatenation property that
u(t € [0,1] - H,)
=u(te0,1]— (H' +H+H"),) - % dim(Ker(H,)) - % dim(Ker(H,))
=u(te[0,1]— (H' «H+H + H),) - % dim(Ker(H,)) - %dim(Ker(Hl))
=Sf(t € [0,1] > (H* « H « H' + H),) - % dim(Ker(H,)) — % dim(Ker(H,))
=Sf(t € [0,1] > (H + H « H"),) - % dim(Ker(Hy)) - % dim(Ker(H,))
= Sf(t € [0,1] — H,),

and so the claim is shown. O

Let us note that Theorem 8.4.1 slightly differs from Lesch’s work [126] as here it is
not assumed that the endpoints of the paths in Q* (FB,(3()) are invertible. There are
other axiomatic characterizations of the spectral flow. For example, Ciriza, Fitzpatrick,
and Pejsachowicz showed in [60] that the spectral flow for paths in all three components
of FB, (H) is also uniquely determined by the homotopy invariance in Theorem 4.2.2,
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the two basic properties (i) and (v) in Theorem 4.2.1 and the fact that it is the difference of
the Morse indices of the endpoints for paths in FB{, () (see Proposition 4.3.1). Finally,
let us note that Georgescu proved a similar characterization for paths of unbounded
self-adjoint Fredholm operators [93].

8.5 Homotopy groups of Fredholm pairs

Let us introduce a notation for the set of proper orthogonal projections which form a
Fredholm pair with a fixed proper orthogonal projections P

FP(K) = {P : P proper orthogonal projection with (P, P) Fredholm pair}.

This set will be equipped with norm topology Oy on B(J). Results on the homotopy
groups of FIP(H) and various modifications of it go back to Wojciechowski [207] and
Abbondandolo and Majer [2].

Theorem 8.5.1. The homotopy groups of FIP(H) are given by

Z, keven,

T(EPO0) = {o k odd

To show this, let us introduce the set
FPY(H) = {P € FP(H) : Pog — P € K(H)}

of orthogonal projections P such that P — P is compact. The proof of Theorem 8.5.1 is
then based on the following fact.
Proposition 8.5.2. The space (IFIPC(SJ-C), Oy) is a deformation retract of (FP(H), Oy).

Proof. (Based on the proof of Proposition 5.3.19.) For P € FP(K), let Q = 1 - 2P be the
associated symmetry and let Q,.f = 1— 2P, be the symmetry associated to P,.; and then
set

R = QQpef + QreQ = 21— 4(P — Ppp)”.

Then one has [R,Q] = 0 = [R, Qye]. Let us set a = sup specq,((P - Pref)z). Because
(Pre> P) 1s @ Fredholm pair, 1 ¢ spec,((P — Pref)z) and therefore a € [0,1). Then also
b= min{“T”,Za} € [0,1) and the function f : [0,1] — [0,1] defined by

FO) = X0, X) + (X = )@= YapX) (8.5)

is continuous for a > 0. For



8.5 Homotopy groups of Fredholm pairs =—— 259

H =1+R cos< %th((P - Pref)2)> sin<gtf((P - pref)2)>, t e [0,1],

clearly, [H,, (P - P.r)*] = 0, and next it is shown that H, is invertible for all ¢. Setting
H' = Ran(y((P - P,e)* > b)) the restriction of H, to this space is 15, On the orthogonal
complement (H')* one has (P-P,.)* < b. Therefore R1(3¢y: > (2-4b)1 5. and, because
| cos(5tf (P—Prep)?)) SIn(F tf (P—Prep)?))l < 3, 0ne gets Hligery > (1+5(2=4b)Lgerys =
(2 = 2b)1(4¢1y+ > 0. Combined with the fact that [H,, (P - Pref)z] = 0 and therefore H; is
diagonal with respect to the grading 3 = H' @ (3(')*, this implies that H, is invertible
for all t. Therefore one can set

0, = (H)? <Q cos<gtf((P - Pref)2)> + Qref sin( gtf((P - Pref)2)>>, t € [0,1].

Clearly, Q; = Q, and computing the square shows Qf =1, so this is a path of symmetries.
Moreover, Q, = Q. To show that (P, P;) is a Fredholm pair for all ¢ € [0,1] where
P, = %(1 - Qy), let us compute

2_1

(Pe = Preg)’ = 51 - %(Ht)‘% (R cos<§tf((P - Pref)2)> +2 sin( gtf((P - pref)2)>1>.

Suppose that a > 0. Then the right-hand side is a continuous function of the self-adjoint
operator (P — P,;)%. Namely,

(Pt - Pref)2 = gt((P - Pref)z)

for the continuous function g; : [0,1] — [0,1] defined by

1 1 s (T
g&x) = 3~ Z<1+ (2 - 4x) cos(?f(x)) sm(ztf(x)»

1
2

: <(2 ~4x) cos(%tf(x)) + Zsin<%tf(x)>>. 8.6)

By the spectral mapping theorem in the Calkin algebra, one gets spec,.((P; — Pref)z) =
2:(SPecCegs((P — Pre))) and therefore

2
sup Specess((Pt = Pres) ) < sup &i(x) < sup he(x)
te[0,1],x€[0,a] te[0,1],x€[0,a]

for

h,(x) = %— 711<1+(2_4X) cos<gt> sin(%t)) ’ ((2—4)() cos(%t) +Zsin<gt>>. 8.7

The supremum is given by
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1 1
sup  h(x)= sup hy(x)= sup - --(2-4x)=a<1
te[0,1],xe[0,a] xel0.a] xel0,a] 2 4

Then sup spec,. ((P; - P.or)%) < 1by Corollary 5.3.13 implies that (P, P;) is a Fredholm
pair for all ¢t € [0,1]. Moreover, spec,.((P; - Pref)z) = g1(Speceg((P - Pref)z)) = {0} and
therefore P; — P, is compact.

Suppose that P — P, is compact, or equivalently that a = 0. Then it follows that
F((Pe=Pyep)?) = X (P~ Pyeg)’ = 0) is the projection onto Ker((P, — Pyer)*) = Ker(P — Prey).
We show that in this case t € [0,1] — Q, is constant. Clearly, Q, commutes with (P, —P,¢)*
and thus Q, is diagonal with respect to the grading 3 = Ker(P; — P,;) ® Ker(P; — Ppop) ™.
On Ker(P; — P,ep)* one has f((P; — Pep)?) = 0 and thus Q, = Q. On Ker(P, — P,¢) one has
Q = Qur and therefore

R R N AR EER)

Thus Q; = Qforall ¢t € [0,1] on all of H.
Next let us consider the homotopy

Q.

h: FP(H) x [0,1] —» FP(K), h(P,t) = %(l - Q)

It is shown that h is continuous at any point (P, t) € FP(XK) x [0,1]. This is verified by
a rather lengthy argument in the remainder of the proof which an experienced reader
may want to skip.

Let (P,)nen be a sequence in FP(HK) converging to P. Associated to it is the sequence
(Qn)nen of symmetries, where Q,, = 1 2P,. Moreover, let (¢,),cn be a sequence in [0,1]
converging to t. Let us first assume that a = sup specq,((P — Pref)z) > 0. Then for n
sufficiently large, a, = sup spec,s((P, — Prer)?) > 0 and b,, = min{a"T”, 2a,} € (ap, 1), and
the function f,, : [0,1] — [0,1] defined by

Fo00 = X10,8,) ) + (X = ) (@ = B) " X,y X)
is continuous. Moreover,

sup |[f(x) - fu(x)| =0 (8.8)

x€[0,1]

for f : [0,1] — [0,1] as in (8.5). Furthermore, let us set
R, = QnQref + Qrean =21- 4(Pn - Pref)2

and

Hn,t =1+ Rn COS(glfn((Pn - Pref)2)> Sin(gtfn((Pn - Pref)2)>’ te [O’ 1]»
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which by the same argument as above is invertible with inverse bounded by
|H; 3] < min{1,2 - 2b,}7". (8.9)
Clearly,
[A(Pp, t,) = R, O)|| < |A(Py, ty) — h(Pp, O] + |A(P,, 8) — A(P, 1)
For the first summand, one has
|A(Py, t) = h(Py, 1)
3 B (Qucos( 5 (@ = Pr?) ) + Qursin( 5 (B - P )

_ (Hn,t)’%<0n cos<gtfn((Pn —Pref)2)> + Qret sin( tf((Py — Prep) ))”

< ol [on{eos G- ) ) oo G2 - ) )
Qe sin( G 3By ~Pe?) ) =sin G0~ Pe?)) )|
H(( we) = (Hy) 2)

(Queos( 5 (B2 P + Qersin 5 (@~ 2 ) )|
cos<gtnx> - cos<gtx> + sup sin<gtnx> - sin(%tx)

1 _1
< ESUPH(Hn,t) 2 ||< sup
nt x€[0,1]

x€[0,1]

)

(g, )72 = ()72

Clearly, the first summand converges to 0 for ¢, — ¢ (uniformly in P,). To bound the
second summand, let us first note that lim,_, ., b, = b and therefore by (8.9) | H, tII is
uniformly bounded in ¢ and P,, namely the is a constant C € R, such that

sup  [[Hy| < C.
te[0,1],neN
Then
_1 1 1 _1
|(He )72 = (Hy) 2| = ()2 (i) = (Hi )2 )(H ) 2 |

_1 1 _1

< ([ Fg) | E ) — (E )2 B )2

< CllHy, - n,tnllz, (8.10)

where the last step follows from Proposition A.2.2. Because
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"Hn,[ - Hn,[n " =

Rn[cos<gtfn((Pn—Pref)2)>sin< tfo(Py — Prop)” >
_ cos<gtnfn((Pn —Pref)2)>sin< tofo(Py = Prep)? )]”

cos(j—Ttx> sin(ztx> - cos(—t x) sin<—t x)
2 2 2" 270

<2 sup
x€[0,1]

one has
lim |H,, —H, =0
m—0 m

uniformly in n. Thus limtn_w |R(Py, ty) —h(Py, t)|| = 0 uniformly in P,,. It remains to show
lim,,_, o, |h(P,, t) — (P, t)|| = 0. One has

[h(y, t) = h(P, t)|
- |t [ Qucos( (P P ) + Quarsin( 5 5B~ |

_ (Ht)‘% [Q COS(%UC((P - Pref)2)> + Qref Sin(gtf((l) B Pref)2)>] H

ouess( - p) -0 22,0
+ Qref<sin(7—-[tfn((Pn —Pref)z)) —sin< tf (P — Prep) >>]”

+|I((H, t)z—(Ht) )

[l ) .|
< @) "<“(Qn -Q COS(%tfn((Pn - PM)Z))“

(cos(%tfn((Pn - pref)2)> _ cos<gtf((P - Pref)z)>)”

+ Sin<gtfn((})n - Pref)2)> - Sin(gtf((P - PM)Z))“)

F2(Hy )7 - (H) 2
< @) 210, - Ol
+ "(Ht)_% ” COS(gtfn((Pn - Pref)2)> - COS<]_th((Pn - Pref)2)>

+ ||(Ht)‘%|| cos(%tf((Pn _pref)2)> cos< tf (P — Pyep) ))”

ey fsin( 3o - Pe®)) - sin( (P - Pr))
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+ ez

Sm( f((P Pref)2)> - Sin(gtf((P - Pref)2)>”
+ C”Hn,z - Hz”i,

where the last step follows from a similar argument as that leading to (8.10). Clearly, the
first and last summands converge to 0 for n — co. Because f is a continuous function on
[0,1] > Upen SpPeC((Py, —Pref)z) u spec((P—Pref)Z)) the third and fifth summands converge
to 0. Finally the second and fourth summands converge to 0 by the same argument using
(8.8). This shows the claim for a > 0. Finally, let us consider the case a = 0. Then, by the
above, P, = Pfor all t € [0,1]. One has to show

"h(Pm tn) _P” -0,
or equivalently

|0n -l =0,

for Q, = 1 - 2h(P,, t,). Note that by the spectral radius theorem in the Calkin algebra
a, = sup spec,.((P, —Pref)z) — 0. For % > € > 0,thereis A, € (0,¢€) \spec(Pref—P)z. Note
that

”X((Pn - Pref)2 < Ae) _X((P - Pref)2 < Ae)” - 0.

Then for n sufficiently large, a, < %Ae and therefore

On(l _X((Pn - pref)2 < /Ie)) = Qn(l _X((Pn - Pref)z < Ae))-

One then has

”On - Q” "(Qn Q)X (P Pref) < /1 n + "(Qn Q)(l _X((P - pref)2 < Ae))n

and the second term is bounded by

1@n - QA - X((P - Prep)? < 1))
< [Qn (X ((Py = Pre)® < Ae) = X ((P = Prep)® < ,)))|
+](Qn - Q@ - X((Pr — Prep)* < A))|
+|QUU((Py — Prep)? < Ae) = X((P = Preg)’ < Ae))|
< 2 (P = Prep)” < Ac) = X((P = Prep)* < Ac)|| + 10, -

— 0.

For the first summand, one has

1(@n = QX ((P - Preg)* < A,)|
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= [[(@ret = QX ((P = Prep)® < A¢) = (Qrer =~ QU ((P = Pre)” < A
< [|(Qret = QX (P = Preg)® < AN + 1(Qpes = QX ((P = Prep)® < Ac))|
< [ (Qret = Q) (X ((P = Preg)® < Ae) = x((Py — Preg)® < 4,)))|
+ | (Qret = QX ((Py = Pret)” < Ae)|| + [ (Qres = QU (P = Prep)” < o))

The first summand is bounded by

n(Qref - @n)()(((P - Pref)2 < Ae) _X((Pn - Pref)z < Ae))"
< 2")(((? - Pref)2 < Ae) _X((Pn - Pref)2 < Ae)“

— 0.

For the third summand, one has

"(Qref - Q)X((P - Pref)2 < Ae)“ = "(Zpref - ZP)X((P - Pref)2 = Ae)"
= 2 (Prer - PP - Preg) < 2|
< 2){2

1
< 2ez.

And finally, the second summand is bounded by

“(Qref - On)X((Pn - Pref)2 S Ae)" = ”(ZPref - Zh(Pn’ tn))X((Pn - Pref)2 S Ae)"
= 2] Pret — o ) APy~ Preg) < A0

gz( sup R (x)
te[0,1],x€[0,A]

1
=2A2
1
< 2€?,

where h;(x) is defined in (8.7). Because € > 0 was arbitrary ||Qn - Q| — 0 follows
and therefore the considered homotopy is continuous. Thus, one can conclude that
(FPC(K), Op) is a deformation retract of (FP(JH), Op). O

For n € Z let us introduce the sets
F,P(H) = {P € FP(H) : Ind(P,¢s, P) = n}
and

F, PS(3) = {P € FPS(H) : Ind(Pyes, P) = ).
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The next result shows that these are the connected components of FP(H) and IFIPC(J{),
respectively.

Proposition 8.5.3. The sets IF,IP(K) and ]F,,IPC(U-C) are connected with respect to the op-
erator norm. Moreover, the space FF,IP(H) is homeomorphic to IFyP(3) and ]Fn]PC(J-f) is
homeomorphic to IFOIPC(SH).

Proof. The argumentleading to Proposition 5.3.23 shows that both IF, P(H) and ]F,,]PC(iH)
are connected.

To show that IF,IP(J() is homeomorphic to FyIP(H(), let P, € I, P¢(H) be a fixed
projection. Then by Corollary 5.3.13, for any projection P € P(H), (Pys, P) is a Fredholm
pair if and only if the pair (Py¢¢,, P) is Fredholm. By Proposition 5.3.15,

FpP(H) = {P € P(H) : (Ppegp> P) Fredholm, Ind (P, P) = 0}.

Moreover, by Proposition 5.1.7, there is a unitary U € U(XH) such that U*Pes, U = Ppep.
Then, by the above, one has P € F,IP(H) if and only if U*PU € FyP(H). Therefore

f:F,P(H) -» FyP(KH), P+~ U*PU

is a homeomorphism. Thus the claim on F,IP(¥) is shown. Restricting f to F,P ()
implies the last claim. O

Proof of Theorem 8.5.1. By Proposition 8.5.2, the homotopy groups of FP() and FIP¢(H)
coincide, namely 7 (FP(FH)) = nk(lFlPC(J-C)) for all k € IN,,.

Recall from (8.3) that IUQM(J{) ={U € UWXH) : [U,Qres] € K(H)} denotes the set
of all unitaries that have a compact commutator with Q.. = 1 — 2P,.;. Then the map
7y : Up, (3) — FP(H) defined by

7o(U) = UPsU"
is the base projection of a fiber bundle with fiber given by
Up, 030 = {U e UXH) : [U, Qpes] = 0}. 8.11)
For the justification, let us first note that 7, is surjective. For P, € IFIPC(H-C), one has
75 (Py) = {U € U(K) : UPU* = Py}.
For the neighborhood

U= {PeFPYH) : |P- Pyl <1},

one gets
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7 (W) = {U € U(K) : UPeeU™ € UJ.

By Lemma 8.3.3, there is a continuous map U — 7, L(w), P — Vp such that Py = Vp PVp.
For U € m,"(P), one gets UP,,;U* = P = VPV, and therefore [Pyop, U* Vp] = 0. Thus

¢ 7" (W) - Ux g, o(H)
defined by
¢(U) = (UPetU™, U™ Vip_+)

is a homeomorphism.

Even though the base space FIP®(%) is not connected, Proposition 8.5.3 implies that
the homotopy groups of all connected components are the same. Using the long ex-
act sequence of homotopy theory associated to this fiber bundle, one obtains isomor-
phisms nk(]PlPC(IH)) = r[k(lUQref(fH)) because IUQM,O(IH) is contractible by Kuiper’s theo-
rem and hence has vanishing homotopy groups. Then Proposition 8.3.5 combined with
Theorem 8.3.1 shows the claim. O

Recall from (5.19) that FIPIP(7H) denotes the set of Fredholm pairs of proper orthog-
onal projections. This set is then equipped with the topology Oy x Oy where Oy, denotes
the norm topology on B(). The following result goes back to Abbondandolo and Majer
[2], but the proof below is different.

Theorem 8.5.4. The homotopy groups of FPP(H) are given by

Z, keven,

7i(FPPI0) = {o k odd

The proofis based on the following fact on the homotopy groups of the set:
P(H) = {P = P* = P* € B(H) : dim(Ran(P)) = dim(Ker(P))}

of all proper orthogonal projections on , which goes back to [15].
Proposition 8.5.5. The space (P(J), Oy) is contractible.

Proof. First note that, by Proposition 5.1.7, the space (P(H), Oy) is connected. Let, as
above, P, € P(HH) be one fixed proper orthogonal projection. Then 71, : U(H) — P(H)
defined by

7o(U) = UPsU"

is the base projection of a fiber bundle with connected base space and fiber given by
Uy, ..0(30). For the justification, let us first note that 7z, is surjective by Proposition 5.1.7.
For P, € P(H), one has
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751 (Py) = {U € U(H) : UPeeU™ = Py}
For the neighborhood
U={PeP(H):|P-Pyl <1}
one gets
7 (W) = {U € U(K) : UPU* € UJ.

By Lemma 8.3.3, there is a continuous map U — U(H), P — Vp, such that Py = V5 PVp.
Moreover, there is a unitary U, € U(X) such that Uy PoUy = P,es. Then for P € U and
U e m,"(P), one has UP,oU* = P = VpP,V; and therefore V; UP,;U*V, = Py, or equiva-
lently Uy Vp UP,fU" VpUy = Prep. Thus U VpUj € Uy o(3() where as in (8.11) Uy ()
denotes the set of unitaries that commute with P, and

¢ : nal(u) - Ux Uoref’o(g{)
defined by
O(U) = (UPeeU™, U™ Vigp_ s+ Uy)

is a homeomorphism.

Using the long exact sequence of homotopy theory associated to this fiber bundle,
one obtains that m, (P(H)) = 0 for all k € N, because U(HK) and Uoref,o(j‘f) have van-
ishing homotopy groups by Kuiper’s theorem. As P(J() is a metrizable Banach manifold
(see [2]), (IP(H), Op) is contractible by Theorem A.3.5 combined with Theorem A.3.6. [

Proof of Theorem 8.5.4. The map r; : FPP(H) — P(H) defined by
7o((Po, Py)) = Py

is the base projection of a fiber bundle with connected base space and fiber given by
FIP(3). For the justification, let us first note that 77, is surjective. For P € P(%), one has

715 (Py) = {(Py, Py) € FPP(K) : Py = Pj}.
For the neighborhood
U= {Py e P(H) : |Py - Pyl < 1},
one gets

715" (W) = {(Py, Py) € FPP(H) : Py € UJ.
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By Lemma 8.3.3, there is a continuous map U — U(H), Py > Vp, such that P, = V;UPVPU.
Moreover, there is a unitary U € U(K) such that U*P{U = P,¢. Then for Py € U and
Py € P(H), the pair (Py, P;) is Fredholm if and only if (Pf, V;UPl Vp,) is Fredholm, which
is equivalent to the Fredholm property of (Prer, U™ Vp P,V U). Thus

¢y (W) — Ux FP(H)
defined by
¢((Pg, Py)) = (P, UV P, Vp U)

is a homeomorphism.

Using the long exact sequence of homotopy theory associated to this fiber bundle,
one obtains isomorphisms 7, (FPP(H)) = 7, (FPP(H)) because P(H) has vanishing ho-
motopy groups by Proposition 8.5.5. Then Theorem 8.5.1 allows finishing the proof. [

8.6 Homotopy groups of unbounded self-adjoint Fredholm
operators

On the set of unbounded self-adjoint Fredholm operators F, (), there are two natural
topologies, the Riesz and gap topologies, see Section 6.3. As to the Riesz topology, Proposi-
tion 6.3.3 already shows that (Fg, (), Op) is homotopy equivalent to the set of bounded
self-adjoint Fredholm operators (FFBg, (3{), Oy). Hence their homotopy groups coincide,
and one immediately deduces the next result.

Theorem 8.6.1. The homotopy groups of (Fs,(H),Op) are the same as the homotopy
groups of FBg, (H), namely (F,(H), Og) has three connected components and the homo-
topy groups of the nontrivial component are as given by Theorem 8.3.1.

Note that the proof of Theorem 8.6.1 merely implements self-adjointness in the proof
of Theorem 8.2.4, because the same can be said already about Propositions 6.3.3 and
6.2.18.

The homotopy groups of the space (Fg,(H), O;) are much more difficult to access.
It was already proved in Theorem 6.3.16 that (IFy,(3), O;) is connected, which is a strik-
ing difference to (IFz,(H), Og). Of course, this reflects the fact that the Riesz topology
is strictly finer than the gap topology. Moreover, item (ii) of Theorem 7.1.7 and The-
orem 7.1.8 directly imply that the spectral flow on closed loops establishes a homo-
morphism Sf : 71y (F,(3H),0;) — Z. Whether this captures the whole fundamental
group was an open question, as pointed out in [31, 126]. An affirmative answer was
given in a paper by Joachim [108] which actually computed all the homotopy groups
of (I, (), O¢). This paper is placed in the more general framework of Hilbert modules
and, unfortunately, this made parts of the paper difficult to understand for many (in-
cluding ourselves). Very recently, Prokhorova provided a new and independent proof
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in a Hilbert space framework [154]. The arguments of [154] are in spirit close to the ap-
proach used in this book and are therefore followed closely in the remainder of this
section. The outcome is the following:

Theorem 8.6.2. Spaces (Fg,(3),0g) and (FBZ,(3), Oy) are homotopy equivalent. In
particular, their homotopy groups coincide and are as given by Theorem 8.3.1.

Theorem 8.6.2 follows from the next result on the set-theoretic preimage
F(H) = 5 (B, (30))

of FBZ, () under the bounded transform.

Theorem 8.6.3. The embedding I : (Fg,(H), Og) — (Fg,(H), Og) is a homotopy equiva-
lence.

Proof of Theorem 8.6.2. By Theorem 8.6.3, (FFs,(H),Og;) is homotopy equivalent to
(F, (), Og). Because (Fg, (H), Og) is homotopy equivalent to (FBg, (H), Oy) by Propo-
sition 6.3.3 this implies the claim. O

It now remains to prove Theorem 8.6.3, and this will make up the remainder of this
section. Let us state at the very beginning that the main novel ingredient of [154] is to
use a technique of tom Dieck to prove homotopy equivalence, stated in Theorem A.3.3
in Appendix A.3. This motivates many of the constructions that follow. Let us begin by
analyzing the space (F}, ,(3(), Oz) where for a > 0,

sa,a

H) = {H € F,(H) : spec(H) N [-a, a] = 0}

Sﬂ a(

denotes the set of operators in IF}, .(H) with spectral gap around 0 of size a.

sa,a

Proposition 8.6.4. The space (F;, ,(3), Op) is contractible for every a > 0.

sa,a

Proof. Consider the map f : Saa(ﬂ{) Op) — (P(H),Op) defined by f(H) = y(H >
0). Then f is well defined and continuous because for H € Fg, ,(3() one actually has
X(H > 0) = y(FH) > 0) € P(H) as F(H) € FB,(H) has positive and negative essential
spectrum. This map is a homotopy equivalence with homotopy inverse given by the map

: (P(H), 0p) — (F Saa(vaC) Op) defined by g(P) = (2a + 1)(2P - 1). Clearly, f o g is the
1dent1ty on P(H). And g - f is homotopic to the identity on F;, ,(H) via the homotopy
h:F;, (H)x[0,1] — F;, (H) defined by

saa(

saa( sa,a

h(H,t) = T (tFH) + 1 - )F((2a + 1)(2x(H > 0) - 1)),

where the argument in 7! has no eigenvalues at +1 by spectral calculus. By the spectral
mapping theorem,

spec(F(H)) N [-F(a), F(a)] =0
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and
spec(F((2a +1)(2¢(H > 0) - 1))) n [-F(a), F(a)] = 0.
Therefore and as y(H > 0) = y(F(H) > 0),
spec(tF(H) + (1 - HF(Q2a+ D(Z(H > 0)-1))) n [-F(@), (@] = 0

for all t € [0,1]. Then, again by the spectral mapping theorem, h(H,t) is indeed in
Fg, o(H) for all H € Fg, ,(3() and t € [0,1]. Thus h is well defined. By Proposition 6.2.17,
h is continuous with respect to Op. Because h(H,0) = 2a+1)(2y(H > 0)-1) = (g f)(H)
and h(H,1) = H for all H € Fg, ,(7{), one can conclude that f is a homotopy equivalence
with homotopy inverse g. By Proposition 8.5.5, (P(H), Oy) is contractible and combined

with the above this concludes the proof. O
Next it is shown that the space (I, ,(7(), O;) is contractible where for a > 0,

Fopa(H) = {H € Fgy(H) : spec(H) N [-a,a] = @}

*

denotes the set of operators in Fg, ,
ment is based on the following fact.

(7€) with spectral gap around 0 of size a. The argu-

Proposition 8.6.5. The map f : (Fg, o(H),0g) — (B(H),Oy) given by f(H) = H'is
continuous. It provides a homeomorphism

fo: (IFsa,O(:H)’ OG) - (]Bsa,inj(j{)x ON)>

where Bg, () = {H € Bg,(H) : H injective} denotes the set of bounded self-adjoint
injective operators. For a > 0, the restriction of f gives another homeomorphism

Ja: (lFsa,a(:H)’ 0g) — (Ba,sa,inj(j{)’ On)s
where By g, ini(H0) = {H € By (30) : |H < @'},

Proof. For any H € Fg, (), the bounded linear map g : 7 ® H — H & H defined by
£(¢,¥) = (¥, p) maps the graph of H onto the graph of its inverse H ™. This implies that
themapf : (Fgyo(H), Og) — (B(H), Og) defined by f(H) = H™' is continuous. However,
O¢ and Oy coincide on B(X) by Theorem 6.1.10 and therefore f is continuous. Because
H ¢ Fg, o(3) has a spectral gap containing 0, one has Hle Ba,inj(F0). For H € Bg, i ()
its inverse H ' is, moreover, densely defined, closed, and symmetric. As Ran(H "1) =X,
this implies that H™! is self-adjoint. Thus f, is a homeomorphism. By the spectral radius
theorem, H € By, ;, (%) has norm less than a”" if and only if spec(H) ¢ (-a™,a™"). By
the spectral mapping theorem, this is equivalent to the property spec(H ) n [-a, a] = 0.
Thus also f, is a homeomorphism. O

Proposition 8.6.6. The space (Fg, (), O;) is contractible for all a > 0.
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Proof. Let us first focus on the case a = 0. By Proposition 8.6.5, it is sufficient to show
that (]Bsa’inj(fl-f), Oy) is contractible. Let K € K(K) be a positive semidefinite injective
compact operator with |K|| < 1, as already used in the proof of Proposition 6.4.7. Then

hy = By i (H) x [0,1] = Bgy (),  hy(H, t) = (A-01+tK)H((1- 1+ tK),

is well defined because (1 — t)1 + tK is a convex combination of positive semidefinite
injective operators and therefore injective for all ¢ € [0,1]. Thus hy(H,t) € Bg, (3.
Clearly, h, is a norm-continuous homotopy such that hy(H,0) = H and h;(H,1) = KHK
is an injective compact operator lying in K jj(H) = By jn;(F) N K(H) € B, jn; (FO). It
is thus sufficient to show that (Kg, (%), Oy) is contractible. To do so, let us identify F
with L2([0,1]), but suppress the unitary in the following. For ¢ € (0,1], let us consider
(inspired by [73] and as in the proof of Proposition 6.4.16) the partial isometry

1
tz¢p(%), forx<t,
Vi(9)(x) = o
0, forx > t.
Similarly, for ¢ € [0,1),
W.(6)00) = 0, forx <t,
t 1-0729(%), forx>t,

is also a partial isometry that is complementary to V,. Clearly, V,, V", W,, and W’ contin-
uously depend on ¢ in the strong operator topology. Moreover, the projections P, = V,V;"
and Q, = W, W/ fulfill

-limP, =0, s-li =0,
Sl =0 smo -0
as well as
P1:V1:1:W0:Qo, Pt+Qt:1' (812)

For Hy € K, jni(30), we define the homotopy hy : K, i (30) x [0,1] — Kgq jnj () by

H,, fort =0,
hy(H,t) = \tV.HV] + 1- )W HyW;, forte(0,1),
H, fort=1.

Clearly, hy(H, t) is self-adjoint and compact. Moreover, V.HV;" is an injective operator
on Ran(P,) and W,.HyW;" is an injective operator on Ran(Q,) by (8.12) and therefore
hy(H,t) € Kgqinj(30) so that hy is well defined. Since H and H, are compact and the
mapst € (0,1) — V,and t € (0,1) — W, are strongly continuous, h, is norm-continuous
on Kg, jnj () x (0,1). Moreover, for every H JH e Kia,inj(F0) and t € (0,1],
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|hy(H, 1) — hy(H, t)|| < |H — hy(H, )| + |hy(H, t) — hy(H, 1))
< |H - tV.HV] | + (1 - )| W Ho W || + |H - H].

As lim;_, |H - tV.HV;| = 0, this implies that h, is continuous at all points (H,1)
for H € Kgyjpj(30). Similarly, one shows that h, is continuous at all points (H,0) for
H € Kgy jnj(H). Thus hy is continuous on the whole domain Kg, j,;(#) % [0,1] and there-
fore Ky i (H) is contractible. Thus (B, jj(#(), Oy) is contractible and the claim on
(Fsa,0(30), Og) follows from Proposition 8.6.5.

For a > 0, the homotopy h; defined as above maps B, inj(30) x [0,1] to the set
By sa,inj (F0). Furthermore By s i () x {1} is mapped to Ky g, inj (30) = By ga,inj (FO NK(FH).
For Hy € Kga,inj(3() the homotopy hy maps K g, inj(H) x [0,1] to K g, 1 (H) because
tV;HV] € Ko inj(Ran(P;y)) and (1 - )W HoW;" € Ky, inj(Ran(Q,)). Therefore the same
argument as for the case a = 0 shows that (IFg, ,(H(), O5) is contractible for alla > 0. [

Now all is prepared to complete the

Proof of Theorem 8.6.3. The proof is based on Theorem A.3.3. Note that both spaces
(Fg, (F0), Og) and (Fg, (3H), O¢) are metric and therefore paracompact. Thus every open
covering of these spaces is numerable. Let T denote the set of all finite symmetric (with
respect to 0) nonempty subsets of R, such as 7 = {-a,a} and 7 = {-a,-b,b,a} for
a > b > 0.For t € T,let T denote the convex hull of 7 which is a closed symmetric
interval in R. Then

Fga (H) = {H € Fgy(H) : spec(H) N T = 0 = spece,(H) N T}
is open in the gap topology O because
Foo o (30) = 5 ({H € FB],(30) : spec(H) N F(1) = 0 = specygs(H) N F(D)}),

F i (Fsua(H),04) — (]FIB(I’)Sa(J-C), Op) is continuous by Corollary 6.3.4 and, moreover,
{H € IF]B?)Sa(fH) : Spec(H) N F(7) = 0 = specy, (H) N F(T)} is an open subset of IF]B?)Sa(fH)
with respect to the extended gap topology by the spectral mapping theorem and because
7 is symmetric. Thus (Fg, ;(H)),; .7 is an open and, by the above, numerable covering of

(Fga z(H), Og). On the other hand,
Fg, (H) = {H € Fg,(H) : spec(H) N T = 0 = spece(H) N T}
is open in the Riesz topology Oy because
F, (H) = 3"'1({H € IF]B;‘)’SOa(iH) : spec(H) N F(1) = 0 = spec(H) N F(@)}),

the bounded transform F : (Fg,(H),O0p) — (]FIB(l)’sa(fH), Op) is continuous by Corol-
lary 6.3.2 and {H ¢ FB*? (F0) : spec(H) N F(1) = @ = specy,(H) N F(7)} is an open

1,sa
subset of IFIB?,Sa(iH) with respect to the norm topology. Thus (F;, .(H));c5 is an open

*
sa,T
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*

and, by the above, numerable covering of (FFg, .(H), Og). For 7, 7' € T one clearly has
Fo, (30 NG, 1 (30) = Fg, 1,0 (30 and Fgg (30) N Fy 20(3H) = Fgy gy (30) with TU 7 eT.
Moreover, I (]F;‘a)r(ﬂ-f)) C Fgy o (3). Thus, by Theorem A.3.3, it is sufficient to show that
the embedding I; : (Fg, .(3(), Og) — (Fg, (), O¢) is a homotopy equivalence for every
fixed 7 € 7.

Let Py, (H) = {P = P* = P? € B(K) : dim(Ran(P)) < oo} denote the set of finite-
dimensional orthogonal projections on J. Then mp : (IF:a,T(}C),OR) — (Pgn(30), Op)
defined by

nip(H) = xz(H)
is the base projection of a fiber bundle with fiber over P € Py, () given by

;- p(30) = 13 (P) = {H € Fy () : xz(H) = P}.

sa,T

Similarly, 77 : (Fgy (H), Og) — (Pgp(H), Oy ) defined by
n6(H) = xz(H)
is the base projection of a fiber bundle with fiber over P € Pg, (3() given by
Fyy . p(H) = 7 (P) = {H € Fyy (H) : xz(H) = P}.

Both fiber bundles are locally trivial in the sense that, by Lemma 8.3.3, for P € P, ()
there is a continuous map {P € Pg (H) : [P - Pyll < 1} — U(H), P — Vp, such that
PO = V;PVP Let

H x Py (H) = H @ H"

be the canonical decomposition of the trivial Hilbert bundle over Pg, () into the direct
sum of two vector bundles, whose fibers are }(;, = Ran(P) and }}, = Ker(P). Let g, .(})

and ./’ () be the fiber bundles over P, () associated with J{', respectively "', with

sa,T

fibers given by
F, . p(30) = {H € Fg, /(Ran(P)) : spec(H) T \ 7}
and

F,' p(30) = {H € Fg, (Ker(P)) : spec(H) N T = 0},
where both fibers are equipped with the Riesz topology. By Lemma 8.3.3, these fiber
bundles are again locally trivial. Then taking fiberwise the direct sums, FFg, () can be
seen as fiber product bundle over Pg, () of the form
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]P:a,r(g{) = ]F:a,,r(j{) X Py () ]F:anr(j{)

with bundle maps Fg, .(H) — Fg, .(3) given by the restriction H — Hlgany.¢r)) and
E, (H) — Fg," (30) given by H +— Hlger(y. ) In exactly the same way, one can view

IFsa - (70) as a fiber product

IFsa,'z'(j{) = sa r(j{) XPgn () IFsa 1(3{)

where IFgaT(iH) and Fy, () are the fiber bundles over Pg,(H) with fibers given by

sa,f,P (0 = sa T p(fH) and
F, . p(H) = {H € Fg, ;(Ker(P)) : spec(H) N T = 0},

Where both fibers are equipped with the gap topology. Now the embedding
(IFSa (30, 0g) = (Fgy (H0), Og) is a product of the maps

I; : saT (30 - ]Fsa (30, H|Ran()(;(H)) = HlRan()(;(H))
and

I By, (H) = By (H),  Hlger(roy = Hlkergro(n)-

On Fg,  p(H) = Fy, . p(H), the Riesz topology and the gap topology coincide with the
norm topology by Theorem 6.1.10, therefore I, is a homeomorphism.

To show that I}’ is a homotopy equivalence note that the Hilbert bundle 3" over the
(metric and thus) paracompact space Py, () has infinite-dimensional separable fibers.
Thus by Theorem A.3.12, it is a trivial Hilbert bundle. The trivialization map can be cho-
sen to be unitary, namely there is a norm-continuous map P € Pg,(H) — Wy € B(H)
where W) is a partial isometry with Ker(Wp) = Ran(P) and Ran(W,) = H. Then the map
(9, P) € H" — (W, 9, P) € H xPg, (H) is a trivialization of " Therefore the fiber bun-
dles IFg," () and 11:;; (30) over Py, (30) are also trivial, namely isomorphic to the trivial

bundles Fg," o(H) x P (H) — Pgy(H), respectively Fy, . o(H) x Pgp(H) — Pgy(H),

sa,T,0
via the trivalization maps A € Fg," p(H) — (WpAW,,P) € F' ((H) x Pgy(H) and
A € By, p(H) = (WpAWp, P) € Fy,  o(H) x Pgy (H). After this, isomorphism I;' trans-
poses to Iy : By o(F0)x Py (H) — FY, - o(H)x Py (30) simply given by (H, P) — (H, P).

sa,7,0
AsT = [-a,a] for some a > 0, one gets I, ((H) = Fy, ,(H) and Fy, , ((H) = Fgyq(H).

5a,7,0
By Propositions 8.6.4 and 8.6.6, the spaces (lFSa (30, 0p) and (Fg, 4(3), Og) are con-
tractible. This implies that I/’ is a homotopy equivalence and therefore I, is a homo-
topy equivalence as it is the product of two homotopy equivalences. This concludes the

argument. O

Remark 8.6.7. Let us point out that the proof of Theorem 8.4.1 merely uses that the fun-
damental group of (FBg, (), Oy) is infinitely cyclic. Thus, by the results of this section,
Theorem 8.4.1 also holds for (F;, (), O) and (F,(3(), O¢). o
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8.7 Resumé: homotopy equivalences of operator classes

For the convenience of the reader, this section summarizes various of the homotopy
equivalences of sets of Fredholm operators proved in this and earlier chapters. Let us be-
gin with a diagram for self-adjoint Fredholm operators. It is quite extended, even though
not all results proved in this book are included. For sake of compactness of the presen-
tation, we drop the specification of the Hilbert space J.

retr

(FBg,, Oy) ¢ 262 (FBy g, Op) W (Fga, Og) W (FBg,, Op)
Iincl.
(IFIB:a,ON)

6.3.3]}'

(]Psa’ Ogr) (W (IF‘]B1 sa’ ON)

118‘6.3

9
(]Fsa’oG) <—> (]FIBlsa’OE) W (]FIBlsa’OSE) W (IFUO’ON)
116.4.2

(FS, 05) ¢—— (F B{Y, OF) PRLLEN (FBLY, Ogg) I (U, 0y)

644 646 4615
id16.4.7
C id C retr.
(FBy s Ok) 455557 (FBisa Osp) <5,57 (FBige, Og)

retr.IGA.lG

(FBS, Ogr)

1,sa’

The diagram splits in the top row and the rest. However, they are tightly connected as
it was shown in Proposition 3.6.1 that FBy, = FBZ, U FB{, U FB, is a disjoint union in
which the two components FBg, are contractible. Hence the nontrivial part of the higher
homotopy groups (of degree greater or equal to k = 1) of the upper row stems from
the component FBg,, namely the lower part of the diagram. These homotopy groups
have been computed in Section 8.3. Let us also note that many of the homotopy equiva-
lences in the diagram also hold for the operator sets without Fredholm properties. The
corresponding statements can always be found near by those on the Fredholm opera-
tors.

Next let us come to the set of (not necessarily self-adjoint) Fredholm operators. The
results are summarize as follows:
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(FBUO, 0y) 453 (FO0,08) 430> (FBY(30,0y) 45

|

(F(30),06) <= (FBY(30), 0p).

(FBy(H), Oy)

Here the two-sided errors designate homotopy equivalences by the maps on top of them
and the corresponding statement below them, while the hook error is a homotopy equiv-
alence by [154]. Hence the homotopy groups of all spaces are given in Section 8.2.



9 Bott-Maslov index via spectral flow

This chapter develops the theory of the Bott—-Maslov and Conley-Zehnder indices in
the framework of a complex infinite-dimensional Krein space. It hence generalizes
many of the results of Chapter 2 by imposing suitable Fredholm conditions. Standard
monographs on Krein spaces are [29, 20]. The infinite-dimensional Bott—-Maslov index
was introduced and studied by Swanson [187], Nicolaescu [138], Boof3-Bavnbek and Fu-
rutani [30], Kirk and Lesch [113], and Furutani [90], see also [137, 33, 168, 203]. Apart
from these fundamental references, other literature is cited in the text below. Works
on the finite-dimensional case are already mentioned in Chapter 2. As an application
of the infinite-dimensional theory, Section 9.7 develops oscillation theory for the bound
states of a high-dimensional scattering setup. Let us note that numerous other ap-
plications can be found in the literature, in particular, most notably in Morse theory
[138, 113].

9.1 Krein spaces and operators thereon

In this chapter, the separable complex Hilbert space X is supposed to be equipped with
a proper symmetry / = J* = J7' € B(X), namely one which has infinite-dimensional
eigenspaces for the eigenvalues 1 and —1. We will always assume to be in the spectral
representation of J so that
1 0
/= <0 —1> '

Thus J introduces a grading of X, namely X = H_, & H_. Because ] is proper, both 3,
and H_ are infinite dimensional and therefore they can be naturally identified with a
separable Hilbert space H, namely X = H & . One then calls the couple (X,]) a com-
plex Krein space with fundamental symmetry J. Let us note that this excludes the class
of infinite-dimensional Pontryagin spaces [29, 20] where one of the fibers ., or H_ is
finite-dimensional. However, later on (in particular, in Section 9.2) Pontryagin subspaces
of a Krein space and their Krein signature will be relevant.

Definition 9.1.1. Let P be an orthogonal projection on a Krein space (X, ) and let ® be

a normalized frame for P, namely P = ®®*,

(1) Piscalled J-invariant if and only if PJ = JP.

(ii) Pis called nondegenerate if 0 ¢ spec(®*J®).

(iii) A nondegenerate orthogonal projection P is called a Pontryagin projection if and
only if ®*J® has only a finite number of positive eigenvalues or a finite number of
negative eigenvalues. Then the Krein signature of a Pontryagin projection P is

KSig(P) = Sig(®*J®) € Z U {~00, +c0}.

@ Open Access. © 2023 the author(s), published by De Gruyter. [(c) IXEXEEM This work is licensed under the Creative
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(iv) A Pontryagin projection is called Krein-definite if ®*J® is either positive or negative
definite, or equivalently if the restricted quadratic form J|g,yp) is either positive or
negative definite.

Identifying orthogonal projections with their range, all these notions directly transpose
to closed subspaces € of K.

Note that every J-invariant projection is nondegenerate. In this section, Pontryagin
spaces and their Krein signature will not play any role, yet. The focus here is rather on
the analysis of linear operators on the Krein space that preserve J as a quadratic form.

Definition 9.1.2. A bounded invertible operator T € B(X) on a Krein space (X,]) is
called J-unitary if

T*JT =]. ©.1)

The set of J-unitary operators on X is denoted by U(X,J) and it will be equipped with
the norm metric dy and the associated norm topology Oy.

Let us stress that U(X,J) does not denote the unitary operators on X viewed as a
Hilbert space. These latter operators are simply denoted by U(X). Also note that the rela-
tion (9.1) alone does not imply that T is invertible. For example, set X = 24 (N) @ £*(N) in
the grading of J and define T = S® S where S denotes the right-shift on £(IN). Then (9.1)
holds but T is not invertible and hence notin U(K, J). Many of the basic algebraic proper-
ties of J-unitaries transfer from the finite-dimensional case. In particular, the spectrum
satisfies (2.16) and the Riesz projection of T € U(X, J) are those given in Proposition 2.2.2.
Furthermore, U(X,J) is clearly a subgroup of the set G(X) of invertible operators on X.
One can also rewrite the definition of U(X, J) as follows.

Proposition 9.1.3. The group U(X,]) is invariant under taking adjoints. In the grading
of ], one has

U(K,]) = {(? g) €G(X):A"A-C"C=1,D'D-B'B=1,A"B= C*D}

A B * * * * * *
= {<C D) €eG():AA" -BB" =1,DD" -CC" =1, AC" =BD }
and in this representation A and D are invertible and satisfy ||A‘1|| <1, ||D‘1|| < 1. Also
IA7'B| <1, |ID7Cl < 1, IBDY| < 1, and |CA7Y|| < 1.

Proof. Inverting T*JT = J shows T"}J(T*)™} = J so that J = TJT*. The fact that A is
invertible follows from AA™ > 1and A*A > 1. Analogously, one shows that D is invert-
ible. Furthermore, AA* — BB* = 1implies that A"B(A™'B)* =1-A71(4™)* < 1, so that
|A7'B]|| < 1. The same argument leads to the other inequalities. O
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As in finite dimension (Proposition 2.2.5), the polar decomposition of J-unitary op-
erators only involves J-unitary operators. In fact, the proof in finite dimension is based
on Lemma 2.2.6 which directly generalizes to the Krein space framework.

Proposition 9.1.4. Let T € U(X,]) have the polar decomposition T = W|T|, namely
1
where |T| = (T*T)z and W is unitary. Then |T| € U(X,]J) and W € U(X,]) n U(K).

Now let us turn to study the topology of (U(X,]), Oy) and some of its subspaces. As
in the finite-dimensional case, one has the following.

Corollary 9.1.5. The group (U(X,]), Oy) is path connected.

Proposition 9.1.6. The group (U(X,]) N U(X), Oy) is contractible and given by
U(X,]) nUXK) = {diag(V,,V_) e U(X) : V,,V_ € UXH)}.

Proof. Letusfistnote that U(X, J)NU(X) is the set of unitaries commuting with J. These
are the, in the grading of ], diagonal unitaries, just as stated. Therefore the contractibility
of U(XK,]) n U(X) follows as U(H) is contractible by Kuiper’s theorem. O

Let us next consider another subgroup of U(X, J), namely the set of J-unitary oper-
ators that are compact perturbations of the identity,

UK,)) = {1+ K invertible : K € K(X), 1+ K)"J1+K) =J}.
This is the norm-closure of the finite-dimensional J-unitaries, under suitable embedding

of the latter in U(X, J). Proposition 9.1.4 directly implies the following result.

Corollary 9.1.7. Let T € U(X,]) have the polar decomposition T = W|T|, then one has
IT| e USK,]) and W € US(K,]) N UK).

The next result follows from Corollary 9.1.7 combined with (8.1).

Proposition 9.1.8. The space (US(X,]) nU(K), Oy) is a deformation retract of the space
(UC(UC,]), Oy). The homotopy groups of(lUC(UC,]), Oy) are

ZeZ, kodd,
0, k even.

(U, ))) = {

Proof. Using the polar decomposition in U®(X, J) as given in Corollary 9.1.7 and deform-
ing the radial part shows that IUC(JC, J) can be retracted to UK, J) N U(KX). Moreover,
Proposition 9.1.6 shows that UC(JC,]) NUK) = UC(J-C) X UC(fJ-C) where X = H & H.
Therefore, the claim follows from (8.1). O

Next let us come to the Lie algebra of U(X,]).
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Definition 9.1.9. A bounded operator H € B(X) on a Krein space (X,]) is called J-self-
adjoint if

JH']=H. 9.2)

The set of J-self-adjoint bounded operators on X is denoted by By, (X,]) and it is
equipped with the norm metric dy and the associated norm topology Oy.

There is a close connection between J-self-adjoint operators and self-adjoint opera-
tors on XK. More precisely, H is J-self-adjoint if and only if S = JH is self-adjoint. Let us
note that B, (X, J) is an R-vector space. Moreover, B, (X, ) is the Lie algebra of U(X, J)
in the sense that

HeBy(X,)) = e euw,).

If H € Bg,(X,]) is such that H + 11 € B(X) is invertible, also the Cayley transform
C(H) = (H-11)(H+11)  lies in U(XK,]). Finally, the set B¢, (X)NBg, (X, ]) is the real vector
space which is the Lie algebra of U(KX) N U(X,J), namely H € B, (X) N B, (XK, ]) implies
el e U(X)NU(K,]). Statements and formulas similar to those in Proposition 9.1.3 also
hold for operators in the Lie algebra B, (X, ).

Proposition 9.1.10. The R-vector space Bg,(X,]) is invariant under taking adjoints. In
the grading of ], one has

Bg,(X.]) = {<? g) :A:A*,D:D*,B:—C*}.

Proof. The claim follows directly by writing out (9.2). O

There is another natural class of bounded operators on the Krein space X = H & I,
namely for a given operator B € B(J) one can set

0 B
7=(p o)

By construction, H = H* is self-adjoint and satisfies JH] = —H, namely :H is J-self-
adjoint. In a quantum-mechanical setting, the operator H is then called a Hamiltonian
and the relation JH] = —H either a supersymmetry [67] or a chiral symmetry [152]. This
motivates the following definition.

Definition 9.1.11. A self-adjoint operator H € Bg,(X) satisfying JH] = —H is called chi-
ral.

Chiral operators clearly have a spectral symmetry spec(H) = —spec(H) ¢ R. A par-
ticular example of a chiral operator is a chiral symmetry. For every chiral symmetry Q,
there is a unitary operator U on X such that
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0 -U
Q= <_U* 0 ) 9.3)

As will be discussed below, there is a tight connection between invertible chiral oper-
ators and J-Lagrangian projections, and this also explains why we choose to add the
minus sign in (9.3).

9.2 J-isotropic subspaces

Definition 9.2.1. A closed subspace & of a Krein space (X,]) is called J-isotropic if J
viewed as a hermitian sesquilinear form vanishes when restricted to €. More explicitly,
forall ¢, 1 € &, onehas ¢*Ji) = 0. Two closed subspaces & and &’ are called J-orthogonal
ifand onlyif ¢*Jy =0 forall¢ € Eand v € &',

Let us note that any subspace on which J vanishes can be closed and its closure
will then be J-isotropic so that it is natural to require closedness in Definition 9.2.1. Fur-
thermore, every J-isotropic subspace is J-orthogonal to itself. As there is a bijection be-
tween closed subspaces of a Hilbert space and orthogonal projections (self-adjoint idem-
potents), the following definition is hence in line with the above.

Definition 9.2.2. An orthogonal projection P is called J-isotropic if PJP = 0. The set of
J-isotropic projections will be denoted by I(X, ). Two orthogonal projections P and P’
are called J-orthogonal if and only if PJP' = 0.

One has the following characterization of J-isotropic projections.

Lemma 9.2.3. An orthogonal projection P is J-isotropic if and only if
P<j1-P).

Proof. First note that J(1 — P)J is an orthogonal projection. Moreover, P < J(1 - P)J is
equivalent to Ran(P) c Ran(J(1 - P)J) because if P < J(1 - P)J holds and ¢, € Ran(P) is
a vector in the range of P then one has

11> = (@11Pgy) < (d1]J A - PY$y) < g IP |1 - P)T| = oI

Therefore, as the Cauchy—Schwarz inequality is an equality in this case, J(1-P)J@; = ¢;
and ¢ is in the range of J(1-P)J. Conversely, assume that Ran(P) ¢ Ran(J/(1-P)J) holds.
Then for ¢ = ¢y + ¢; € H with ¢, € Ker(P) and ¢; € Ran(P), one has J(1 - P)J¢, = ¢,
and therefore

(¢]7(1-P)p)
= (31|JA=P)Jp1) + (0| J(A = P)J$y) + ($1|J (A = P)J ) + (¢o|J(1 - P)J)
= {P11d1) + (Poler) + (119} + (Po|J(A1 - P)]y)



282 —— 9 Bott-Maslov index via spectral flow

= (P111) + (Do J(A = P)Jpy) = (¢|0p1)
= (¢|Pg),

thus P < J(1 - P)J follows. We show
P<Jj1-P)] < P=P/1-P)P=P-PJPJP. (9.4)

Let us first suppose that P = PJ(1 — P)JP holds. Then for ¢; € Ran(P), one obtains
the equalities ¢, = P@; = PJ(1 - P)Jp; = J(1 — P)J¢; where the last step follows as
[J@ - P)Jo,ll < ll¢4]l. This implies Ran(P) ¢ Ran(J(1 — P)J) and therefore P < J(1 - P)].
Conversely, P < J(1-P)J implies Ran(P) c Ran(J(1-P)J) and therefore J(1-P)J¢; = ¢, for
¢, € Ran(P). Thus P¢; = PJ(1-P)JP¢, follows. As Pg, = 0 = PJ(1-P)JP¢, for ¢, € Ker(P)
is obvious, P = PJ(1 — P)JP follows. This concludes the proof of (9.4). If P is J-isotropic,
the right-hand side of (9.4) is obviously correct and therefore P < J(1 — P)J holds. Con-
versely, P < J(1 - P)J implies by (9.4) that 0 = PJPJP = (PJP)?, as PJP is self-adjoint, and
this implies that P is J-isotropic. O

Associated to a given J-unitary operator T € U(X, ) there are numerous J-isotropic
subspaces. Recall that a subset A ¢ spec(T) is called separated spectral subset if it is a
closed subset and has trivial intersection with the closure of spec(T) \ A.

Proposition 9.2.4. Let T ¢ U(X,]) and A, A" ¢ spec(T) be separated spectral subsets. Set
A= {zeC :171 € AL
() IfA'NA =0, then the associated Riesz projections of T satisfy

(Ry)*JRy = 0.

(i) IfAn A= @, then the range of the Riesz projection R, is J-isotropic.
(iii) IfANn A= @, then the projection on the cokernel of R, is J-isotropic.
(iv) Suppose that spec(T) = Au A’ and

J— —1
A=2", A=A, AnA =0

Furthermore, let R, only have finite-dimensional range. Then both Ran(R,) and
Ran(Ry) are nondegenerate.

Proof. Firstofall, let usnote that Proposition 2.2.2 remains valid for infinite-dimensional
Krein spaces by the same proof, namely the Riesz projections satisfy

(Ry)" = JR;].
Therefore

(Ry)"JRy = JRsJJRy = JR1Ry =0,
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the latter by the assumption and the properties of the Riesz projections, see Ap-
pendix A.1. The claim (ii) is now a direct consequence and (iii) follows from the identity
RyJ(R,)* = 0 obtained in a similar manner.

(iv) By item (i), Ran(R,) and Ran(R,/) are J-orthogonal. Moreover, these two sub-
spaces span all X due to R, + Ry = 1 which follows from Proposition A.1.1(iii). Suppose
that Ran(R,) is not nondegenerate. Then there exists a nonvanishing vector ¢ € Ran(r,)
such that (¢')*J¢ = 0 for all ' € Ran(R,) and hence ¢ is J-orthogonal to all vectors in XK.
This is a contradiction to the fact that J is invertible. Now let @ be a normalized frame
with Ran(¢) = Ran(R,/). Then ®®*Jdd* — J is finite dimensional. Hence the essential
spectrum of ®®*J®®* is {-1,1}. But spec(®*J®) U {0} = spec(®@D*J®®"), unless A = 0.
However, by the same argument as above, Ker(®*J®) = {0}. Taking these facts together,
one deduces that also R, is nondegenerate. O

Remark 9.2.5. Results similar to Proposition 9.2.4 also hold for a J-self-adjoint opera-
tor H. One merely has to replace the spectral reflection on the unit circle $' by a reflec-
tion on the real axis, namely by complex conjugation. For example, let A c spec(H) be a
spectral subset such that A N A = ¢ where the complex conjugateisA = {z € C : Z € A}.
Then the range and cokernel of the Riesz projection R, of H are J-isotropic subspaces.
Several of the results below transfer in the same way, even though this will not be spelled
out. The reader may consult [29, 175]. O

Next let us note that for a J-isotropic orthogonal projection P, also P + JPJ is an or-
thogonal projection. Its range is a J-invariant subspace, and so is therefore its orthogonal
complement which will be denoted

Fp = Ran(P + JP])*" = Ker(P) n Ker(JPJ).

Definition 9.2.6. A J-isotropic projection P is called semi-Fredholm if F; is a Pontryagin
space, and it is called Fredholm if ¥ is finite dimensional.

Let us establish an elementary link between the Fredholm property of J-isotropic
projections and Fredholm pairs of projections.

Proposition 9.2.7. A J-isotropic projection P is Fredholm if and only if (1 — P,JP]) is a
Fredholm pair. Its index is given by

Ind(1- P,JPJ) = dim(F5).

Proof. The characterization of the Fredholm property given in Proposition 5.3.2 can be
readily checked and

Ind(1 - P,JP]) = dim(Ran(1 - P) n Ker(JPJ)) — dim(Ran(JPJ) n Ker(1 - P))
= dim(Ker(P) n Ker(/P[)) - dim(Ran(/PJ) n Ran(P)),

which is indeed equal to dim(J;) because JPJ and P are orthogonal. O
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The invariant Ind(1- P, JP]) is, however, not the only interesting integer that can be
associated to a Fredholm j-isotropic projection. Even for any semi-Fredholm J-isotropic
projection P, one can furthermore consider the Krein signature

KSig(1- P - JPJ) = Sig(J|5,) € Z U {~c0, +0o}.

It turns out that these two quantities are related for the following class of J-isotropic
subspaces.

Definition 9.2.8. A J-isotropic subspace € is called maximally J-isotropic if there is
no J-isotropic subspace ¥ with £ ¢ F and € # . A projection P is called maximally
J-isotropic if its range is maximally J-isotropic. The set of all Fredholm maximally
J-isotropic projections will be denoted by

FI(X,]) = {P € P(X) : P maximally J-isotropic and Fredholm}.

It is equipped with the norm topology Oy.

Proposition 9.2.9. A J-isotropic projection P is maximal if and only if1 - (P + JP]) is a
Krein-definite Pontryagin projection. Moreover; for every maximally J-isotropic projection
P, one has

Ind(1 - P, JPJ) = |KSig(1 - P — JPJ)|.

Proof. Note that 1 — (P + JPJ) is the projection onto Fp. The J-isotropic projection P is
not maximal if and only if there exists a nontrivial subspace of Fp that is J-orthogonal to
itself. For any unit vector ¢ in this subspace, P + ¢¢~ is a J-isotropic projection. Then J¢
and ¢ are linearly independent vectors from Fp, and ] restricted to the two-dimensional
subspace spanned by ¢ and J¢ has eigenvalues 1 and -1, so that F is not Krein-definite.
Conversely, if Fp is not Krein-definite, there is a unit vector ¢ € JF that is J-orthogonal
to itself. Then P + ¢¢* is a J-isotropic projection and P is not maximal. The claim about
Ind(1 - P, JPJ) directly follows from Proposition 9.2.7. O

For a finite-dimensional H, every maximally J-isotropic subspace is of dimension
dim(H) and is hence J-Lagrangian in the sense that JPJ] = 1 — P holds for its range
projection P, see Definition 9.3.1 below. However, in infinite dimension there are more
maximally J-isotropic subspaces, namely maximally J-isotropic subspaces that are not
J-Lagrangian (other than incorrectly stated in Section 2 of [168]). This shows the follow-
ing example.

Example 9.2.10. Let us fix an orthonormal basis {b; : [ € N} of Ker(J — 1) and an or-
thonormal basis {¢; : I € N} of Ker(J + 1). For k € N, let us then define P, as the
projection onto Ran(Py) = span{b; + €;_; : L € N,l > k}. As (1 - P, )J(1 - P;,)b; = b; for all
l=1,...,k,onehas (1-P;)J(1-P;) # 0.(Thus Py is not J-Lagrangian.) One directly checks
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that Py, is J-isotropic and, equivalently, Ran(Py) is J-isotropic. Because of the orthogonal
decomposition

X = Ran(P;) @ Ran(JP,J) @ span{by, ..., by}, 9.5

there is no extension of Ran(P;,) to a J-isotropic subspace, namely Ran(P;) is maximally
J-isotropic. Along the same lines, it is also possible to construct an example of a maxi-
mally J-isometric projection P, such that Ran(P.,) ® Ran(/P..J) has infinite codimen-
sion, by setting, e. g., Ran(P,,) = span{b; + e, : l € N}. <o

The maximally J-isotropic projections P, constructed in Example 9.2.10 are Fred-
holm for k < co and their Krein signature is k > 0. In the same manner, it is also possi-
ble to construct maximally J-isotropic projections with negative Krein signature. On the
other hand, P_, is not Fredholm and has Krein signature +oo.

Proposition 9.2.11. The space (FI(X,]), Oy) has Z connected components labeled by the
Krein signature, that is, the map K : my(FI(X, J)) — Z given by

K(P) = KSig(1- P - JP)

is an isomorphism.

Proof. Itisshownthatevery P € FI(XK,J) with KSig(1-P—JPJ) = kis unitarily equivalent
to a fixed maximally J-isotropic projection P, with KSig(1 - P, — JP;J) = k via a unitary
that commutes with J (Example 9.2.10 constructs such projections P, for k > 0). From
this unitary equivalence, one readily constructs the desired connecting path by taking a
root of the unitary. For the construction of the unitary, it is convenient to use normalized
frames (see Definition 5.1.5). Hence let @, be a normalized frame for P;, namely one has
Py = &, @;. Then J®, is a normalized frame for JP,J. Further set ¥ = (®,J®; )" which
is then a normalized frame for the orthogonal projection onto the finite-dimensional
space Fp, . Note that J¥; = sgn(k)¥,. Similarly, let , J® and ¥ be associated to P. Then
one checks that U = (®,J®, ¥)(Dy, JO;, ¥y)" is well defined, unitary, commutes with J,
and satisfies UP, U™ = P. O

Given a maximally J-isotropic projection P, one can set
1
Tp = EP +2/Pf+(1-P-]P)), 9.6)

and then readily checks that Tp € U(X,]) is J-unitary. The same holds, e. g., for the oper-
ator zP+Z_1]P] +e'?(1-P—JPJ) where zis a complex number with |z| € (0,1) and e’ € $'
aphase. Even further, one can spread out the spectrum on the unit circle within the class
of J-unitary operators. On the other hand, it is impossible for these unit eigenvalues to
leave the unit circle under any perturbation within the set of J-unitaries. Indeed, each

such eigenvalue A would lead to another eigenvalue Tl by (2.16), and a more detailed
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elementary analysis shows that the J-inertia on the joint eigenspace has to be (1,0,1)
which is impossible because Ran(1 - P — JPJ) is a J-definite subspace. This is the essence
of Krein stability which associates a signature to each unit eigenvalue of a J-unitary
operator, for details see, e. g., [168]. In Definition 9.2.12 below, the Krein signature is not
associated to a single eigenvalue on the unit circle, but rather jointly to all eigenvalues
on S!, which corresponds to taking the sum of all Krein signatures of unit eigenval-
ues. The example of T, suggests the following natural situation in which Fredholm
J-isotropic projections appear. This is relevant for applications, such as in [168, 175].

Definition 9.2.12. A J-unitary operator T € U(, ) is said to be essentially S'-gapped if
it only has discrete spectrum (isolated eigenvalues of finite algebraic multiplicity) on $.
The total Krein signature of such an essentially S'-gapped J-unitary T is

KSig(T) = KSig(P™),

where P~ denotes the finite-dimensional range projection of all eigenvalues on the unit
circle .

Let us note that Proposition 9.2.4(iv) applies directly, in particular, to an essentially
S'-gapped operator T € U(X, ) if one chooses A = $*nspec(T) and A’ = spec(T)\A. Thus
Ran(P~) = Ran(R,) and Ran(R,/) are J-orthogonal and nondegenerate. As P~ is finite
dimensional, it is hence a Pontryagin projection with a well-defined Krein signature.
Therefore KSig(T) is well defined.

Proposition 9.2.13. Let T € U(K,]) be an essentially S'-gapped J-unitary. Then let R
and R” be the Riesz projections of T associated to the spectral subsets spec(T) N B;(0)
and spec(T) \ B;(0), respectively, and let P< and P> be the orthogonal projections onto
the subspaces €< = Ran(R*) and &> = Ran(R”). Further let P~ be the finite-dimensional
range projection of all eigenvalues on the unit circle S. The (total) Krein signature KSig(T)
of the essentially S'-gapped J-unitary T is continuous in T. The projections P< and P> are
Fredholm J-isotropic projections, which are maximal (namely in FI(X, J)) if the restriction
JIRan(p=) Of the quadratic form J to Ran(P~) is definite.

Proof. The fact that P< and P~ are J-isotropic follows from Proposition 9.2.4 applied to
A = spec(T)nB;(0). The Fredholm property follows directly from the hypothesis because
JP<J is the orthogonal projection onto Ker(R”)* and thus Fp< = Ker(R”) n Ran(R“)*
is finite dimensional as P~ is finite dimensional. The same argument shows that also
Fp> = Ker(R%) n Ran(R”)™ is finite dimensional. Now an eigenvalue A of T can leave

S! only together with its reflected Ti (Krein collision). But on the span of the two cor-
responding eigenvectors, J has vanishing signature (this requires an addendum to the
argument leading to Proposition 9.2.4, see [168]). Even though this process changes the
projection P~, it does therefore not change the Krein signature KSig(T). Once J is definite
on the range of P7, no eigenvalue can leave the unit circle and neither P* nor P> can be
enlarged, and are thus maximal. O
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Admittedly, the above proof of Proposition 9.2.13 is only a sketch of what is the heart
of the celebrated Krein stability result [118]. The reader interested in further details is
referred to [168, 175].

Remark 9.2.14. Once again, one can also introduce essentially R-gapped bounded J-self-
adjoint operators, namely those bounded J-self-adjoints that only have discrete spec-
trum of finite multiplicity on R. Then one can consider their global Krein signature.
Using Riesz projections for the upper and lower half-plane, as well as a perturbative
argument for the real eigenvalues of indefinite signature, one can show that the set
of all essentially R-gapped bounded J-self-adjoint operators can be retracted to the set
FI(XK,]), if the latter is identified with the J-self-adjoint operators H = 1P — ¢JPJ (this
is similar to (9.6)). Moreover, it is possible to show by analytic Fredholm theory that
the set of all essentially R-gapped bounded J-self-adjoint operators is equal to the set
{H € Bg,(X,]) : H-A1 € FB(X) for all A € R}. Detailed proofs can be found in [175]. Such
a characterization with a Fredholm property is not possible for the essentially $*-gapped
J-unitaries, see [168] for a counterexample. It is likely also not true that the essentially
S'-gapped J-unitaries can be retracted to FI(X, ]). <o

9.3 J-Lagrangian subspaces

Definition 9.3.1. Projection P = P* = P? ¢ P(X) is called J-Lagrangian if and only
if J/f = 1 - P. A closed subspace is called J-Lagrangian if its range projection is
J-Lagrangian. The J-Lagrangian Grassmannian is defined as

P(X,J) = {P=P* =P* ¢ B(X) : JP] =1-P}.

It is equipped with the metric dy and thus the norm topology Oy.

A Fredholm maximally J-isotropic projection P is J-Lagrangian if and only if one has
KSig(1 - P - JP]) = 0. Clearly, one can reformulate Definition 9.3.1 as

P J-Lagrangian <= P+jP[=1

The definition implies that 1- P is J-Lagrangian if and only if P is J-Lagrangian. Further-
more, every J-Lagrangian projection P provides a chiral symmetry Q = 1 - 2P, and vice
versa. More generally, the negative spectral projection P = y(H < 0) of an invertible chi-
ral operator H is J-Lagrangian. Definition 9.3.1 can further be reformulated algebraically.
In view of (9.3), every J-Lagrangian projection is of the form

1(1 U
:§<U* 1)’ o7
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where U is a unitary on J, see also Proposition 9.3.4 below. Let us next give another
characterization of J-Lagrangian projections.

Lemma 9.3.2. An orthogonal projection P is J-Lagrangian if and only if
P[P=0 and (1-P)J(1-P)=0,

or alternatively if and only if the restrictions J|ganp) and Jgana-p) 0f the quadratic form
J vanish.

Proof. Multiplying JP] = 1 - P by P from the left and J from the right shows PJP = 0.
Proceeding similarly with P = J(1 - P)J shows (1 - P)J(1 - P) = 0. Conversely,

JPJ =JPJP +JP](1~P)

=JP(1-P)
=J(P+1-P)J(1-P)
= (1 - P)>
showing the claimed equivalence. O

The following result describes a natural situation in which J-Lagrangian subspaces
arise. It is the infinite-dimensional analogue of Proposition 2.2.3.

Proposition 9.3.3. Let T € U(X,]) satisfy spec(T) N S' = 0. Then let R and R” be the
Riesz projections of T associated to the separated spectral subsets spec(T) n B;(0) and
spec(T) \ B,(0), respectively, and let P and P> be the orthogonal projections onto the
subspaces €< = Ran(R*) and & = Ran(R”). Then P* and P~ are J-Lagrangian.

Proof. This follows directly from Proposition 9.2.13. O

Next let us consider the set of all J-Lagrangian subspaces. Due to (9.7), the J-La-
grangian Grassmannian P(X, J) on X can naturally be identified with the unitary group
on H.

Proposition 9.3.4. The stereographic projectionI1 : P(X,]) — U(JH) defined by

1
e -v. p=5 (5 )
2\U" 1
is a bijective isometry.
Proof. The stereographic projection is surjective because, for U € U(H),
1 ( 1 U

=2 (4 1>€1P(5<J)
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is a Lagrangian projection and II(P) = U. Moreover, the stereographic projection is in-
jective as, for P, P’ € P(K,]) with U = II(P) and U’ = II(P"), one has

1 1
[P~ P') = S Inee) - ()] = S0 - ')
Therefore II is injective. In conclusion, the stereographic projection is a bijection. The

above identity also shows that it is bi-Lipshitz-continuous. O

The spectral theory in U(J) is of importance for the intersection of two Lagrangian
subspaces, as shows the following result which is at the heart of intersection theory
of J-Lagrangian subspaces and hence of crucial relevance for the Bott-Maslov index
introduced and analyzed in the next section.

Proposition 9.3.5. Let P, and P; be J-Lagrangian projections with stereographic projec-
tions Uy = II(Py) and U; = II(P,). One has

dim(Ran(Py) n Ker(Py)) = dim(Ker(U; Uy + 1))
= dim(Ker(U,U; +1)),

or alternatively
dim(Ran(P;y) N Ran(/Py))) = dim(Ker(U; U, + 1)).

) € X with ¢, ¢, € H is in the range of P, if and only if

w0=3 (G e " (6)

Proof. A vector ¢ = (2

1
2

which is equivalent to Uy, = ¢;. Then

16+ Uiy
ho=3 <U}¢1 +1¢22> =0

if and only if -U;" ¢, = ¢,. In conclusion, ¢ € Ran(Py) N Ker(P,) implies ¢, = -U; Uy,
and dim(Ran(Py) N Ker(P,)) < dim(Ker(U; U, + 1)). Conversely, for ¢, € Ker(U;' Uy + 1),
one has Uy¢, = U, ¢, and therefore ¢ = (Y2%2) e Ran(P,) n Ker(P,). This implies that

¢
dim(Ran(P,) n Ker(P,)) > dim(Ker(U; U, + 1); and thus the claim follows. O

A J-unitary operator T € U(X,]) sends a J-Lagrangian subspace € to a J-Lagrangian
subspace T¢E. Indeed, for all vectors ¥, = T, € T€ and y; = Tp; € TE, one deduces
Yol = 9o T*JTy = oJ¢1 = 0. Analogously, for g = (T*) '@y € (TE)" = (T*) e+
and ¥; = (T*)"'p, € (TE)*, one has ()" 1y, so that Lemma 9.3.2 implies that T¢ is
J-Lagrangian. (Note that this also shows that the image of J-isotropic subspaces under
a J-unitary is J-isotropic.) If P € P(X,]) is the range projection of &, then the range
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projection of T€ is denoted by T - P, namely - : U(X,]) x P(X,]) — P(X,]) is a group
action. This action is transitive. Actually, already the subgroup U(X,J) n U(X) does so
as shows the following result.

Proposition 9.3.6. The group U(X,]) n U(X) acts continuously and transitively on
P(X.,]).

Proof. The action of U(X,]) n U(X) on P(X,]) is simply given by V - P = VPV* for
V € UX,J) N U(K) and P € P(X,]). One directly checks that VPV* is in P(X,]) and
therefore the action is well defined. To show that the action is transitive, consider two
J-Lagrangian projections

11 U, 1/1 Ul>
P = — d P == >
072 (Ug 1 > ant =3 <U1* 1

where Uy, U; € U(H) are unitaries. One directly checks that VP,V* = P, for

(U0
V—<O U())eU(JC,])nU(CK),

finishing the proof. O

Now the action (5.7) of invertibles on projections becomes an action of U(X, ) on
P(X,]). Recall that for T € U(X,]) on P € P(X,]), it is given by

TP = (IPT*)(TPT*) *(TPT").
The following elementary fact will be used later on.
Proposition 9.3.7. For T € U(X,]) and P € P(X,]), one has
T-P=J((T7)"-A-P)J.
Proof. The computation
* * _2 *
J(T-P) = JTPT"J)(JTPT"]) “(JTPT"])
1\ * _ 1\ * —1\—2 —1\* —
= (T PIT (T T (T T,
combined with JP] = 1 — P, shows the claim. O
Under the stereographic projection, the action takes a simpler form.
Proposition 9.3.8. The group U(X,]) acts continuously on the Siegel disc
D(H) = {U € B0 : |U]| < 1}

and also on the unitary group U(H) by M6bius transformation denoted by a dot and de-
fined by
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A B\ 4
<C D)-U—(AU+B)(CU+D) ., UeD().

The Mébius action on U(H) implements the action - : U(X, J)xP(X,]) — P(X,]), namely
T -TI(P) = II(T - P).

Proof. One first has to show that for U € B(J) with [|[U| < 1and T € U(X,]) the inverse
in the Mdébius transformation T - U is well defined. By Proposition 9.1.3, one concludes
that (CU +D) = D(D"'CU +1) is indeed invertible. Then the identities of Proposition 9.1.3

imply
(CU+D)*(CU +D)- (AU +B)"(AU +B) =1-U"U. 9.8)

Now multiplying (9.8) from the left by ((CU + D)*)~! and from the right by (CU + D)
and using1-U*U > 0 for U € D(H) shows (T - U)*(T - U) < 1sothat T - U € D(XH). By
the same argument, if U € U(H), then T - U € U(K). A short algebraic calculation also
shows that (TT') - U =T - (T' - U).

To prove the last formula, let us note that the range of P = %(Ul [1]) is

Ran(P) = {<U¢> 19 e 3{},

¢
therefore
_[((AU +B)¢\
Ran(T - P) = {((CU+D)¢> NS ﬂ-(}
1%
_ {((AU+B)(€U+D) ¢> e g_(}
¢
~ 1 1 (AU +B)(CU + D)™
- Ran(é <((AU+B)(CU+D)’1)* 1 ))
Proposition 9.3.4 implies the claim. O

9.4 Fredholm pairs of J-Lagrangian projections

Recall from Section 5.2 the notion of Fredholm pairs (Py,P;) of orthogonal projec-
tions and their index given by the difference of the finite dimensions of the subspaces
Ran(P,) N Ker(P,) = Ran(Py) n Ran(P;)" and Ran(P;) N Ker(P,) = Ran(P;) N Ran(P,)™*.
It is now natural to consider Fredholm pairs of J-Lagrangian projections and introduce
the following notation:

FPP(X,]) = {(Py, Py) : Py, P; € P(K,]) and (P, P;) Fredholm pair}. 9.9)
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Again Oy (or more precisely, Oy x Op) is the natural topology on this set. Noting that
J-Lagrangian Fredholm pairs are always proper and recalling the notation for proper
Fredholm pairs from (5.19), this can be rewritten as

FPP(X,]) = (P(X,]), P(X,])) N FPP(X).

Let us provide a simple way to produce Fredholm pairs of J-Lagrangian projections.
Proposition 9.4.1. Let P € P(X,]) and T € U*(X,]). Then (P, T - P) € FPP(X,]).

Proof. The hypothesis implies that T-P - P € K(X), e. g., by using the formula in Propo-
sition 9.3.8. Therefore the Fredholm property of the pair (P, T - P) follows from Proposi-
tion 5.2.4. O

The first aim will be to characterize the Fredholm property of pairs of J-Lagrangian
projections (Py,P;) in terms of the associated stereographic projections. That this
should be possible is plausible due to Proposition 9.3.5 which shows that the above
finite-dimensional intersections can precisely be determined from the spectral the-
ory of the stereographic projections. For the formulation of the result, which goes
back at least to [113], let us recall the relevant spectral notions from Section 3.4.
The discrete spectrum specy;s(A) of a normal operator A € B(H) consists of all iso-
lated eigenvalues of finite multiplicity, and then the essential spectrum is defined by
Speces(A) = spec(A) \ specg;(A). Also recall form Section 3.7 that the set of unitaries
U € U(K) such that -1 ¢ spec,(U) is denoted by FU(F).

Theorem 9.4.2. Let P, and P; be two J-Lagrangian projections with stereographic pro-
jections Uy = II(Py) and Uy = II(P;). Then

(Py, Py) € FPP(X,]) Fredholm pair & -1 ¢ spec,s(U; Up)
& U Uy € FUH)
= U U, € FUXH).

Proof. As above, Q, = 1 - 2P, and Q; = 1 — 2P, are chiral symmetries. If (Py,P;) is a
Fredholm pair,

Uy + U)(Uy + Uy)* 0 )

2 _
(Qo+ Q" = < 0 Uy + U™ (Uy + Uy)

is Fredholm by Proposition 5.4.2 and therefore 0 ¢ spec,((Qq + 0,)%). Multiplying out
shows that

(UO + Ul)*(UO + Ul) = 21+ Ul*UO + UJUl

and
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(UO + Ul)(UO + Ul)* = 21 + UlUJ + UOUI*
are Fredholm. Let us define U; U, = U. Then
20+T+0 =1+0)A+0)* =1+ )" A+ 1)

is Fredholm. Thus, by Corollary 3.4.4, 0 ¢ specy. (21 + U + U*) and 1 + U is Fredholm by
Theorem 3.4.1. Again by Corollary 3.4.4, one has —1 ¢ Specys(U) = Speces(UpUy).
Conversely, if -1 ¢ specs(U; Up), then 1 + U} U, is Fredholm by Corollary 3.4.4.
Therefore U, + U; and (U, + U;)* are Fredholm. Thus Q, + Q; is Fredholm and, by Propo-
sition 5.4.2, (Py, P,) is a Fredholm pair. O

Corollary 9.4.3. Let (Py,P;) be a pair of J-Lagrangian projections and let furthermore
V e UK,]) N U(X). Then

(Po,P;) € FPP(K,]) > (V-P,V-P,) € FPP(X,)).

Proof. Recall from Proposition 9.1.6 that V = diag(V,, V_) with V, € U(H). By Proposi-
tion 9.3.8, one hence has II(V - Pj) = V+H(Pj)V_* so that

TV - P)"TI(V - Py) = V_II(P,)"TI(Py) V. (9.10)

Hence the claim follows from Theorem 9.4.2. O

Proposition 9.4.4. Let P € P(X,]) withU =II(P) and T € U(XK,]). Then

(P,T-P) e FPP(XK,]) (l1]>*T(l1]) € FB(J).

Proof. By Theorem 9.4.2, the Fredholm property of (P, T - P) € FPPPP(X,]) is equivalent
to —1not being in the essential spectrum of U* T - U, which is equivalent to 0 not being in
the essential spectrum of the self-adjoint operator Re(U* T - U) + 1. Now let A, B, C, D be
the entries of T, e. g., as in Proposition 9.3.8. This proposition also shows that (CU + D)
is invertible. Then

Re(U'T-U)+1= %(U*T- U+(T-U)'U)+1

= %(U*T- U+1)"(U'T-U+1)
- %((CU DY’ [(Z)T(Z)HIIJ)T(Z)(CU + D)t

O (e o (3 (3]
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Due to Theorem 3.4.1, the stated Fredholm property implies a lower bound on the essen-
tial spectrum of Re(U* T-U)+1, and, conversely, the Fredholm property is a consequence
of the lower bound on the essential spectrum. O

Example 9.4.5. There are P € P(X,]) and T € U(X,]) such that (P, T - P) is not a Fred-
holm pair. For example, take U = 1 (which corresponds to P being the reference projec-
tion P given in (9.11) below) and T = J. <o

The following result provides another natural situation in which Fredholm pairs of
J-Lagrangian projections arise. It merely extends Proposition 9.3.3.

Proposition 9.4.6. Let T ¢ U(X,]) satisfy spec(T) N S! = 0. Let R and R” be the Riesz
projections of T associated to the spectral subsets spec(T) N B;(0) and spec(T) \ B;(0), re-
spectively, and let P< and P> be the orthogonal projections onto their ranges €< = Ran(R")
and & = Ran(R”). Then (P<,1- P”) forms a Fredholm pair.

Proof. In Proposition 9.3.3 it was already shown that P< and P~ are J-Lagrangian so
that also 1 — P~ is J-Lagrangian. It remains to check the conditions in Definition 5.3.2
for Py = P< and P, = 1 - P. First of all, Ran(Py) + Ran(1 - P;) = €5+ & = K is
closed. Secondly, Ran(Py) n Ker(P,) = €< n &> = {0} is finite dimensional, and finally,
Ker(Py)* + Ran(P;)* = Ran(P,) + Ker(P,) = € + & = K so that Ker(P,) n Ran(P,) = {0}
is also finite dimensional. O

The next results states that for a Fredholm pair of J-Lagrangian projections the in-
dex as defined in Section 5.2 is of little interest (for the finite-dimensional case, see al-
ready Remark 5.2.3).

Proposition 9.4.7. For all (Py, P;) € FPP(X,]), one has
Ind(Po,Pl) = 0

Moreover, (FPP(X,]), Oy) is connected.

Proof. Let (Py,P;) be a Fredholm pair of J-Lagrangian projections. Then, by Theo-
rem 9.4.2, -1 is not in the essential spectrum of II(Py)II(P;)*. By spectral calculus with
a root for which the branch cut is chosen to be on the negative real axis, the paths
s € [0,1] +— (TI(Py)II(P;)*)** lies entirely in FU(F). For U(s) = (II(Py)II(P;)*)*STI(P,),
let us define a path of J-Lagrangian projections by

s €[0,1] — P(s) = % (U(ls)* U;”).

Again by Theorem 9.4.2, one checks that s € [0,1] — (P(s), P;) is a path of Fredholm pairs
of J-Lagrangian projections. It connects (Py, P;) to (P, P;). Therefore by Proposition 5.2.7,

Ind(Po,Pl) = Ind(Pl»Pl) =0.
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The second claim follows because the set U(H) of unitaries on K is connected and
therefore there is a path s € [0,1] — U(s) of unitaries connecting II(P;) to 1. Then
s € [0,1] — IT"Y(U(s)) is a path of J-Lagrangian projections connecting P, to the refer-

ence J-Lagrangian projection P = %(i b). Thus s € [0,1] — (T7'(U(s)), I (U(s))) is

a path of Fredholm pairs of J-Lagrangian projections connecting (Py, P;) t0 (Pyef, Pref)-
In conclusion, there is a path of Fredholm pairs of /-Lagrangian projections connecting
(Pg, Py) t0 (Pyef> Prep) and therefore the set of Fredholm pairs of J-Lagrangian projections
is connected. O

In many applications of the Fredholm pairs of J-Lagrangian projections, one of the
projections, say Py, is fixed and given by a reference J-Lagrangian projection which we
choose to be

1/1 1
P== . 9.11
ref 2<1 1) (011)

Thus let us introduce the Fredholm J-Lagrangian Grassmannian (with respect to Pp.¢) by
FP(K,]) = {P € P(K,]) : (Pep, P) € FPP(K,])}.

AS II(Ppef) = 1, Theorem 9.4.2 implies the following

Corollary 9.4.8. Themap I : (FP(X,]), Oy) — (FU(H), Oy) is a bijective isometry.

Due to Corollary 8.1.2, this directly implies the next statement:

Corollary 9.4.9. The homotopy groups of (FPP(X,]), Oy) are

Z, kodd,

0, keven.

ﬂk(]P]P(:K,])) = {

The next result also allows accessing the homotopy groups of FPP(X, J).

Proposition 9.4.10. The space (FP(XK,]),Oy) is homotopy equivalent to the space
EPP(X,]), Op).

Proof. Let (Py,P;) € FPP(X,]) be a pair. Recall that there is a unitary U, € U(H) (where
X = H @ H in the grading of J) such that

1/1 U,
Py== .
072 <U3‘ 1 )
Set V = diag(1, Uy), which is an element in U(X, J) n U(X). Then

(Py, Py) = V*(Ppe, VPV V.

Due to the natural identification
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FP(X,]) = {(Pre, P) : P € P(X,]) and (Pyep, P) € FPP(K, ])},

one hence has FPP(X,]) = FP(X,]) x U(H). Therefore the claim follows from the
contractibility of U(H). O

Combining Corollary 9.4.9 with Proposition 9.4.10, one deduces

Theorem 9.4.11. The homotopy groups of (FPP(X,]), Oy) are

Z, kodd,
0, keven.

T (FPP(K,])) = {

9.5 Paths of Fredholm pairs of J-Lagrangian projections

Proposition 9.4.7 shows that the index of a Fredholm pair (Py,P;) € FPP(X,]) of
J-Lagrangian projections always vanishes. As already stated in Theorem 9.4.11, there is
interesting topological information contained in paths in FPP(X,J). As shown in Corol-
lary 9.5.7 at the end of this section, this is captured by the Bott—-Maslov index which will
be introduced and studied in this section. For the definition, recall the characterization
of Fredholm pairs of J-Lagrangian projections as given in Theorem 9.4.2.

Definition 9.5.1. Let ¢ € [0,1] — (Py(t), P4(t)) € FPP(XK,]) be a path of Fredholm pairs
of J-Lagrangian projections and set U(t) = II(Py(t))*TI(P;(t)) € FU(H). Then the Bott—
Maslov index of the path is defined by

BM(t € [0,1] — (Py(t), Py(t))) = Sf(t € [0,1] — U(1)).

By Proposition 9.3.5, the Bott—Maslov index counts the number of finite-dimensional
intersections of Ker(P,(t)) with Ran(P;(t)) along the path, with the orientation of the
passage through the intersection as a weight. This two-sidedness will be further dis-
cussed below, and we will also provide a crossing form formulation for the Bott—-Maslov
index. Let us first note a few obvious properties that the Bott—-Maslov index directly
inherits from the spectral flow. More precisely, the next Proposition 9.5.2 is a direct con-
sequence of Theorem 4.5.6, and Proposition 9.5.3 further down follows from item (ii) of
Theorem 4.5.5.

Proposition 9.5.2. Lett € [0,1] — (Py(t), Pi(t)) € FPP(X,]) be a path of Fredholm pairs
of J-Lagrangian projections. Then its Bott—Maslov index is a homotopy invariant under
homotopies within the set of paths of Fredholm pairs of J-Lagrangian projections keeping
the endpoints (Py(0), P;(0)) and (Py(1), P;(1)) fixed.

In particular, the Bott—-Maslov index associates to every closed path of Fredholm
pairs of J-Lagrangian projections an integer invariant. As will be shown in Corollary 9.5.7
below, this characterizes the fundamental group of FPP(X,]).
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Proposition 9.5.3. Lett € [0,1] — (Py(t),P4(t)) and t € [0,1] — (P(’)(t),P{(t)) be two
paths in FPP(X,]) such that Py(1) = P(0) and Py(1) = P;(0). Then their concatenation
(Py * Py, Py * Py), defined by

P2,  tel0.]],

P+ Pl(t) =
1+ B0 {P}(Zt—l), te[i1],

has a Bott—-Maslov index given by

BM(t € [0,1] + (P * Py(t), P, * Py(t)))
=BM(t € [0,1] = (Py(t), P,(1))) + BM(t € [0,1] + (Py(t), Pi(1))).

The next result also follows directly from the definition and the identity (9.10).

Proposition 9.5.4. Lett € [0,1] — (Py(t), P1(t)) € FPP(XK,]) be a path of Fredholm pairs
of J-Lagrangian projections and V € U(X,J) n U(X). Then

BM(t € [0,1] — (V- Py(t), V - Py(t))) = BM(t € [0,1] — (Py(2), Py(1))).

Next crossing forms for differentiable paths ¢ € [0,1] — (Py(t),Pi(t)) € FPP(X,])
are introduced. Let us set U(t) = II(Py(t))*II(P;(t)) € FU(H) as in Definition 9.5.1. Then
the crossing form at ¢ as in Definition 4.5.7 is given by

[, :Ker(U(t) +1) > R, Ty(@) = -1(|U®)"0,U(t)9).

A crossing is called regular if I'; is nondegenerate. Now Proposition 4.5.9 immediately
implies the following result.

Proposition 9.5.5. Lett € [0,1] — (Py(t), P;(t)) € FPP(X,]) be a continuously differen-
tiable path having only regular crossings. Then

BM(t € [0,1] > (Py(t), Py(1))) = %Sig(l’o) + ) sigT) + %Sig(l"l). (9.12)
te(0,1)

As in the finite-dimensional case (Lemma 2.1.9), it is useful to have an explicit for-
mula for the crossing form in terms of the projections. This can be deduced from the
first part of the next statement.

Lemma 9.5.6. Let t € [0,1] — (Py(t),P1(t)) be a differentiable path of pairs of J-La-
grangian projections with associated Uy(t) = II(Py(t)) and U,(t) = II(Py(t)). Then for
U(t) = Uy(t)* Uy(t) one has

*

U©)*,U(t) = 4(U10(t)> Po(t)atPO(t)(Ulo(t) ) . 4<(1))*P1(t)atPl(t)<g).
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If, moreover, 0,Py(t) and 0,P;(t) are trace class, then U(t)*0,U(t) is trace class and given
by

Tr(U(t)*9,U(t)) = 2Tr(JPy ()3, Py(t)™) — 2 Tr(JP,(£)0,P1(t)™).
Proof. By the formulas in Proposition 9.3.4, one has forj = 0,1,

1
PPt = 5 (

UORUO"  3Ut) )
| .

QU U0 U0
As
U(t)*0,U(t) = Uy (t)" (Uy(t)0, Uy ()" YU (t) + Uy (£)* 0, Uy (1),
this implies the first formula. The summability in the second claim is now clear, and
Tr(U(t)*0,U(t)) = - Tr(U(t)o,U(t)")
= 2Tr(JPy(t)3,Py(t)*) — 2Tr(JPy ()9, Py(t)"),

by taking the trace of the above formula for P;(t)d.P;(t) times J. O

Next let us state that the Bott—Maslov index restricted to closed paths identifies the
fundamental group of FPP(X,J) given in Theorem 9.4.11.

Corollary 9.5.7. The Bott—Maslov index defined in Definition 9.5.1 establishes an isomor-
phism
BM : 71, (FPP(K,])) — Z.

For differentiable closed paths and under a trace class condition on o,U(t), it is now
possible to plug in the formula for Tr(U(t)*0,U(t)) given in Lemma 9.5.6 into Proposi-
tion 4.5.11.

Corollary 9.5.8. Lett € [0,1] — (Py(t),P4(t)) € FPP(XK,]) be a continuously differen-
tiable closed path. Suppose that 0,P,(t) and o,P;(t) are trace class. Then

BM(t € [0,1] = (Py(0), P,(1)))

0

1 1

-~ J dt(Tr(JPy(03,Po ()" ) = TE(P, (D3, P1(D)")).
0

-

Next let us note that one has an infinite-dimensional analogue of Proposition 2.2.14.
Further down in Proposition 9.6.17 a link to the Conley—Zehnder index will be given.

Proposition 9.5.9. Lett € [0,1] — T; € UC(JC, J) be a closed path. Then the Bott—Maslov
index BM(t € [0,1] — (P, T; - P)) is well defined and independent of P € P(X.,]).
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Proof. First of all, Proposition 9.4.1 indeed shows that (P, T; - P) € FPP(X,]) so that
the Bott—Maslov index of the path is well defined. As the path is closed, it is given by a
winding number in the sense of Proposition 4.5.10 and thus is homotopy invariant. Now
given Py, P; € P(X,]), there exists a unitary U € U(XK,J) n U(X) such that P; = U - P,
by Proposition 9.3.6. Then, because U(XK, J) n U(X) is connected, one can choose a path
s € [0,1] » Us € UK,]) n UK) such that P; = U; - P, connects P, to P; in P(X,]).
Then s € [0,1] — (P, T; - P,) is a homotopy of closed loops in FP(XK, J), showing that the
Bott—Maslov index of the stated path is independent of P. O

Based on Proposition 9.4.4, one can also deal with other situations than that in
Proposition 9.5.9 in which ¢ — (P, T; - P) has a well-defined Bott—Maslov index that has
stability properties in P. For example, suppose T; = T(1+K;) for some fixed T, and loop
t € [0,1] » K; € K(X) in the Lie algebra such that (P, T, - P) is a Fredholm pair. Then
indeed (P, T; - P) is a Fredholm pair (by the same argument as in Proposition 9.4.1) and,
furthermore, the Fredholm property is stable along this path under small perturbations
of P due to Proposition 9.4.4. By homotopy invariance of the Bott—Maslov index, one
then also deduces its stability as in Proposition 9.5.9. As to explicit formulas, of course,
Corollary 9.5.8 applies to the case of differentiable closed paths (P, T; - P) and actually
only one of the summands remains. Further formulas (such as an infinite-dimensional
analogue of Proposition 2.2.14) will be given below.

As already pointed out, often one of the two projections of a pair of J-Lagrangian
projections is fixed. Also Proposition 9.5.9 considers such a situation. In the following,
this reference projection is again chosen to be Py = P, and then the Bott—-Maslov index
of the path t — (P, P(t)) is considered for P(t) € FIP(X,]). Moreover, it will be shown
below (by essentially the same argument as in the proof of Proposition 9.4.10) that one
can always arrange one of the J-Lagrangian projections to be moved into the reference
J-Lagrangian projection P, (or any other one). In this situation, the following is just a
special case of Definition 9.5.1, simply because II(P.¢) = 1.

Definition 9.5.10. For a path ¢t € [0,1] — P(t) € FP(X,]) in the Fredholm J-Lagrangian
Grassmannian, the Bott—-Maslov index is defined by

BM(t € [0,1] — P(t)) = Sf(t € [0,1] — U(1)),

where U(t) = II(P(t)) € FU(H).

Proposition 9.5.11. Let t — T, = (&) be a differentiable closed path in U(X.,])

and P € P(X,]). Suppose that (P, T, - P) € FPP(X,]) and that o,TJT; is trace class.
Then

[ =

BM(t € [0,1] > T, - P) =
1

3

1
j dtTH((1- T, - PYOIJTY ).
0



300 — 9 Bott-Maslov index via spectral flow

Due to Corollary 4.5.10, the proof of Proposition 9.5.11 is completed by the following
algebraic lemma which generalizes Lemma 2.2.13 dealing with the finite-dimensional
case.

Lemma 9.5.12. Lett — T, = () be a differentiable path in U(X,]) and P € P(X,]).
t =t
Then U, = II(P;) associated to P, = T, - P satisfies

*

U, 0,U; = (Ui> (0, TJT;) (ﬁ)

Moreover; if 0, TJT;" is trace class, then also 0,U, is trace class and
Tr(U; 0,U;) = 2Tr((1 - P,) (0, TJT,)).

Proof. For sake of notational simplicity, let us suppress the index tand set W = II(P).
First note that

U*oU =II(T - P)*3I(T - P) = (T - W)*o(T - W),

because II(T-P) = T-T(P) = T - W. Using (T - W)* = (T - W) and the laws of operator
differentiation, one finds

(T-W)*o(T - W)
= (T, - W)* (3(AW + B))(CW + D)™* - (3(CW + D))(CW + D)™
= ((CW +D)™)"[(AW + B)*3(AW + B) — (CW + D)*d(CW + D)](CW + D)™

- (CW + D))" (V1V>*T*]8T<Vi/>(CW D)

But

(‘/1'/) (Ccw+p)y =17 <l1]> .

Now

(1) (T°JoT)1™ = JTT*)]

concludes the proof of the first identity. Plugging it into the trace leads to the second
one. O

It is always possible to recourse to the Bott—Maslov index with respect to a fixed
reference plane as in Definition 9.5.10 by appealing to Proposition 9.3.6 to deform P(t)
into P More precisely, given a path ¢ € [0,1] — (Py(t), P;(t)) of J-Lagrangian projec-
tions, set as in the proof of Proposition 9.4.10
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1 0
e = <o H(Po(t))>'

Clearly, t € [0,1] — V(¢) is a path in U(X,J) n U(F), and one checks that
V(OPy()V ()" = Pyey.

In this manner, one obtains the path t € [0,1] — (P, V(£)P1(t)V(t)*) which consists of
Fredholm pairs if (Py(t), P;(t)) are Fredholm pairs. The basis change can be suppressed
in the following by setting P(t) = V(¢t)P;(t)V(t)*. Then U(t) = II(P(t)) lies in FU(K) by
Theorem 9.4.2.

Remark 9.5.13. Another alternative to attain a situation with a fixed reference frame
is a doubling procedure, e. g., [90]. Suppose given t — (Py(t),P1(t)) € FPP(X,]). Then
one constructs a new Krein space (X, ) by setting X = K & K and J = J @ (-J). Then
B(t) = Py(t)® (1 -Py(b))is clearlyf—Lagrangian by construction. Moreover, the doubled

reference frame
~ 1/1, 1
Preg= 5 < 2 2)
2\1, 1,

is also J-Lagrangian. One can then check that
dim(Ran(P,(t)) n Ker(P;(t))) = dim(Ran(P(t)) n Ker(P,))
and, with Uy (t) = TI(P,(t)) and U (t) = TI(P,(t)),
BM(t € [0,1] = (Py(2), Py(t))) = Sf(t € [0,1] — Uy(t)* Uy(2))
csfecron (. 4)
= BM(t € [0,1] = (P(8), Prer)),

i. e, the latter expression is a Bott—-Maslov index in the sense of Definition 9.5.10. This
approach may be of some theoretical use, but has the disadvantage of doubling dimen-
sion and consequently only producing a special type of J-Lagrangian subspaces, namely
the diagonal ones P(t). o

Combining Corollaries 9.4.9 and 9.4.8 with Corollary 8.1.3 now leads to

Corollary 9.5.14. The Bott—Maslov index induces an isomorphism

BM : 71, (FP(K,])) — Z.
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Let us also note that both Corollary 9.5.8 and Proposition 9.5.11 cover the situation
of a fixed reference P..;. There is, however, an even more explicit formula extending
Proposition 2.2.14 of the finite-dimensional case.

c
such that all four entries of 0,T; are trace class. Then

Proposition 9.5.15. Let t € [0,1] — T, = (% J) € U(X,]) be a closed differentiable path

BM(t € [0,1] = T; - Preg)
1
1 - —
= PP JdtTr((At +B,) 1az(Az +B,) - (C, +D,) 1at(Ct +D,).
0

Proof. SetU, = II(T; - Pyer). Then, by Lemma 9.5.12, the hypothesis implies that U; 9,U, is
trace class so that Corollary 4.5.10 can be applied to compute the Bott—-Maslov index. As
U, =T, -T(Py) = T, - 1= (4, + B,)(C, + D,)"", the usual derivative rule and the cyclicity
of the trace then immediately lead to the claimed identity. O

In the remainder of this section, let us next discuss a geometric interpretation of
the Bott—Maslov index that has been put forward by Arnold. Let us now consider a
path t € [0,1] — P(t) € FPP(X,]). By Proposition 9.3.5, the Bott—Maslov index counts
the number of intersections of Ran(P(t)) with the fixed subspace Ran(JP¢¢/), with their
multiplicity and with an orientation as a weight. The following definition, generalizing
Arnold’s definition [9], is hence natural.

Definition 9.5.16. The singular cycle of J-Lagrangian subspaces with nontrivial inter-
sections with JP,.¢J is

SP(K.]) = | SPy(K.)),

>1

where
SP)(K,]) = {P € FP(X,]) : dim(Ran(P) N Ker(Pe)) = I}

First of all, let us note that the Fredholm property assures that the intersection of
Ran(P) with Ran(JP,.¢J) = Ker(P,) is always finite dimensional. Note also that Proposi-
tion 9.3.5 implies

II(SP)(K,])) = {U € FU(K) : dim(Ker(U + 1)) = 1}.

Hence the codimension of SP;(X., J) increases with l and this makes SP(X, J) into a strat-
ified space with strata SP;(X, J). Finally, the singular cycle SP(X, J) is two-sided, namely
a point close to SP(X, ) can either be on its right or its left, depending on whether the
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eigenvalue of its stereographic projection has a positive or negative imaginary part. Hav-
ing in mind the image of the path under the stereographic projection, all these geometric
properties become self-evident.

9.6 Conley-Zehnder index

Section 2.3 analyzed the Conley-Zehnder index in finite dimensions. It turned out
that the Conley-Zehnder index is nothing but the Bott-Maslov index of the graphs of
J-unitaries, considered as Lagrangian subspaces in a doubled Krein space. The same
algebraic setup transposes to infinite-dimensional Krein spaces, provided that suitable
Fredholm conditions are imposed. This is carried out in this section. Most of the alge-
braic expressions and identities are identical to those in Section 2.3, but several are
repeated to facilitate readability.

Associated to a Krein space (X, ]) and a given J-unitary T is another doubled Krein
space (K @ X, (-]) ® J) on which then acts 1 T as ((-]) ® J)-unitary. The range of the
operator (1e T)(%) is the graph G of T. It is hence a ((]) @ J)-Lagrangian subspace. In
order to use the stereographic projection in the form of Section 9.3, it is convenient to
use the basis transformation F given in (2.24). Note that it actually is a symmetry. It then
leads to a standard form for the doubled Krein space,

(K.]) = (X K, F((-]) ®])F),

with ] = diag(1, -1). The group of J-unitary operators is again denoted by U(, ]). A par-
ticular operator therein is

T=F1eT)F ¢ UX,]),

and an example of a J-Lagrangian subspace is the F-transformed graph G; = FGy. The
stereographic projection from the space P(X,]) of J-Lagrangian subspaces to U(X) de-
fined as in Proposition 9.3.4 is denoted by II. As a reference J-Lagrangian projection, we
will use

- 1/1 1
Pref:§<1 1>. 9.13)

It satisfies II(P,o;) = 1 and FPF = P, Its range is denoted by &,.; = Ran(P,s). More-
over, it allows writing the projection on Gy as T-P,;. The algebraic proof of the following
theorem is identical to that of Theorem 2.3.1 covering the finite-dimensional case.

Theorem 9.6.1. To a given T € U(X,]) let us associate a unitary S(T) by

S(T) = T(S7) = T(Prer) TI(T - Prer) € U(K). 9.14)



304 — 9 Bott-Maslov index via spectral flow

IfT = (£5), then

A-BD'C BD1> ~ <(A*)1 BD1>
“\-p'¢ D)

S(T) = ( _plc Dl

Themap T € U(K,]) — S(T) € U(X) is a continuous embedding with image

{(3 g) ceUXK):a,8 ¢ invertible} . (9.15)

Also the proof of the next structural result for S(T) is as in the finite-dimensional
case, see Proposition 2.3.2.

Proposition 9.6.2. Given T € U(X,]), one has
S(-T) =-JS(T)],
and
S(T)" =S(I)™" = S(T™) = JS(T")).

The following result justifies the above constructions. The algebraic proof is identi-
cal to the proof of Theorem 2.3.3.

Theorem 9.6.3. Let T and S(T) be as in Theorem 9.6.1. Then
Ker(T - 1) = Ker(S(T) -1), Ker(T +1) =] Ker(S(T) +1).

Theorem 9.6.3, as well as the connection between eigenvectors, can easily be
adapted to study other eigenvalues on the unit circle. Indeed, if Tgp = z¢ for z ¢ S,
then also (zT)¢ = ¢. But the operator zT is also J-unitary so that one can apply the
above again to construct an associated unitary. This shows the following.

Proposition 9.6.4. Let T = (42) be a J-unitary and set, for z € S,

7Z(A*) BD1>

stel) = < -p'c zp

(9.16)

Then the geometric multiplicity of z as eigenvalue of T is equal to the multiplicity of 1 as
eigenvalue of S(zT).

Therefore, the unitaries S(zT) are a tool to study eigenvalues of T which lie on the
unit circle. Let us focus again on z = +1. Theorem 9.6.3 concerns the kernel of S(T)+1.Itis
natural to analyze how much more spectrum S(T) has close to +1, or, what is equivalent,
how much spectrum the self-adjoint operator Re(S(T)) = %(S(T) +S8(T)*) has close to +1.
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For this purpose, it is useful to have an explicit formula for Re(S(T)). Again the algebraic
proofis identical to that in the finite-dimensional cases stated in Proposition 2.3.7.

Proposition 9.6.5. Let T be a J-unitary and S(T) as above. Then
Re(S(T)) =1+ T)(1+ T*T)_l(l +T)" -1 9.17)

The most robust compactness property of J-unitaries implies the following:

Proposition 9.6.6. For T ¢ UC(UC, J), one has S(T) € lUC(JC). Furthermore, the image of
themap S : T € UK,]) — S(T) e UK) is

S(IUC(fK,])) = {(;f g) cUYK):a,8¢ invertible}.

Proof. AsT =1+K € U%(X,]), the claim directly follows from Theorem 9.6.1. O

Remark 9.6.7. Proposition 9.6.6 holds irrespective of the choice of the reference pro-
jection. More precisely, if one uses some other reference plane P,.; € P(X,]) to define
S(T) = TI(P,ep) “TI(T - Pyep), then also S(T) € US(K) for T € US(K,)). o

Let us now come to a Fredholm condition for the J-unitaries.

Definition 9.6.8. A J-unitary T € U(X,]) is called Fredholm if S(T) € FU(X). The set of
all J-unitaries T € U(X, ) with this Fredholm property is denoted by FU(X,J).

Clearly, one has US4 (K, J) ¢ FU(X,]). Let us now provide several characterizations
of the Fredholm property of T € U(X,J), one of which shows that it is independent of
the choice of P, (similar as in Remark 9.6.7). Another comment is that characterization
(iv) below explains that operators in FU(X, J) were called (—1)-Fredholm J-unitaries in
[168] (and then the more restricted class of $!-Fredholm unitaries was considered there
for which T - z1 is Fredholm for all z € S', which is a strictly larger class than the
essentially $'-gapped J-unitaries considered in Definition 9.2.12).

Proposition 9.6.9. For T € U(X,]), the following are equivalent:
(i) T eFUK.)),

(i) (Preps T - Prep) € FPP(K,]);

(i) —1 ¢ Specy (S(T));

(iv) T +1 € FB(X).

Proof. (i) < (ii). This follows directly from Theorem 9.4.2 applied to the Krein space
(X,]) and the Fredholm pair of J-Lagrangian projections (P, T - P,ef)-

(i) & (iii). This follows immediately from the definition because S(T) € FU(X) is equiv-
alent to —1 ¢ spec.(S(T)).
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(iii) & (iv). For any unitary S, -1 ¢ spec,(S) is equivalent to min spec,(Re(S)+1) > 0.
Now Re(S(T)) + 11is given by Proposition 9.6.5 which can also be rewritten as

Re(S(T)) +1= 1+ T)(1+T°T) A+ T)".

Because (1+ T*T)™" is a bounded invertible operator and therefore Fredholm, (iv) im-
plies by Corollary 3.3.2 that Re(S(T)) + 1 is Fredholm which, by Corollary 3.4.4, is equiv-
alent to (iii). Conversely, if Re(S(T)) + 1is Fredholm also

J(Re(S(T) +1)] = 1+ T*)A+TT*) A +T)

is Fredholm. Therefore dim(Ker(J(Re(S(T)) +1)])) < co and, because one moreover has
Ker(1+ T) c Ker(J(Re(S(T)) + 1)]), this implies dim(Ker(1 + T)) < co. Furthermore, the
range of Re(S(T)) + 11is closed. Thus

Ran(1+ T) = Ran(Re(S(T)) + 1) ® (Ran(1 + T) e Ran(Re(S(T)) + 1))

is closed because Ran(1+T)oRan(Re(S(T))+1) c Ran(Re(S(T))+1)" is finite dimensional
and therefore closed. As Ran(1 + T)* ¢ Ran(Re(S(T)) + 1)* is finite dimensional, this
implies that 1 + T is Fredholm. O

Combined with Theorem 9.6.1, more precisely (9.15), Proposition 9.6.9 implies the
following:

Corollary 9.6.10. The image of FU(X,]) under S : T € U(X,]) — S(T) € U(X) is

S(FU(K,))) = {(; g) e FUXK):a,§ € invertible}.

Corollary 9.6.10 suggests that U®(X, ) is a deformation retract of FU(X, J) because
UC(JC) is a deformation retract of FU(X) by Proposition 3.7.2. This is, however, not
clear because the retract in the proof of Proposition 3.7.2 may not stay within the im-
age S(FU(X,)) of the map S given in Corollary 9.6.10.

Now all preparations for the following definition are carried out.

Definition 9.6.11. The Conley-Zehnder index of a path ¢t € [0,1] — T; € FU(X,]) is
defined as

CZ(t € [0,1] — T,) = Sf(¢ € [0,1] — S(T})).

Note that, indeed, Proposition 9.6.9 implies that the spectral flow of unitaries on
the right-hand side is well defined (as the spectral flow through -1 in the sense of Sec-
tion 4.5). As such, the Conley-Zehnder index inherits several properties of the spectral
flow which are not spelled out in detail: concatenation, homotopy invariance (with fixed
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endpoints), integrality, and additivity. From these properties, one directly deduces the
following statement:

Proposition 9.6.12. The Conley—Zehnder index applied to closed paths induces group ho-
momorphisms CZ : my(FU(X,])) — Z and CZ : ﬂl(UC(fK,])) - Z.

Remark 9.6.13. Proposition 9.1.8 shows that 77, (U(X,])) = Z & Z. Hence the Conley—
Zehnder index extracts one of these Z. <o

In many applications, one deals with differentiable paths ¢ — T, of J-unitaries. Then
it is useful to be able to compute the derivatives of the eigenvalues of S(T;) when they
cross —1, namely those points which can contribute to the Conley-Zehnder index. The
following proposition then leads to a crossing form formulation of the Conley-Zehnder
index. This is not spelled out in detail as it is essentially the same as in Section 4.3. The
formulas below also allow to analyze the transversality of the path.

Proposition 9.6.14. Lett — T, = (A Bf) be a differentiable path in U(X,]). Then

\ 1 0\ . 1 0
S(T,)"0,S(T,) = T Jo,T, .
@asm=(_phe pi) @RI phe i)

t

For avector ¢, € X satisfying T;¢; = —¢,, one has S(T;)]¢, = —J¢, and

¢;‘]S(T[)*BIS(TI)]¢I = ¢: Tt*]atTt‘Pt-
Proof. The proof is essentially the same as that of Lemma 2.3.9. O

Let us now provide an integral formula for the Conley—Zehnder index of differen-
tiable closed paths. It is an infinite-dimensional version of Proposition 2.3.11 with an
identical proof, provided supplementary trace class properties are imposed. In particu-
lar, the algebraic Lemma 2.3.10 transposes directly.

Proposition 9.6.15. Lett — T; = (A Bt) be a continuously differentiable closed path in
U(XK,]) such that all four entries of at Tt are trace class. Then

1
1 , ,
Cz(te (0,1 T;) = JdtTr((At) 15,4, - (D,)'3,D,).
0

Also the statement and proof of Corollary 2.3.12 transpose to the infinite-dimensional
setting. It provides a connection between the Bott—Maslov and Conley—Zehnder indices.

Corollary 9.6.16. Lett — T, = (A Bf) be a continuously differentiable closed path in
UK, ]) such that all four entries of at T, are trace class. Then for any P € P(X,]),

CZ(t € [0,1] — T,) = BM(t € [0,1] > (P, T, - P)).
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Based on Corollary 9.6.16, as well as Propositions 9.5.9 and 9.5.15, one can now prove
an infinite-dimensional version of Corollary 2.3.13, simply by realizing that the finite-
dimensional arguments transpose to a trace class situation. While it is certainly possible
to weaken the hypothesis, this is not further studied here.

Proposition 9.6.17. Lett € [0,1] — P, € FP(X,]) andt € [0,1] — T; € IUC(JC,]) be two
continuously differentiable closed paths such that all four entries of o,T; are trace class.
Then

BM(t € [0,1] > T, - P,) = BM(t € [0,1] > P,) + CZ(t € [0,1] > T,).

9.7 Oscillation theory for bound states of scattering systems

This section provides an application of the Bott—Maslov index and spectral flow in the
infinite-dimensional setting as described in this chapter. It is about oscillation theory
for bound states of a higher-dimensional quantum scattering system (within a single-
particle framework). This basically consists of transposing the setup and results of Sec-
tion 2.6 to a situation where the fibers are infinite dimensional and the locality of the
scattering perturbation directly leads to the required Fredholm property. Therefore it is
possible to simply refer to Section 2.6 for most of the algebraic arguments, and merely
add the required functional analytic elements to the proofs. Let us also note that we are
not aware of other results on oscillation theory with infinite dimensional fibers except
for [101] where, however, the Fredholm property rather holds in a Breuer-Fredholm
sense and the spectral flow is with respect to a semifinite trace so that it determines the
density of states.

Let us begin by describing the Hamiltonian. It acts on the Hilbert space ¢£%(z%, V)
over a d-dimensional lattice with N internal degrees of freedom over every site and is
of the next-neighbor form

HY)p = Z am,kwk + Vi ¥ms (9.18)

|m—k|=1

where ¥ = (V) ez With ¥y, € CV, the sum runs over all sites neighboring n (the
distance |n — m| is meant in the maximum norm on Z%), and Api = G, and vy, are
N x N matrices that are invertible and self-adjoint. As in Section 2.6, we will suppose
to be in a scattering situation where the coefficient matrices a,, , and v,, are all equal
to a and v except for a finite number of sites. Let L > 0 be such that all these sites lie
in a strip 7% x {1,...,L}. Hence H is a finite-rank perturbation of a periodic Hamilto-
nian

(HyperD) = Y. @y + Vi,

|m—k|=1
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By discrete Fourier transform, one can show that Hy,, has purely absolutely continuous
spectrum spec(Hper) = Spec,.(Hp,,) consisting of at most N intervals. This section is
about computing discrete eigenvalues of H not lying in spec(H,,;), thus so-called bound
states, by a formula similar as in Theorem 2.6.5. The dimension is throughout assumed
to satisfy d > 2.

For this purpose, the Hamiltonian is rewritten as a (two-sided) infinite block Jacobi
operator. The fiber Hilbert space will be 3 = ¢2(Z%1, CV). Then ¢2(Z%, CV) = ¢(z, ).
Under this identification, the Hamiltonian (9.18) can be rewritten as

(Hw)n = An+1¢n+1 + An'vbn—l + Vnwn’

wherenow n € Z and (4,) ez, (Vi)nez are both sequences of invertible and self-adjoint
operators on J, respectively. We do not write out explicit formulas for 4, and V,, in
terms of the a,, ;, and v,,, but stress that the coefficient operators are such that

A, =A, V,=V, ne¢f{l,...,L}, (9.19)

just as in Section 2.6. The Schrodinger equation Hy* = Ey* will be considered for all
sequences Y* = (5),,, of vectors ¥5 € 3(, and not only square-integrable states from
EZ(Z, J). Explicitly written out, it becomes

An+1¢]r:;+1 + Vnwf; + Anwg—l = Elp]r:; (9.20)

Regrouping two neighboring vectors into

IPE _ (An+1l/)]r:;+1>

n E
¥y
one can then rewrite (9.20) as

vt yEgt

n n *n-1

9.21)

where the [-unitary transfer matrices M,f on the Krein space (X,I) = (H & H,I) are
defined by

(9.22)

n

- (E1-VpAl -A,
Al 0/
n

Let us stress that (9.21) looks exactly as the corresponding equation (2.50) in the setting
with finite-dimensional fibers. Indeed, all structural algebraic facts transpose directly.
In particular, we will use (9.21) also as an equation for frames IPf; T H->K=HeoH.If
one of the ‘I’ﬁ spans an I-Lagrangian subspace, then all others do as well because all Mf
are I-unitary. Let us note that due to (9.19) the M,’f areforalln ¢ {1,...,N} equal to one
fixed I-unitary
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F ((E1-V)AT -A
M ( o 0).

The matrix entries of this transfer matrix specify Hy,, and therefore MF is also closely
linked to the spectral properties of Hy,. The following result extends Propositions 2.6.1
and 2.6.2.

Proposition 9.7.1. The following statements hold:

() Ee0o(Hyy) = aM")ns' 0.

(i) ForrealE ¢ 0(Hpe,), the subspaces eE< and €5 given by the range of the Riesz pro-
jection of ME on spec(ME)nB,(0) and spec(MF)\B,(0), respectively are I-Lagrangian.

(iil) For real E ¢ 0(Hye), the subspaces eb< and (&8>)* form a Fredholm pair of
I-Lagrangian subspaces.

Proof. The first claim follows by a Weyl sequence argument, just as in the proof of Propo-
sition 2.6.1. The second and third claims follow from Proposition 9.4.6, after a Cayley
transform. O

As in Section 2.6 now follows the analysis of the energy dependence of the unitaries
wh< =m(eeh ), wh =n(eer),

using the half-space restrictions of H,. Let H;er and Hp,, be the (Dirichlet) restrictions
of Hp,, to the subspaces 22(N, K) and £*(N~, H), respectively, where N = {1,2,...} and
N~ = {...,-1,0}. In the situation of Section 2.6, the fiber Hilbert space X is finite di-
mensional, and this implies that the new spectrum spec(H;fer) \ spec(Hp,;) only consists
of a finite number of eigenvalues (bound states) of finite multiplicity. In the present
situation, it is possible that SpeC(H;fer) acquires new essential spectrum resulting from
surface states along the boundary. This spectrum is typically topologically protected.
It can be studied via K-theoretic methods [152] or via transfer matrix methods along
the boundary [17, 174]. We believe that the computation of the density of states of this
boundary spectrum is possible by adapting Corollary 2.6.4 to a semifinite setting (either
by using the Fourier decomposition along the boundary or, more generally, by transpos-
ing the techniques from [101]), but this is not carried out here. Irrespective of this, one
can prove the following analogue of Proposition 2.6.3.

Proposition 9.7.2. One has, for E € R \ spec(Hpe,),

1 * 1 *
S(WEY owhS <0, =(Wh) oW > 0.

1 1

Proof. The whole setup is translation invariant with respect to shifts along the bound-
ary. Hence it is possible to carry out a (d—1)-dimensional discrete Fourier decomposition

of all objects involved. In particular,
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per per

@
HE = j dk HE. (),
d—

Td-1

where k € T*! ngr(k) is a real-analytic family of half-space block Jacobi matrices
with a finite-dimensional fiber. Furthermore, also the transfer operators admit such a

Fourier decomposition

@
ME = j dk ME(K),
d—

Td-1

with finite-dimensional J-unitaries depending real analytically on k ¢ T, Thus also
&b<and &8>, as well as WE< and W, can be decomposed. For each k ¢ T, one can
now apply Proposition 2.6.3, and integrating over T%* concludes the proof. O

To continue the analysis of the scattering Hamiltonian H, let us now set

mk = multiplicity of E as eigenvalue of H.

Each eigenstate l/}E € ZZ(Z"I, cy ) = EZ(Z, H) decays both at —co and +co. To construct
such an eigenstate, one can again proceed as in Section 2.6. Outside of [1,L] N Z, the
decaying solution satisfies (9.21) with M,’f = ME. Hence neighboring sites must produce
vectors lying in €5 on (-co, 0] N Z and lying in £5< on [L + 1, c0) N Z. Matching of the
solutions thus shows

mb = dim(M*(L,1)e5” n e5F), (9.23)

E E E
where M~ (L,1) = My --- My

Proposition 9.7.3. For E € R\ spec(H,,), the multiplicity mf is finite and given by
E _ 3 E,<\* E E,>
m" = dim(Ker(T1(€e5<) " 1(CM* (L, 1)e57) - 1)). (9.24)

Proof. By Proposition 9.7.1, the right-hand side of (9.23) is an intersection between the
two I-Lagrangian subspaces ME(L,1)¢5> and &E<. This intersection can thus be com-
puted by (9.24) due to Proposition 9.3.5. It remains to show that this intersection is finite.
For that purpose, let us first note that by Proposition 9.7.1 one has &< n 5> = {0}, and
therefore 1is not in the spectrum of II(CEE<)*11(@eE>) = (WE<)*WE>, again by Propo-
sition 9.3.5. Furthermore, let us note that eB> is ME-invariant by construction. Therefore
(MEYLeE> = eB> Due to the assumption (9.19), Mf — MF is of finite rank and therefore
Mf (ME)™ = 1+ F, where F, is of finite rank (and such that 1 + F,, is J-unitary). Iter-
ating one concludes that ME (L, 1)(ME )’L = 1+ F where F is of finite rank. Finally, by
Proposition 9.3.8,
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n(eME (L, 1)e8) = m(eME L, (M) ek
= (ca+Fer).- wk
= (1+CFe*) - wh”
=W" +K,
where K is some compact operator (such that WE> + K is unitary). In conclusion,

n(eeb<y memE (L, 1e5>) is a compact perturbation of (WE<)*W%> and therefore
has no essential spectrum in a neighborhood of 1. O

Note that the above proof combined with Theorem 9.4.2 also shows that the sub-
spaces ME(L,1)&5> and (¢£<)* form a Fredholm pair of I-Lagrangians. As in Section 2.6,
let us now set

Ut = —m(eeb) m(em* L, 1)ek)
= —(WEH (eME@E, per) - wh,

Theorem 9.7.4. One has

%(UE)*aEUE > 0. (9.25)

Suppose that [Ey, E;] N spec(Hye:) = @ and that E, and E; are not eigenvalues of H. Then
the number of bound states of H in [E,, E] is given by

#{eigenvalues of H in [Ey, E;]} = Sf(E € [E,, Ey] — U* through -1).

Proof. Given the preparations in Propositions 9.7.2 and 9.7.3, the proof is identical to
that of Theorem 2.6.5. O



10 Index pairings and spectral localizer

Index theory in the classical setting of the Atiyah-Singer index theorem pairs a Dirac
operator on a compact spin manifold with a homotopy class of vector bundles, and con-
structs a Fredholm operator and its associated index [98, 32, 28]. The Dirac operator
provides cohomological information via a certain de Rham differential form, while the
vector bundle is thought of as homological data. Already Atiyah [12] interpreted this as
a pairing of K-theory with what would become K-homology. The first and most elemen-
tary example of this type is Noether’s index theorem [140] which expresses the winding
number of an invertible complex function as the index of a Fredholm operator. Later on
and based on Atiyah’s ideas came far-fetching noncommutative generalizations, going
back to the work of Connes and Kasparov [63, 111, 104, 92]. These noncommutative index
theorems have numerous applications, in particular in the theory of disordered topo-
logical insulators [25, 19, 152]. For such solid state systems, it is of great interest to have
local formulas for the index that can be implemented numerically. Such local expres-
sions were provided in [128, 129] in terms of the so-called spectral localizer, which was
motivated by earlier work of Kitaev [114, Appendix C] and Hastings and Loring [102].
This spectral localizer is a quite universal tool for the computation of index pairings
and can be formulated in the purely functional-analytic framework of the earlier chap-
ters. The main mathematical tool connecting the spectral localizer to index pairings is
the spectral flow [130, 131, 170, 75], making this chapter a nice application of the theory
developed above.

10.1 Fredholm modules and index pairings

Fredholm modules can be even or odd, reflecting whether the underlying (possibly non-
commutative) manifold is even or odd dimensional. Let us start out with the even case.

Definition 10.1.1. An even unbounded Fredholm module for an invertible bounded op-
erator H = H* on H consists of a self-adjoint, invertible operator D*V on HeJ satisfying
the following conditions:

(i) D' has a compact resolvent;

(ii) D is odd with respect to the symmetry

I'= (; _01) e UH o XH),

namely
I.Devr — _Dev

(iii) the domain D(D®") of D* is left invariant by H & H;
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(iv) the commutator [H ® H, D] extends to a bounded operator.

The operator D*' is of the form

D‘*V:<0 DO), (10.1)
Dy 0

with an invertible unbounded operator D, on 3. One then extracts a unitary operator
FonH,

F = Dy|Dy| ™.

The operator D*' is then called the Dirac operator and F the Dirac phase. The identity
I'D®'T = —D* is also referred to as the chirality of D®'.

In the literature [63, 92], unbounded Fredholm modules are also called spectral
triples or unbounded K-cycles. Furthermore, a Fredholm module usually involves rep-
resentations of some C*-algebra A and requires the bounded commutator property to
hold for all elements of A. Then H is supposed to be a representative of A, or a ma-
trix algebra over A, and then specifies a class in the K,-group K, (A) via the projection
P = %(1 - HH |’1). Here in Definition 10.1.1 we rather work with a hands-on purely
operator-theoretic approach in which A is simply the enveloping commutative algebra
of H. Let us also stress, following Carey and Phillips [55], that the condition (iii) does not
imply that (ii) holds, see Remark 10.1.5 below. An extension to Definition 10.1.1 is the so-
called nonunital case in which H = H" is allowed to be unbounded (e. g., [54, 171]). Let
us also note that it is not necessary to require that DV is invertible, as this can always

be achieved by a standard doubling trick and adding a mass term.

Remark 10.1.2. If D* is not invertible, then replace 3 by 3 & I and

ev
Dev:<D ‘u1ev>’ FI:(H 0)) F:<F 0))
ul  -D 0 1 0 -T

for some p > 0. Then D is invertible and an even Fredholm module for H. This leads
to the same index pairings; see, e. g., [51] or [171]. o

Let us next provide a standard example of an even Fredholm module stemming
from a flat manifold with a trivial spin bundle. It also indicates why the notation T is
used for the symmetry in Definition 10.1.1, rather than J as in Chapter 9 on Krein spaces.

Example 10.1.3. Let d be even and yy, ...,y be an irreducible self-adjoint representa-
tion of the Clifford algebra with d generators, namely one has

YiVj + VjYi = 26y
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The representation space is c? withd' = 2. Asd s even, there exists a symmetry I' (of-
ten also denoted by y4,4) anticommuting with y,, ..., y4. Now choose HeXH = 2T, c%)
and set

ev
D" =1

=

I
UN

Y9 (10.2)
J

where 0; denotes the partial derivative on L2(T%) in the jthdirection. The operator D' is
self-adjoint and fulfills TD*'T = —D®" asrequired. It has a d’-dimensional kernel spanned
by the constant functions, but this is not of relevance as explained above. If H is a mul-
tiplication operator by a continuously differentiable function x € T¢ — H, € R,indeed
D* is an unbounded Fredholm module for H. By replacing 9; by covariant derivatives
and the constant y; by a varying representation, this example can readily be generalized
to arbitrary Riemannian manifolds equipped with a spin structure, e. g., [122]. <o

The following result is well known (e. g., [63, 55, 92]), and it is crucial for the later
sections.

Theorem 10.1.4. Let D*" provide an even unbounded Fredholm module for a self-adjoint
invertible H and let F be the associated Dirac phase. If P = y(H < 0) is the spectral
projection of H on the negative spectrum, then

T=PFP+1-P, (10.3)

is a bounded Fredholm operator on K.

Proof. (Following Section 2 of [55].) Set H, = H®H and drop the upper index on D* = D
for the sake of notational simplicity. The proof consists in showing that both summands
on the right-hand side of

[DIDI™!, Hy] = [D, H,)IDI™ + D[|D|™, Hy

are compact. For the first summand, this is immediately clear from assumptions (i) and
(iv) of Definition 10.1.1. For the second summand, one uses the following spectral calculus
for the square root:

DIt = (D7) 7 = J @ a7,
0

(I

A

Thus

o[, 1) = [ Lop(Ga 07y )

5 TIA2
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The computation of the commutator has to be carried out with great care because it is
not assumed that H, leaves the domain of D? invariant, but merely that D(D) is invariant.
Let us start from

[(A1+D%) ", H)]

(A1+D*) 'H,(\1 + D))(A1 + D?) " - Hy(A1 + D?)
(A1 + D) 'Hy(A1 + D?) - Hy)(A1 + D?)

(
(A1 +D¥) "HyD* + (A1 + D*) "AH, — Hy)(A1 + D?) "
= (M +D¥) 'H,D* + (1-D*(A1 + D¥) )H, - Hy)(\1 + D)
= (A1 + D% 'H,D*(1 + D*) ' + DX(A\1+ D) ' Hy(A1 + D?) .
Now D*(A1+ D%~ = D(A1+ D*)™'D on D(D). Moreover, Ran((A1+ D*) 1) = D(D?) c D(D)

so that, because H, leaves D(D) invariant by (ii) of Definition 10.1.1, one has on all of H
the identity

D1+ D% 'Hy(\1+ D¥) " = D(A1+ D*) 'DH,(A1+ D*) .
In the same way, one shows that on all K,
D(A1+D*) 'H,D(A1+ D*) " = (A1+ D*) 'DH,D(A1 + D*) .
Replacing in the above, one finds that on all K,
[(01+ D) Hy)
= —(A1+ D% 'H,D*(A1+ D*) "' + D(\1+ D?) ' DH,(A1 + D¥) !
= ~(\1+D*) 'H,D*(\1+ D¥) " + (A1 + D¥) ' DH,D(A1 + D?) "
~D(\+D¥) 'H,D(A1+ D?) " + D(A1 + D¥) ' DH,(A1+ D)
= (A1 + D% D, Hy DAL + D*) ' + DAL+ D*) (D, H,)(A1 + D).

Replacing shows

D[IDI!, Hy] = T

E

[D(A1 + D?) "' [D, Hy)D(A1 + D?) "

[T

A

+ DX(A1+D%) D, HyJ(A1 + D*) .

Now (A + Dz)‘% is compact as the square root of a compact positive operator; because
D(A+D¥)™ = DA +D?) "2 (A+D?)"7 is the product of a bounded with a compact operator,
it is also compact. This shows that both summands under the integral are compact. All
integrals are absolutely convergent in norm, so that one concludes that D[|D|"1, H,],and
hence also [D|D|’1,H2], is compact. But



10.1 Fredholm modules and index pairings =— 317

oortasl=[(z )-(o )] “5")

Hence [F, H] is compact. Writing P as a Riesz projection with a contour y around the
negative spectrum, one concludes that

[ odz - fdz -
[F,P]_4>2—m[F,(z1 0] = 2= (21~ H) '[P H)(21 - H)

is also compact. This implies that PF*PFP + 1 — P and PFPF*P + 1 - P are Fredholm
operators, and this implies the claim by Theorem 3.4.1. O

Remark 10.1.5. It is not possible to remove the hypothesis (iii) from Definition 10.1.1
because otherwise the operator T defined in (10.3) may not be Fredholm. In [88] one
finds several examples of Dirac operators (actually, odd ones in the sense of the Defini-
tion 10.1.7 below) satisfying (i) and (iv) of Definition 10.1.1 for which the operator T is not
Fredholm. <o

Definition 10.1.6. Given an even unbounded Fredholm module for an invertible
H = H*, the associated Fredholm operator T given in (10.3) and its index Ind(T) are
referred to as the even index pairing.

Using the notion of the index of a pair of projection discussed at length in Chapter 5,
the index pairing can be expressed as

Ind(T) = Ind(P, F*PF),

see Proposition 5.5.3 for the explicit statement. In the literature on K-theory and K-ho-
mology (in particular, [63, 104, 92]), the index pairing is also denoted by ([D*'], [H],)
expressing that the pairing does not change when the unbounded Fredholm module
and gapped self-adjoint are changed within their class in K-homology and K-theory (by
suitable continuous homotopies).

Let us now turn to odd unbounded Fredholm modules for invertible bounded opera-
tors. In a K-theoretic formulation, these latter represent K;-group elements of a suitable
algebra, and the odd Fredholm modules specify odd K-homology classes. The definition
of odd Fredholm modules is as that of even ones.

Definition 10.1.7. An odd unbounded Fredholm module for an invertible bounded op-
erator A on K is a self-adjoint, invertible operator D, on H with compact resolvent such
that A leaves the domain D(D,) invariant and [D,, A] extends to a bounded operator.
Then the spectral projection E = y(D, > 0) is called the associated Hardy projection.

In slight deviation of standard terminology, the odd Dirac operator is not D,, but
rather
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Dy 0
D% = < 0 > 10.4
A (10.4)

acting on H e XH. This will allow treating the even and odd case in an analogous manner,
if one associates an invertible self-adjoint operator H on 3 & 3 to A by

0 A
H:<A* 0)_ (10.5)

The operator is odd with respect to J = diag(1, —1), namely satisfies JH] = —H, which is
also called a chiral symmetry. Let us provide a standard example of an odd Fredholm
module.

Example 10.1.8. This example completely parallels Example 10.1.3 of even Fredholm
modules on an even-dimensional torus. Let now d be odd and y;, . .., y; be an irreducible
representation of the Clifford algebra with d generators. The representation space is c?
with d’ = 27 . Then set

d
Dy=1) ;9. (10.6)
j=1

If A is now a multiplication operator by a differentiable function x € T¢ A, € R
indeed D, specifies an unbounded odd Fredholm module for A. <o

The next result is proved in a similar manner as Theorem 10.1.4.

Theorem 10.1.9. Let D, specify an odd unbounded Fredholm module for an invertible
bounded operator A and let E = y(D, > 0) be the associated Hardy projection. If now
U = A|A|™ denotes the unitary phase of A, then

T=EUE+1-E (10.7)

is a bounded Fredholm operator on H.

Definition 10.1.10. Given an odd unbounded Fredholm module for an invertible A, the
associated Fredholm operator T given in (10.7) and its index Ind(T) are referred to as
the odd index pairing.

Let us stress that both index pairings (10.3) and (10.7) result from a Fredholm pair
of unitarily conjugate orthogonal projections as in Section 5.5, namely (P, F*PF) and
(E, UTEU), respectively. However, in the even index pairing the projection P stems from
H and is hence the cohomological (K-theoretic) input to the pairing, while in the odd
index pairing the projection E rather stems from the homological input D%,
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10.2 Spectral flow formulas for index pairings

In the last section, it was shown that an odd unbounded Fredholm module for either
a projection or an invertible operator leads to an index pairing. Section 5.5 shows that
such index pairings are connected to a spectral flow. This leads directly to the following
result.

Theorem 10.2.1. Let D, specify an odd unbounded Fredholm module for a unitary oper-
ator U and let E = y(D, > 0) be the associated Hardy projection. Then the linear path
t € [0,1] » D; = (1 - t)Dy + tU*D,U is Riesz-continuous and lies entirely in IFEa(iH). Its
spectral flow is equal to the index pairing,

Ind(EUE +1- E) = - Sf(t € [0,1] - D,). (10.8)

Proof. First of all, note that D; = D, + tU*[Dy, U] is a bounded perturbation of an op-
erator D, with compact resolvent. Hence the domain D(D;) is constant by the Kato-
Rellich theorem. The path is continuous in the Riesz topology by Proposition 7.1.5 and
indeed in IFga(%) so that its spectral flow is well defined as the spectral flow of t — F(F;)
where F is the bounded transform. Next let § = ||D(")1||‘1 be the invertibility gap of D,.
Then D, only has discrete spectrum in (-8,6). Let s € [0,1] — g, be the linear ho-
motopy of nondecreasing smooth functions g; : R — R between some nondecreasing
continuous function g, satisfying g,(A) = sgn(A) for |A] > § and g;(A) = F(A). Then
(s, t) — g¢(D;) € FBg,(H) is norm-continuous. By homotopy invariance of the spectral
flow, one now has

Sf(t € [0,1] > D,) = Sf(t € [0,1] — g,(D,)) = Sf(t € [0,1] = go(D,)).

But gy(Dy) = 2E — 1 and gy(D,) = U*(2E — 1)U. Furthermore, the linear path between
80(Dy) and gy(D;) is homotopic to ¢ € [0,1] — gy(D,) within FBg, (H). Therefore

Sf(t € [0,1] — D;) = Sf(t € [0,1] — (1 - t)(2E - 1) + tU* (2E - 1)U),
so that, by Corollary 5.6.2,

Sf(t € [0,1] — D,) = Ind((1- E)YU(1 - E) + E)
= —Ind(EUE +1-E),

concluding the proof. O

Given that Theorem 10.2.1 connects the index pairing to the spectral flow of a path
of self-adjoint Fredholm operators with compact resolvent, one can now use the results
of Section 7.2 to provide an integral formula for the index pairing. For this purpose, the
following supplementary property will be required.
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Definition 10.2.2. Let D be the Dirac operator of a Fredholm module, hence D = D* as
2

in (10.1) or D = D°? as in (10.4). Then D is said to be 6-summable if Tr(e ") < oo for any

t>0.

Theorem 10.2.3. Let D, specify a 6-summable, odd, unbounded Fredholm module for a
unitary operator U and let E = y(D, > 0) be the associated Hardy projection. Then the
spectral flow of t € [0,1] — D, = (1-t)D, + tU"D,U satisfies, for any € > 0,

[T

1

Sf(t € [0,1] > D;) = — J dt Tr(o,D,e” ) —Ind(EUE +1-E).
g

It appears that this formula was first found by Wojciechowski (see the discussion

in Section 8 of [26]) and then it is stated in Getzler’s work [96]. It is dubbed the easy

adiabatic formula in [26] and is the starting point for the proof of the Connes-Moscovici

index formula [64]. The reference [26] also provides a semifinite version of this formula.

Proof of Theorem 10.2.3. In the final part of the proof of Theorem 7.2.2, it is shown that

1
J dt Tr(d,D,e”" ?),
0

S| |m
o= DO =

1 1
S(t € [0,1] = D;) = 50e(D1) = 51e(Dy) +

where n.(D;) and n.(D,) are the regularized n-invariants defined in (7.5). Due to the
unitary invariance of the trace, one directly deduces n.(D,) = n.(D,) and therefore due
to Theorem 10.2.1 the claim. O

Also even index pairings can be computed in terms of the heat semigroup of the
Dirac operator. This is the celebrated McKean-Singer formula, see Section 3 in [54].

10.3 Spectral localizer for even index pairings

This section provides an alternative expression for an even index pairing as the signa-
ture of a suitable finite dimensional self-adjoint matrix called the finite volume even
spectral localizer. This matrix will essentially be given by suitable matrix elements of
D*' and H, and it therefore provides a very efficient numerical algorithm for the com-
putation of the index pairing. The corresponding result for odd index pairings will be
given in Section 10.4 below.

Let us construct the even spectral localizer, directly following [129, 131, 170]. There-
fore, let H = H* € B(J) be invertible and D* a self-adjoint, invertible Dirac operator
specifying an unbounded even Fredholm module for H. The even spectral localizer is
defined as the operator

-H «D;
LY = ( 0 ) , 10.9
K kD, H 10.9)
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acting on H @ H, where k > 0 is a tuning parameter. To construct finite volume restric-
tions of the spectral localizer, let us now set (H & SJ-C)p = Ran(y(|D%| < p)), for a radius
p > 0.Recall that D has compact resolvent so that each (H & ) » Is finite dimensional.
Letm, : H & 3H — (H @ H), denote the surjective partial isometry onto (H & 3(), with
Ker(np) = ((ﬂ{eaﬂ{)p)L and such that npl(m,ﬁ)p is the identity on (}C@S{)p. Let1, = HPJT;
denote the identity on (3 & 3(),,. For any operator B on H{ & J(, we set B, = anJT; which

is an operator on (3 @ 3(),. With these notations, the finite volume spectral localizer on

He ﬂ{)p is
eV _ <—H KDS)
o \kDy H /S

The following connection of the index pairing to the half-signature of the spectral local-
izer was first shown in [129].

Theorem10.3.1. Let g = |H Y|} be the gap of the invertible self-adjoint operator H.
Suppose that

3

g 28
K< , = <. (10.10)
2IEND.He T * - F

Then (LZ‘)’p)2 > ‘%le. In particular; L, is invertible and thus has a well-defined signature
Sig(Ly,) which is independent of k and p satisfying (10.10), and

1.
Ind(PFP +1-P) = 5 Sig(Lyp)- (10.1)

The proof of Theorem 10.3.1 given in [129] is of K-theoretic nature (and thus also
provides a stronger K-theoretic result). Here, however, we rather provide a proof based
on spectral flow and, more precisely, on Theorem 5.7.3 which gives a spectral flow for-
mula for Ind(PFP + 1 — P). Such a spectral flow proof was first put forward in the odd
case in [130], and then for the even case in [131, 170]. The proof presented below is a
further improvement requiring neither the normality of D,, (as in [131]) nor the Lipshitz
property (as in [170]).

Proof. For sake of notation simplicity, let us denote D = D*'. To show that the signa-
ture of Lﬁ‘)’p is independent of k and p provided that (10.10) holds, we closely follow the
argument in Section 3 of [129]. The proof will use an even and differentiable tapering
function G, : R — [0,1] with three properties:

@ G,0) =1for|x| < &;

(ii) Gp(x) =0 for |x] > p;

(iii) The Fourier transform é; ‘R > R, Z}Z(p) = % f_ozo e X G;,(x)dx of the derivative

G;’> has an L'-norm bounded by %.
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Such a function can be constructed as follows, see also Lemma 4 in [128]. For p = 0, the
function

0, x <1,

1 2

s(1+x)5, x € [-1,0],
g:R->R, gkx)= 2(1 ) 5 [ ]

1-51-x7 x¢€l0,1],

1, x>1,

1-cos(

is defined. The Fourier transform of the derivative is ?’ (p) = g P with L'-norm

||;f’|| 1w = 1. Then one introduces G, : R — R by
G(x) = g(4x + 3) — g(4x - 3).

It satisfies |IE;Z|IL1(]R) < 8 Finally, G, : R — R defined by G,(x) = G1(§) has the desired
properties. By Theorem 3.2.32 in [39], see also Lemma 10.15 in [92],

[[G,(D),H ® H]|| < gu [D,H & H]||. (10.12)

To connect the radii p and p’ > p, let us consider the operator
Lypp Q) = K1ty D1ty + 1y Gy p(—H) @ H) G o703
acting on (3 & ),y where 0 < A<1land
Grp=(01- A)n;,np, +AG,(D).

Also (10.10) is supposed to hold for the pair k, p and thus also for the pair k, p’. Notice
thatL,, . (0) = Li"’p,. The first goal is to show that L, , ,»(A) is invertible for all A € [0,1]

1(A)

K,0,p KPP
and that its square is bounded from below by %zlpf when A = 0. The square of L
is

K0P

* * 2
Lypy W = 1y D'y + (719 Gy o (—H) @ H)Gy p703,)
~ K1y Gy p[D, H ® HITG) p71,,,

P
from below as follows:

where ﬂp:Dﬂ;,IT 1 =y Dwas used and T = diag(1, —1). The second summand is bounded

(7 Gp(H & (~H))G pr )
=11y Gy(H & H)G; ,(H @ H)G, ,717,
> 71y Gy p(H ® H)G,(D)*(H & H)Gy 71,
= 71y G,,Gp(D)(H & H)*G,(D)Gy p71,
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+ 7y Gy p[G,(D)H @ H), [G,(D), H & H] ]G, ,11;
> 871y G, ,Go(D) 103, + 71y Gy [G,(D)(H @ H), [G, (D), H & H]|Gy 71,
> g1y Gp(D)' 10y, + 7 Gy o [Gp(D)(H & H), [G,(D), H & H]]G 0717,
where the first step holds because [Gx)p, IN=0and HeH)e (He ZJ{)p, C Ker(GA,p),

while the first, as well as the last, inequality follows from G, (D)2 < Gﬁ,p. For the special

case of A = 0, one has Go)p = n;,np, and therefore a better estimate

%2
(T[pl GO,pHGO,pT[p’ )

> g1, Gp(DY'10y + 7,y [G,(D)(H @ H), [G,(D), H & H] 7.
Furthermore, by spectral calculus of D, one has the bound
Ky D'y > g4y (1- G, (D)),

because the bound holds for spectral parameters in [%p, p'] due to (10.10) and because
1- G,(D)* <1, while it holds trivially on [0, ;p]. Since

w

2 4
1-G,(D*+G,(D)* = 21,

4
it thus follows
2.3 9 .
LK,p’p,(/l) > Zg 1y + np,GA’p[Gp(D)(H@H), [Gp(D),HeaH]]GA,pnp,
~ K1y Gy oD, H @ HITG) p1t,,,
and in the special case A = 0,

Lepy W 2 81y + 71,6y, [G,(D)(H & H), [G,(D), H @ H]| Gy,
~ K7,y Gy (D, H © HITG,; y10,).

Finally, the error term is bounded using the tapering estimate (10.12):
||[Gp(D)(H ®H),[G,(D),H ® H]|| - k[D,(H o H)|T|

< <%6||GP(D)(H o H)|| + ;<>|| [D,H o H]|

8
< §||H||+1>K||[D,H®H]||

<

IH|x|[D,H & H]|

g

Blw g o ~— N

IN
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where the second step used the second inequality in (10.10), as well as ||Gp(D)|| <1, the

third one took advantage of |H| > g, and the last inequality came from the first inequal-

ity in (10.10). Putting all together, one infers L, , ,,(1)* > 0 and L,c,p,p,(O)2 > }lgzlp,.
Next, let us show that

K,0,0

Sig(Lyey,) = Sig(Ly yr)»

for pairs k, p and ', p’ in the permitted range of parameters. Without loss of generality,
letp <p'.As Ly, is continuous in x, it is sufficient to consider the case k = x'. Thus one
needs to show

Sig(Lypp(0)) = Sig(Ly (0)),

when p < p' and (10.10) is true for x and p. Clearly, L
shown above that L

xp,p' (A) 1s continuous in A and it was

xp,p' () 1s also invertible for all A € [0,1], so it suffices to prove

Sig(LK)p,p(l)) = Sig(LK,p)p/ (1)) (10.13)
Consider
Lypp (1) = Ki'[prDiT;, + 7y G, (D)((-H) @H)GP(D)ﬂ;,.

Now D commutes with n;,np, so that L, , (1) decomposes into a direct sum. Let next
Ty p = Ty © 7, be the surjective partial isometry onto (3 & 3(),y © (3 & 3(),,. Then
Lipy () =Ly, @ ﬂpr,pKDJT;,’p.

The signature of np,,pDn;,) P vanishes so that (10.13) follows.

It remains to show (10.11), for which k > 0 can be chosen as small as needed and p as
large as needed. Let us consider the odd increasing differentiable function F; : R - R
given by

-2, X <=2,
- -4x-2, xe [-2,-1],

Fi(x) = 1x, x e [-1,1],
X+ -4x+2, xe [1,2],
2, x> 2.

The Fourier transform Fl’ of the derivative F| can be computed explicitly to be

-4 cos(2p) N -2cos(p) N 6 sin(2p) N -6 sin(p) )

— 1
Fi(p) = E( P2 P2 g g
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Hence one has an L'-norm bound ||I?1’ li < i—g Letus scaleto F »R—>R given by

F,(x) = pF; ( % ) (10.14)

Hence F, is an odd increasing differentiable function with F,(x) = x for x < p and
Fp(x) =2p = —Fp(—x) for |x| > 2p. Furthermore, the L'-norm of the Fourier transform
of the derivative is still bounded by 2—}? Again by either Theorem 3.2.32 in [39] or Lemma
10.15 in [92], one has the bounds

28
|[F,(D),H e H]|| < - |[D,H & H]|. (10.15)
Moreover, F,,(D) anticommutes with T, hence is of the form

0 (D6)*>
F, (D) = .
D <D6 0
By Theorem 5.7.3,

Ind(PFP +1- P) = Sf(t € [0,1] > (1— t)H + tF* HF)
= Sf(t € [0,1] — (1 - t)FHF" + tH),

where item (vi) of Theorem 4.2.1 was used. For self-adjoint bounded Fredholm operators
Hy and H; such that the linear path ¢ € [0,1] — (1-t)H + tH; connecting them is within
the bounded Fredholm operators, the spectral flow of this path is from now on denoted

by
Using (v) of Theorem 4.2.1, one obtains
1 0\/-H 0\/1 0 -H 0
Ind(PFP+1—P)_Sf<<0 F)(O H)(O F*),<O H))

One has

(-H ®T + txF, (D))"

<H2 + (tx)* D} 4 tx[H,Dy]* )
tk[H,D)]  H*+ (tx)*|(Dy)**
> (g° - x|[F,(D). H @ H]|)1,
for ¢ € [0,1]. By (10.15), the linear path connecting the operator ~-H®I'to ~H®I +KF,(D)

is within the invertibles for k sufficiently small. As [H, F] is compact, the linear path
connecting
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1 0 1 0
<0 F>(—H®F)<O F*> to —H ® I + tkF,(D)

is within the Fredholm operators for all ¢ € [0,1]. The homotopy invariance of the spec-
tral flow, see Theorem 4.2.2, implies

o _ep((1 O\(-H 0\(1 0) (-H K<D6)*>)
Ind(PFP +1 P)—Sf<<0 p><0 H)(o P*)’(KD(’) H '

Next one directly checks that

s [0,%0] <1 O><—H s><1 0>* (—H SF* >
— =

=0 F)\s om0 F sF FHF"

is a path of invertibles. Let us also show that

A, b) = t<_H, K‘(DO)*> fd-8 <_H sP**>
kD, H sF FHF

_ ( -H tk(Dy)* + (1- t)sF*)
- \tkDj + (1-t)sF H~-(1-t)[H,FIF*

is Fredholm for all (s,t) € [0,kp] x [0,1]. Because [H, F] is compact, it is sufficient to
show that

-H tk(Dy)* +(1- t)sF*)

B(s,t) =
(5:1) (tKD()+(1—t)sF H

is Fredholm. One can replace DID|™ by %FP(D) as
1 -1
Ran<5FP(D) — D|D| ) cHeo Jf)zp

is finite dimensional, so that ﬁFp(D) - D|D|’1 is compact. Therefore it is sufficient to
show that

C(s,t) =-H®T + tKFp(D) +(1- t)lep(D)
2p

is Fredholm. Now

2 2 1 ?
Cs,t)' =HeoID)" + <tKFp(D) +(1- t)sﬁpp(D)>

1
- [tKFp(D) +(1- t)sEFp(D),HGBH]F

> <g2 - <n< +(1- t)s$>|| [F, (D), H eBH]||>1
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K
> <g2 - <;< + E)"[FP(D),H @H]||>1
42K
> (gz - 7||[D,H€BH]||>1,
where the last step follows form (10.15). Therefore C(s, t) is invertible and A(s, t) is Fred-

holm for all (s, t) € [0,xp] x [0,1] and k sufficiently small. This implies by the homotopy
invariance of the spectral flow

Ind(PFP +1-P) = Sf<<_H KpF*))(‘H K(Do)*>>

kpF FHF*)’\kD, H
(o o))
kpF FHF

for

LoP — (‘H K(Dé)*>
kDy H /)

For (H @ H),e = (H & H) e (H @ H),, we denote the surjective partial isometry onto

(He J{)pc by TTpes and for any operator B on H & J set By = ﬂpcB(T(pc)*. Then one has
_ _ Kpy _ T€v

Fp(D) = Fp(D)p ) FP(D)pc and }.'-“p(D),J = D,. Moreover, (L )p = LK,p. Next we show that

the linear path t € [0,1] — LP(t) for

ko (L), 0 > < 0 np(—HeBH)(ﬂpc)*>
g (t)_< 0 @),) \ne(-HeH)x,)" 0

is within the invertibles. First, (L"), can be bounded from below using (10.10):
2
(-H & T +KF,(D)),;)

= (FH& )y ) + KAE, (D)) = K[F,y(D) e, (H 1) e | e
> (K*p* = K|[[Fy(D) per (H ® 1) e ][ )1,

28k
> (szz _ 7||[1),H®1]||)1pc
1
> Ekzpzlpc,
where the third step follows from (10.15). Now L*P(t) is given by

1 0 B 1
L0 = |(L°), @ (L) .| (c; 't <B* 0)) (L5), @ (L) .,

where Gis a diagonal unitary with respect to the direct sum He 3 = (Heo¥H),&(HoH) e
and
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_1 . _1
B =|(L™),| *my(-H @ H)(mye)"|(L™) | 7.
The off-diagonal entries satisfy

||B|| < M

VRDE

thus their norm is smaller than 1 for p sufficiently large. Because L'" — (L") b ® (L*P) o0)
is finite dimensional and therefore compact, the homotopy invariance of the spectral
flow then implies

N -H kpF* K0 Kp )
Ind(PFP +1 P)_Sf(<KpF FHF*)’(L ), ® (LP) . ).

The path

s€[0,1] — A(s) = <_SH KpE” )

KpF sFHF*

is within the invertibles for p sufficiently large. As tA(s) o + (1= t)(L*P) ¢ is invertible
for all (s, t) € [0,1] x [0,1] and p sufficiently large,

tA(s) + (1= O((L™), & (L*F) )

is Fredholm for all (s, t) € [0,1] x [0, 1], so that again by the homotopy invariance of the
spectral flow

Ind(PFP +1 - P) = Sf(xpDID| ", (L*°), ® (L") )
= St(kp(DID|™) 5, (L*F) )
+ Sf(kp(DID| ) oo (L) ),

where item (v) of Theorem 4.2.1 was used. The second summand vanishes because the
linear path

€ 10,1] = (1= Okp(DIDI™) e + L)
lies in the invertibles for p sufficiently large. As ( LK,p)p _ Li‘,]p’

Ind(PFP + 1 - P) = Sf(xp(D|D| ") o Lip) = %(Sig(Lij’p) - Sig(Dp))s

and because I'DT" = -D, the signature of Dp vanishes and the claim follows. O
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10.4 Spectral localizer for odd index pairings

This section states and proves the equivalent to Theorem 10.3.1 for the odd index pair-
ings described in Section 10.1. Hence let A be an invertible operator on H and associate
to it the invertible chiral operator H on 3 @ X as in (10.5). Further, let D, be an odd
unbounded Fredholm module for A and associated to it is the odd Dirac operator D°%,
see (10.4). The aim is to provide a finite-volume expression for the index pairing given
in Theorem 10.1.9. The odd spectral localizer is now defined as the operator

L0 _< A )’ (10.16)

acting on HeXH where k > 0is a tuning parameter. For the definition of the finite-volume
approximations, let us set , = Ran(y(|Dy| < p)) and (K & H), = Ran(y(ID*Y < p)) for
p > 0.Note that (J—Ceaﬂ-()p = ﬂ{peaﬂ-fp. As D has compact resolvent, each J-Cp and (fHeBJ{)p
is finite dimensional. Let 77, : 3 — 7, denote the surjective partial isometry onto 3,
with Ker(7,) = (S}Cp)L and such that 7z,| 5, is the identity on }{,,. By abuse of notation, the
surjective partial isometry onto (HeX), is also denoted by 77, : HeH — (HeH),. Asin
Section 10.3, for any operator B on H or H & I, we set B, = ann; which is an operator
on iJ-Cp or (He ﬂ-()p. With these notations, the finite-volume odd spectral localizer on
H, & 3, is defined by

LOd :<KDO,p Ap )
%0 =\ AY  —KkDy,)

P

The following theorem goes back to [128] (at least with slightly stronger assumptions on
the constants « and p). For the proof by spectral flow, we will essentially follow [130],
with some improvements stemming from [75]

Theorem 10.4.1. Let g = |A~Y| ™" be the gap of the invertible operator A. Suppose that

3

g 28
Ks——2 2 <p. (10.17)
12| AllI[Dy, Al x P

Then the matrix Lgi, satisfies the bound (L,‘zi,)z > %zlp. In particular, L,‘zi, is invertible and
thus has a well-defined signature Sig(Lﬂ‘i,). It is independent of k and p satisfying (10.17),

and

1.,
INd(EVE +1-E) = 5 Sig(Ly%)- (10.18)

Proof. For sake of notation simplicity, let us denote D = D°. The proofthat the signature
of L,‘ji) is independent of k and p satisfying (10.17) is essentially the same as in the proof
of Theorem 10.3.1. In particular, using the same function G, one now has
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8
11650041 < 2125, 41)

With D and H as in (10.4) and (10.5), respectively, one has

DH + HD = ( 0 [DO’A]>
[Dy,A] 0
and, due to G,(~D,) = G,(Dy), also
8
I[G,(D), H]| < l—)||[D0,A]||. (10.19)

Even though essentially the same as in the proof of Theorem 10.3.1, let us spell out in
details how to connect the radii p and p’ > p. Let us introduce

LK,p,p’ (/‘{) = KﬂplDﬂ;, + T[pr G},pHGA,p]T;”
acting on ¥,y & H,y where 0 <A <land
Grp=(01- A)ﬂ;,np, +AG,(D).

Also (10.17) is supposed to hold for the pair k,p and for the pair k,p’. Notice that
Lk,p)p,(O) = in),. The first goal is to show that L, , »(A) is always invertible and that

/(/1) is

K,pp

its square is bounded from below by gzzlp, when A = 0. The square of L, , ,

Lypp )
= KzﬂprDzﬂ;, + (1 GA)pHGA,pJT;,)Z + K71,y Gy, p(DH + HD)G) pT0,

where np,Dn;,np, = np,D was used. The second summand is bounded from below as
follows:

(7 G pHG p )
= 71y Gy pHG; ,HG) p 71
> 71y Gy ,HG (D) HG) ,71,
= 71y Gy pGp(DYH*Go(D)Gy p13, + Ty Gy [Go(D)H, [G (D), H]Gp o1,
> 871, G} ,G, (D)1, + 71y Gy [G,(D)H, [G, (D), H]] Gy p11,
> g1, Gp(D)' 10y, + 7 Gy o [Gp(D)H, [G,(D), H] ]Gy o717,
where the first step holds because (3 & H) e (3 & H),» ¢ Ker(G, ), while the first, as

well as the last, inequality follows from Gp(D)2 < Gip. For the special case of A = 0, one

has Gy, = 71,1, and therefore a better estimate
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*\2 2 2% *
(71 GopHG pTy )" = 8 Ty Gp(D) Ty + 7y [Go(D)H, [G, (D), H] |7y
Furthermore, by spectral calculus of D, one has the bound
2 2 % 2 2\, %
KTy D1y > 877y (1 - Gp(D)) 7y,

because the bound holds for spectral parameters in [%p, p'] due to (10.17) using that
1- G,(D)* < 1, while it holds trivially on [0, ;p]. Since

2 4
1-G,D) + G, = 31,

> w

it thus follows
3 *
Ly pp () 2 Zgzlp, + 71y Gy p([Go(D)H, [G,(D), H]] + K(DH + HD))G; 70,
and in the special case A = 0,
L,C,p)p,(O)Z > gzlp, + np,GA,p([Gp(D)H, [Gp(D),H]] + k(DH + HD))GA,pn;,.
Finally, the error term is bounded using the tapering estimate (10.19):
I[G,(D)H, [G,(D), H]] + k(DH + HD))|
16
< (1G] +x Jlia. ol
8
<(Zran o1 )efia )
4
< —||All||[4, Dol

g

IA

Bw oy |© /N

where the second step used the second inequality in (10.17), as well as ||Gp(D)|| < 1, the

third one took advantage of |A| > g, and finally the last inequality came from the first

inequality in (10.17). Putting all together, oneinfers L, , ,»(1)* > 0and L, , ,»(0)* > %gzlp/.
Next, let us show that

K,0:0 K,0.P

. d . d
Sig(Lyp) = Sig(Ly y0)s

for pairs k, p and k', p’ in the permitted range of parameters. Without loss of generality,
letp <p'. As L, , is continuous in k, it is sufficient to consider the case k = k. Thus one
needs to show

Sig(Le pp(0)) = Sig(Lyppr(0)),
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when p < p’ and (10.17) is true for k and p. Clearly, L, , ,»(A) is continuous in A, so it

suffices to prove

K0,

Sig(LK,p,p(l)) = Sig(LK)p,p: (1))
Consider
Lepp (1) = KiTprDiT;, + np,Gp(D)HGp(D)n;,,

Now D commutes with 7'[;, Ty S0 that L

Ty p

xp,p' (1) decomposes into a direct sum. Further let
= Ty © 71, be the surjective partial isometry onto (3 & H),» © (3 & H),. Then

LK,p,p' (1) = LK,p,p(l) 52 np’,pKDﬂp’,p'

. . .
The signature of Tty D1y vanishes so that

Sig(LK,p,p’ (1)) = Sig(Lx,p,pa))'

It remains to show (10.18), for which x > 0 can be chosen as small as needed and p
as large as needed. Let again F; and F,, be as in the proof of Theorem 10.3.1. Then one
has, again similar to (10.15),

I(£,00. 411 < Zpippatl, (5,00 01 < Bjo v, 020

where [D,, U] is bounded by Theorem 3.3.6 in [163]. Because Fp(DO) —2p(2E - 1) is finite
dimensional and [E, U] is compact, it follows that U *FP(DO)U - Fp(D) is compact. By
construction, )((Fp(Do) > 0) = E, thus by Theorem 5.7.3,

Ind(EUE + 1~ E) = - S(t € [0,1] = (1~ )F,(Dy) + tU"F,(Dy)U)
= Sf(t € [0,1] = (1~ ) U*F,(Dy)U + tF,(Dy)),

where items (iii) and (iv) of Theorem 4.2.1 were used. As in the proof of Theorem 10.3.1,
for self-adjoint bounded Fredholm operators H, and H; such that the straight-line path
t € [0,1] —» (1-t)H, + tH; connecting them is within the bounded Fredholm operators,
the spectral flow of this path is denoted by

Sf(Hy, Hy) = Sf(t € [0,1] — (1 - t)H, + tHy).
Using (v) and (vi) of Theorem 4.2.1, one has

Ind(EUE +1-E)

(005, (8 S E)
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The homotopy invariance of the spectral flow, see Theorem 4.2.4, implies

Ind(EUE +1-E)

_ KFP(Do) 0 U o0 KFp(DO) 1 )(U 0>*
_sf<< 0 _KFP(D0)>’<0 1)( 1 —kE,(D)) \0 1 , (10.21)

because

se[0,1] — <KFP(D°) s1 )

s1 ~KF,(Dg)
is a norm-continuous path of invertibles and the linear path connecting

<KFP(§DO) _KF;(;)(DO)> to <g 2><KFPS(1DO) _KFT(DO)><;] 2>*

is within the Fredholm operators for all s € [0,1] as [Fp(D), U] is compact. Multiplying
out (10.21) shows

Ind(EUE +1-E) = Sf((KFP(DO) 0 ),(KUFP(DO)U* u >>

0 ~KF,(Dy) U* ~KF,(Dy)
For k sufficiently small, the linear path from

(KUFP(DO)U* U ) <;<F,,(D0) U )
U’ ~KF,(Dy) U —KF,(Dy)

is within the invertibles because of the bound (10.20). As [Fp(DO), U] is compact, the ho-
motopy invariance of the spectral flow implies

el (¥FDy) 0 > (KFp(Do) u ))
Ind(EUE+1 E)_Sf<< 0 _KFp(DO) ’ U _KFp(DO) '

For k sufficiently small,

KF,(Dy) UIAS )
s€[0,1] — ( Pl
= wiary —«E,Dy)
is a norm-continuous path of invertibles. Using that [FP(DO), U|A|®] is compact for all
s € [0,1], one directly checks that

te[o)l]H<KFp(Do) tU|A| )

LUIAP)*  —KF,(Dy)

is a norm-continuous paths of hounded Fredholm operators for all s € [0,1]. Then again
by the homotopy invariance of the spectral flow,
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Ind(EUE+1—E):Sf<<KFP(D0) 0 >’<KFP(D0) A ))
0 ~KF,(Dy) A* —KkF,(Dy)

= Sf(kF,(D), L*")
for

LK,p _ <KFp(DO) A )
A* —KF,(Dy)

For H,c = H o H,, we denote the surjective partial isometry onto H,c and H,c & H
by 7. For any operator B on 3 or 3 @ 3, let us define B,c = 7,cB(7,c)". One clearly
has Fp(DO) = Fp(DO)p ® Fp(Do)pc and Fp(DO)p = (Do)p, and similarly for D. Moreover,
(L), = Lﬂf}). Next we show that the linear path

@), 0 >+t< 0 an(npc)*>

- Kp =
€ 0.1 = L7 ( 0 @, H@) 0

is within the invertibles. Let us first check that

(@), - <KFP(D0)pc Ay )

Al —KFy(Dy)ye

is invertible. One has

(@), K*Fy(Do)se + Ape(Ape)* K(FP(DO)APC—APCFP(DO))>

<;< Fy(Do)Ay — AxFy(D))*  K*Fy(Dy)e + (Ape)*Aye
x*p’ ~ | [F, (Do) Al

(z
1

=

\%

K*p” - K_"[DO’A]")

—sz 1,

where the third step follows from (10.20) and the last from (10.17). Hence L' (t) is given
by

(L"), @ (L), |%(G+t<; g))l(Lx,p)pe)(Lx,p)pcl%

where G is a diagonal unitary with respect to the direct sum HeoJH = (HoH),o(HeH),.
and

1 1
B = (L) | ?mpH ()" [(L) e 2

The off-diagonal entries satisfy
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VBIH||
N

IBIl <

thus their norm is smaller than 1 for p sufficiently large. Because L' — (L") p® (L*P )pe)
is finite dimensional and therefore compact, the homotopy invariance of the spectral
flow implies

INd(EUE +1 - E) = Sf(kF,(D), (L**) & (L") )
= SE(KF, (D), (L) ) + SE(KE, (D) pe, (L*F) o)

Now (KFP(D)pc)Z > Kk?p? so that the path t € [0,1] — tkFy(D)pe + (1 - t)(LK’p)pc con-
sists of invertibles for p sufficiently large and its spectral flow vanishes by item (i) of

Theorem 4.2.1. Therefore, using F,(D), = D, and (L"’p)p = Lﬂso, one concludes

1. .
Ind(EUE +1 - E) = Sf(kF,(D),, Ly, = z(Slg(in)) - Sig(D,))

by Definition 1.1.3. As D, = diag(Dy,, -Dy,) fulfills ( 2)D,(J 3) = -D,, its signature

vanishes. This implies the claim. O

10.5 The p-invariant of the spectral localizer

Section 7.2 provided the definition of the p-invariant, as well as the motivation behind it,
as a measure of the spectral asymmetry of an invertible self-adjoint operator, see Defini-
tion 7.2.1. Here the latter operator will be the spectral localizer L, associated to an index
pairing. It is the first aim of this section to show that the p-invariant of the spectral lo-
calizer is well defined under suitable supplementary assumptions and that it can be
computed as the finite-volume half-signature, as expected. Furthermore, a connection
between p-invariant and spectral flow will be established and this provides yet another
spectral flow approach to index theory.

In the following, it will be necessary to associate a spatial dimension to a Fredholm
module. This will first be done via trace class property of the resolvent of the Dirac oper-
ator which, as shown in Lemma 10.5.3 below, is tightly connected to a short time asymp-
totics of the associated heat kernel. Later on we will also consider a spinorial dimension
of the Dirac operator.

Definition 10.5.1. Let D be the Dirac operator of a Fredholm module, hence D = D*' as
in(10.1) orD = D asin (10.4). Then D is said to be (at least) of dimension d if, for every
€>0,

Tr(ID|%7¢) < co.

Then D and the associated Fredholm module is also called (d + €)-summable.
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Note that every (d + €)-summable Fredholm module is also 8-summable in the sense
of Definition 10.2.2. Indeed, 6-summability is a considerably weaker condition.

Example 10.5.2. Let D be the Dirac operator on the torus T¢ given in Examples 10.1.3
and 10.1.8. Then D* = — Z]‘il a]? is the Laplacian. By Fourier transform, one sees that the
eigenvalues of D* are |n|* = Z]‘-il n]z forn = (ny,...,ny). Eliminating n = 0 (by going to
2 x 2 matrices and adding a mass as in Remark 10.1.2), one then readily checks that D is
of dimension d in the sense of Definition 10.5.1.

Lemma 10.5.3. Let D be the Dirac operator of a Fredholm module satisfying
d
Tr(e ™) < ct 2. (10.22)

Then D is of dimension d, namely (d + €)-summable for all € > 0.

Proof. Let us first use functional calculus to rewrite

1 o0
d+e 2
DI = — JdttT’le’“’.
I\( +€)
270

fies —tD* -ip* LD
Hence splitting e =ez ¢:
duces from the hypothesis

2
and using that D* > g for some positive g, one de-

(o]
d+e
Tr(Ipl™¢) < ¢ jdtt7_1<%> e 28,
0

and thus the integral is finite. O

If (10.22) holds, then Lemma 7.2.3 applied to Hy = D and V = 0 implies that

dra

2
Tr(ID|% P < C,t7 2, ax=0. (10.23)
Let us now first note that Dirac operators have well-defined, albeit uninteresting
n-invariants.

Proposition 10.5.4. Let D be an even or odd Dirac operator given by (10.1) or (10.4) satis-
fying (10.22). Then the n-invariant exists and vanishes, n(D) = 0.

Proof. We will use (10.23) for a = 1. For both an even and odd Dirac operator D, one has
2 2 *12 2 *12
Tr(IDle™™") = Tr(|Dole o + D171 < 00 so that Dye ! and D el are trace

class. Hence one can compute, for the odd Dirac operator,

Tr(De®") = Tr(Dye ™ - Dye ™) = 0,
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and, for even Dirac operator given by (10.1), the diagonal vanishes, so that the trace also
vanishes. Consequently, also the p-invariant given by (7.4) vanishes. O

For the proof of Proposition 10.5.4, merely the particular structure of the Dirac op-
erator given as a 2 x 2 matrix in (10.1) and (10.4) was of importance. If D is the Dirac
operator of a spin manifold, one has further expressions in D and its heat kernel that
have a vanishing trace. Let us show this explicitly for the example of a Dirac operator
on a torus already analyzed in Examples 10.1.3 and 10.1.8.

Example 10.5.5. Let D, on LX(T, (Cd') be given in terms of the irreducible Clifford al-
gebra representation y,, ..., Y4 just as in (10.2) and (10.6). Recall that y;, ..., y, are con-
structed iteratively using 2x2 Pauli matrices and therefore, in particular;, have vanishing
trace. Hence for a bounded operator A acting as the identity on c?, one has

d
Tr(Dye P ) = 1 Y Tr(y9e 1P 4) = 0,
j=1

because already the partial trace of c? vanishes. Using further algebraic properties of
the Clifford algebra representation, it is possible to show that also other traces involving
several heat kernels as factors vanish, but this is not further developed here. <o

The aim in the following is to show that the n-invariant of the spectral localizer
exists, at least for low-dimensional Fredholm modules. We will deal with both the even
and odd case simultaneously and simply write L, instead of L' and L,‘id, and similarly
D for D* and D%,

Theorem 10.5.6. Let d = 1,2,3 and suppose that the Dirac operator satisfies (10.22). Fur-

ther; suppose that the first condition in (10.10) or (10.17) holds. Then the spectral localizer

L, defined in (10.9) and (10.16) has a well-defined n-invariant in the following cases:

@ d=1

(i) d =2 and D, normal;

(i) d = 3 and Tr(DOe’tDﬁA) = 0 for any t > 0 and bounded operator A acting as the
identity on the spinorial part c? of the Hilbert space.

The first task of the proof will be to deduce heat kernel estimates for L, from those
for D.

Lemma 10.5.7. Suppose that (10.22) holds. Set V = L, — kD. Then there are C,, > 0 such
that

_dra

I(Lo%e ™|, < e %, axo. (10.24)

Moreover, for r > 1, there are C, . > 0 such that

[Lo%e I < cleeirs g o,
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Proof. This follows directly from Lemma 7.2.3 applied to Hy = kD and V = L, — kD,
combined with the bound (10.22). O

For the remainder of the proof, the square of the localizer will be used. Let us write

2
L;=A+Y,
where A = k*D? and in the even, respectively odd, case

:(K[PIILI,ZDO] K[%H])’ VZ(x[gfzu* )

Then A > 0 and, by the hypothesis in Theorem 10.5.6, V is a bounded operator. Let us
note that A is even with respect to o; = ((}7‘; in the grading of V, namely Ag; = g3A. Due
to the boundedness of V, DuHamel’s formula holds [163]:

1

2 2
et et ¢ J dr "By My (10.25)

0
Proof of Theorem 10.5.6. We will use the representation (7.3) of the n-function n,(L,) in
terms of the heat kernel of L% and split it into three summands

NLes) = —— (1 @) + 1" (L) + 0" (L)

1
I(%7)
with
1
' _ =1 —tL?
n (L) = Jdtt 2 Tr(kDe "),
0
1
s-1 2
n'" (L) = j dtt® Tr((L, — kD)e *x),
0
n"" (L) = J dtt’T Tr(L e ™).
1

It will be shown below that it is relatively straightforward to bound n"'(L,) by using
that L, is invertible. It turns out to be more challenging to bound the two other terms
because the bounds on the heat kernel given in Lemma 10.5.7 are insufficient due to the
nonintegrable singularity at t = 0. Beneath these two terms, (L) seems to be more
singular due to the presence of the unbounded operator D.

Let us start out with n'(L,). Replacing DuHamel’s formula (10.25) leads to

1 1
K J dt t% (Tr(Dem) +t J dr Tr(De(lr)tAVertL§)>
0 0

n'(Ly)
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1 1
=K J tr j dr Tr(De™ (B ye ), (10.26)
0 0

because
Tr(De ™) = Tr(De’tKZD ) =

For d odd, this holds due to the symmetry of the spectrum of D = D, ® g3, or because
D and A are odd and even with respect to gy, respectively. For d even, it follows directly
from the fact that D is off-diagonal and e~ diagonal.

For d = 1, one can bound (10.26) directly by using the Cauchy-Schwarz inequality
as follows:

|Tr(KDe—<1_r)tAVe—rrLi)| < Tr(Ae"Zl r)tA) Tr(V*V —anﬁ)%
< V] Tr(ae 20 ”A)%T (e —ZrtLZ)%

<c(@-no) oo, (10.27)

due to Lemma 10.5.7, so that
1 1
! s=1 3 _1
n(LK)SJdttZ JdT'C(l—r) ir’i < oo,
0 0

aslong as s > -1, so in particular for s = 0.
For d > 1, one has to further expand the heat kernel of L, using the DuHamel’s
formula. Hence let us again substitute (10.25) into (10.26):

1 1
n' (L) = -k J dtr J dr Tr(De” 1Ay Tty

0
1

1
-k J det % J dr (rt) J- dr/ Tr(De—(l—r)IAr\?e—(]—r’)rIA/\?e—r’r[Li)

0 0
1
-K J det’s Tr (De™v)
0
11
s+3 ! ! 2
-k J attz J drr J dr' Tr(De™ 7y (1T rthype i) (10.28)
0 o 0

The lowest-order term has to be dealt with separately for an even and odd Fredholm
module. For d even, one finds using the normality of D, that
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Tr(De V) = k Tr((De ™ ™% [H, Dy] + Dye ™ %52 [DZ, H])),
which vanishes due to the normality of D,,. For odd d, one finds
Tr(De V) = Tr(Dye * % (A% A - AA")),

which vanishes because the spinorial degrees of freedom of D, have a vanishing trace
due to the hypothesis for d = 3. Hence remains to bound the double integral in (10.28).
This will be possible for dimension d = 2 and d = 3, but not for d > 3 for which again
DuHamel’s formula has to be replaced. For d = 1, it was sufficient to bound the integrand
of the remainder by the Cauchy-Schwarz inequality, see (10.27). Here one rather has to
use the multiple Holder inequality and then the bound of Lemma 10.5.7:

|Tr( De—(1-Nty) e—(l—r’)rtAv e—r’ rt? )l
_ |Tr(e—r’rtLiDA—aAae—(l—r)tAve—(l—r’)rtAv)|

< “ A%—a e—r’rtLi " N " AC e—(l—r)tA” N " e—(l—r’)rtA" N ||V||2 K
a [V] a3

—(4g,+1- 4 _d
< c(rrty ST (@ - ) O (- ey

= G @t G0) (g _ r,)—(%qzﬁ-a)(r/)*(%‘m%*a) (1- rl)*%%

>

where ¢; + g, + g3 = 1. Note that the bound in ¢ is sufficient to bound the integral over ¢
in (10.28) as long as d < 3. Now to insure integrability in r at 0 and 1, as well as in r’ at 0
and 1, one needs respectively

1
gq2+a<1, §CI1+‘—0‘<1» gq3<1.

g( + )—01<§
7\t s > 2

2

One can hence choose a = ;11 andq; =¢q, = % so that g; = % to obtain
! ! 2
ITr(De—(l—r)tAve—(l—r )rtAVe—r rtLK)l
d, 1 3d+2 (441 _d
<ct GtIr s (1- r)r') (4+8)(1 - r') L

Replacing this into (10.28) shows that all integrals converge for d < 3 and s = 0.
Next turning to " (L,.), one starts out as in (10.26) to find

1 1
m L) = J e’ (Tr((l‘x ~KkD)e ") - t j drTr((Ly - xD)e‘“‘”‘AVe‘”Li)).
0 0

The first summand vanishes. For odd d, this results from the fact that L, — kD is off-
diagonal while ™ is diagonal. For even d, (L, — kD)e ™ is diagonal, but, due to the
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normality of D, one diagonal entry is minus the second one so that the trace vanishes.
Hence

1 1
"Ly = - j dees J dr Te((L, — kD)e™ 1By Ttr). (10.29)
0 0

Now set H' = L, — kD which for odd d means H = H' and for even d rather H' = ~-H®ad;.
For dimension d = 2, it is sufficient to bound the integrand with the Cauchy-Schwarz
inequality and Lemma 10.5.7:

ITr(E e 0Dy )| < |H |IVIC(( - rre?)

because replacing in (10.29) shows that "' (L,) is finite for s = 0. For d > 3, it is again
necessary to replace DuHamel’s formula

1 1
n'"(Ly) =~ J dttr J dr Tr(H'e" 7 1ye )
0 0

1 1 1
B J e J dr (rt) J dr’ Tr(HIe*(l—r)tAvef(lfr’)rtAvefr'rtL,Z()'
0 0 0

For d = 3, the integrand in the leading term vanishes because
—thny —t'AY _ * _—tk*D} ~t'k*D} —tk* DY g% ~t'x*D}
Tr(He Ve %) =Tr(Ae [Dg,Ale +Ae [A%,Dyle )

and the trace vanishes due to the spinorial degrees of freedom of D,. Then the second
summand can be bounded as the term in (10.28) (actually it is less singular here).

For n"'(L,) and hence large t, the estimate (10.24) is of little help. It has to be boosted
by using the gap of L,.. Suppose that L2 > ¢, alower bound that holds for e = %2. Then,
for any a € (0,1), by Cauchy-Schwarz inequality,

Tr(LKe"tLi)2 < Tr(Lie_zatLi) Tr(e‘z(l"“)tL'zf)

—2(1-2a)tL2

< Qat)™ Tr(e’atLi) Tr(e’z‘mi ),

e

where the bound xe™ < t"le‘x?t for x, t > 0 was used. Hence with (10.24),

Tr(Lee ™) < (2at) 2”020 Tr(e )

1 2 d
< Qat) 1e” 17200V ()77

Choosing a < % min{l, ﬁ}, one infers that, for some constant C""’ depending on ¢,
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iy e
Tr(Lee ™) < C"e 7.

Hence also n'" (L, is bounded, actually for all . O

Remark 10.5.8. Let us briefly indicate how to address the existence of the p-invariant
for the spectral localizer of pairings with a Dirac operator that satisfies (10.23) for some
d > 3, namely to extend Theorem 10.5.6 to this case. First of all, the contribution "’ (L,)
in the proof of Theorem 10.5.6 can be dealt with in the same manner, but the expressions
n'(L,) and " (L,) require more care. Let us focus on n'(L,). Starting from (10.28) it is
then necessary to replace once again DuHamel’s formula to obtain

[

1 1
n' (L) = J e’ J drr J dr' x Tr(De"(H(l"r,))m\?e_(l"r ,)"A\?)
0 0

1
J %jdrr Jdrrjdr”

0

1 1.0

)ty (1= r rthyp=(1- r'yr! rthy T rrtLi).

-k Tr(De™¢
Again the first summand has to be shown to vanish for d even and d odd separately, by
imposing supplementary conditions on D,. Such conditions should, in particular, hold
for the example of the Dirac operator on the torus, see Example 10.5.5. When this is
achieved, a multiple Holder inequality then allows us to control the term with the triple
integral in dimension d < 5. For d > 5, yet another iteration is needed. The term n'' (L)
can then be handled in a similar manner. Just as in Example 10.5.5, no further algebraic
details are provided here. <o

Next the general connection between the n-invariants and spectral flow as de-
scribed in Section 7.2 will be applied to the particular case of a spectral localizer. This
shows that the spectral asymmetry of the spectral localizers is acquired by a spectral
flow while the Hamiltonian (namely K-theoretic part of the index pairing) is added to
the free spectral localizer which is essentially given by the Dirac operator. For d = 1, this
connection was first proved in [128].

Theorem 10.5.9. Suppose that all hypothesis of Theorem 10.5.6 hold. Consider the path
A€ [0,1] — L(A) = (1 - A)KD + AL, of self-adjoint operators with compact resolvents.
Then

n(Ly) = 28F(A € [0,1] — L (1))

Proof. Because n(L,(0)) = n(D) = 0, the claim follows from Theorem 7.2.2 once it is
shown that
1 1

lim &= JdATr(aAL e W’y Z g, (1030)
€l0 7'[2 5
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One hence needs to control Tr(BALK(A)e’eLK(’UZ). This can be done exactly as the bound
on the term n"'(L,) in the proof of Theorem 10.5.6, the only difference being the supple-
mentary integral in "’ (L,). Further details are not spelled out. O

The previous result implies that the p-invariant of the spectral localizer is an integer,
provided the conditions of Theorem 10.5.6 hold. Finally, let us note that it is actually
equal to the finite-volume signature and hence the value of the index pairing.

Proposition 10.5.10. Suppose that all hypothesis of Theorem 10.5.6 hold. If, moreover, p
is as in (10.10) or (10.17), then

N(Ly) = Sig(Ly,)-

Proof. By the definition of the finite-dimensional spectral flow, see Definition 1.1.3, one
has

Sig(Lyp) = Sig(Ly) — Sig(D,) = 28f(A € [0,1] + (1~ A)KD,, + ALy ).
Comparing this to Theorem 10.5.9 shows that it is sufficient to prove
Sf(A € [0,1] = (1 = )kD, + AL ) = Sf(A € [0,1] = (1 - KD + ALy).

Let us first show that (1 — A)KDPC + ALK)pc e L(He H{)pc) is invertible for all A € [0,1]
and p sufficiently large. For the even spectral localizer, one directly checks

(L= KDy + ALy )’

0 D;H - HD;
22 2 2 0 0
=K DPE +A (LK,pc - KDpc) +AK< >

HD, - DoH 0
> k°p” - k|| [Dy, H1|.

Thus for p sufficiently large, one has
(1 DKDje + ALy )’ %szz. (10.31)

A similar argument shows that (10.31) holds for the odd spectral localizer if p is suffi-
ciently large. Then (1 - )()KDpc + ALK’pc is invertible for all A € [0,1], and therefore

Sf(A € [0,1] = (1 = KDy + ALy c) = 0.
Hence the additivity of the spectral flow, see item (v) of Theorem 7.1.7, implies

Sf(A € (0.1] = (1~ AKD,, + AL ,)
= Sf(A € [0,1] > (1~ VKD, ®Dye) + ALy ® Ly o))
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The linear homotopy h : [0,1] x [0,1] — L(H & K) defined by
h(A,8) = (1 = KD + ALy ® Ly ) + SA(Tpe (L — KD)(rrp)* +715(Ly — K‘D)(T[pc)*)
connects
A€ 10,1] = h(4,0) = (1= VKD, ® Dye) + ALy ® Ly )
to the path
A €[0,1] » h(A,0) = (1 - A)kD + AL,.

Moreover, h(0, s) = D is invertible and an argument similar to that in the proofs of The-
orems 10.3.1 and 10.4.1 shows that

h(1,8) = (Lyp ® Ly pe) + S(7pe (L = KD)(11,)" + 71,(Lyc — KD)(npc)*)

is invertible for all s € [0,1] for p sufficiently large. Thus the claim follows from the
homotopy invariance of the spectral flow, see Theorem 7.1.8, provided it is shown that h
is gap-continuous. To show the gap-continuity, note that

(A,8) € [0,1] x [0,1] = H(A,S) = h(A,s) — kD

is bounded and norm-continuous. By Theorem 6.3.12, the gap metric on L, (H & ) is
equivalent to the metric d/ defined in (6.19). For (4,s), (', s") € [0,1] x [0, 1], one has

Al (A, s) - h(A',s")) = 2| (RA, 8) + 1) = (R(X',s") + 1)
= 2)|(h(A, 8) + 1) " (R(X',s") — h(A, $)) (h(X',s") + 1),

due to the resolvent identity. Because | (h(A, s) + zl)‘1|| < 1for (4,s) € [0,1] x [0,1] by the
spectral radius theorem, one concludes that h is gap-continuous. O



11 Spectral flow in semifinite von Neumann algebras

In this chapter the theory of Fredholm operators in a von Neumann algebra N with re-
spect to a semifinite, normal, faithful trace 7 is developed and then used to introduce
a spectral flow for paths of self-adjoint T-Fredholm operators, generalizing the more
conventional spectral flow studied in prior chapters. This semifinite spectral flow is, in
general, not integer-valued and measures, e. g., how much possibly absolutely continu-
ous spectral density flows through 0 from left to right. The notion of semifinite spectral
flow goes back to the work of Perera [144] and Phillips [148], and there are numerous
later contributions [26, 197, 110, 93]. In Section 11.1, some basic facts about von Neu-
mann algebras and traces thereon are reviewed. All of these facts can be found in the
texthbooks [72, 189]. Following the Appendix of [149] and [40, 41], T-Fredholm operators
(often also called Breuer-Fredholm operators) are introduced and then the generaliza-
tion of Atkinson’s theorem is proved. In Section 11.2, this is generalized to skew-corner
Fredholm operators (also called (P - Q)-Fredholm operators for orthogonal projections
P, Q € N), following [54]. Sections 11.1 and 11.2 both provide considerably more detailed
arguments than the references [149, 54] which at several places are sketchy or incom-
plete. Section 11.3 discusses semifinite Fredholm pairs of projections and generalizes
many of the results of Chapter 5. The spectral flow for paths of self-adjoint T-Fredholm
operators is then defined in Section 11.4 by closely following [26]. Several basic prop-
erties of the semifinite spectral flow are shown. They are all generalizations of results
from Chapter 4. Finally, Section 11.5 is about index formulas for the semifinite spectral
flow, and Section 11.6 generalizes the concept and results on the spectral localizer from
Chapter 10. This is based on [170].

11.1 Fredholm operators in semifinite von Neumann algebras

Let N be a subset of B(H). Its commutant N’ is the algebra
N' = {BeB(}):AB=BAVA ¢ N}.
If N is self-adjoint (namely invariant under taking adjoints), this also holds for N'. The

bicommutant N”' = (N')" of N is the commutant of N'.

Definition 11.1.1. A unital self-adjoint subalgebra N ¢ B() is called a von Neumann
algebra if it coincides with its bicommutant, namely N = N”'.

Let us recall that the weak operator topology on B(J) is the coarsest topology for
which all functions

fow :BE) - C, A (QlAY), 0,9 €K,
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are continuous. Moreover, the strong operator topology on B(H) is the topology of point-
wise convergence, namely the coarsest topology for which all maps

f¢:lB(5'()—>fH, A AP, ¢eH,

are continuous. The von Neumann bicommutant theorem, see [72, 189], states the fol-
lowing:

Theorem 11.1.2. Let N ¢ B(H) be a unital self-adjoint subalgebra, then the closure of N
in the weak and strong operator topology both coincide with N"'.

In particular, every von Neumann algebra is closed with respect to the weak and
strong operator topology. For a von Neumann algebra N ¢ B(H), let

N, ={AeN:A>0}

denote the set of positive semidefinite elements in N. Also recall that the set P(N) of
all projections in N is a complete lattice, namely given a family (P;);; of orthogonal
projections in N, also inf;; P; is an orthogonal projection in N onto the closed subspace
ic; Ran(P;). Then sup;; P; = 1 - inf;;(1 - P;) is also in N. Now all notions needed for
the definition of semifinite, faithful, and normal traces are available.

Definition 11.1.3. Let N c B(X) be a von Neumann algebra. Amap T : N, — [0, co] is
called a trace if it is positive additive and unitarily invariant, namely satisfies

T(agAy + a1A7) = agT(Ap) + 4 T(4y),
forall Aj,A; € N, and qy, a4 € R,, and
T(U*AU) = T(A)

for all unitary elements U € N and all positive elements A € N, .

(i) Atrace T : N, — [0,00] is called semifinite if for every orthogonal projection
P e N there exists an increasing net of orthogonal projections (?;);; in N such that
T(P;) < oo and such that P = sup;; P;.

(i) Atrace T : N, — [0,00]issaid to be faithful if T(A) = 0 implies A = 0 forall A € N,.

(iii) A semifinite trace T : N, — [0, co] is called normal if for any increasing net (4;);¢;
with A; € N, with supremum A = sup;; 4; € N,, one has

T(A) =sup T(4;).

iel

If A € N can be decomposed as A = Zﬁ’ﬂ a,A, for some N € N witha, ¢ Cand
A, e N, suchthat J(4,) < coforalln =1,...,N, then Ais called T-finite and its trace is
defined as
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N
TA) = Y a,T(Ay).

n=1

One directly checks that this is independent of the decomposition of A. Moreover, the set
of T-finite elements of N is a two-sided ideal in N and (see Chapter 6 of Part 1in [72], or
Section V.2 in [189]) the trace is cyclic in the sense that

T(AB) = T(BA),

whenever A, B € N and A is T-finite. One can readily check that the canonical trace on
H is a semifinite, faithful, and normal trace on the von Neumann algebra B(H).

From now on let N be a von Neumann algebra with a semifinite faithful normal
trace J. We introduce the notion of compact operators and of Fredholm operators with
respect to 7. Let K denote the norm-closure of the smallest algebraic ideal in N contain-
ing the T-finite projections. This is called the ideal of T-compact operators in N (in part
of the literature, this is denoted by K to stress the dependence on 7). It is known that
any projection in X is T-finite. Associated to X is a short exact sequence

0-KXK->N->N/X->0.

The quotient Q = N/X is called the Calkin algebra and the quotient map is denoted by 7.

In this chapter a lot of orthogonal projections appear. They are denoted by P, Q, R,
and F. Thus, in this chapter Q is an orthogonal projection and not a symmetry, and F is
an orthogonal projection and not an arbitrary element of B(J). Moreover, the following
notation will be used:

Notation. For any subspace & of 3, the orthogonal projection onto the closure of & is
denoted by P.

Hence Ran(P;) = €. For example, with this notation one has, for any orthogonal

projection P,

pP= PRan(P) = PKer(P)l =1- PKer(P)-

As in this chapter all projections are orthogonal, we drop the specification “orthogonal”
and simply speak of projections.

Definition 11.1.4. An operator T € N is J-Fredholm (or Breuer—Fredholm relative to 7)
if Pgey(r) is T-finite and there is a T-finite projection P € N such that Ran(1-P) ¢ Ran(T).
Its T-index is defined by

T-Ind(T) = T(Pger(ry) — T(Pker(r+))-

The set of T-Fredholm operators will be denoted by F(N, 7).
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Note that Ran(1 — P) ¢ Ran(T) implies Ker(T*) = Ran(T)" ¢ Ran(P) and therefore
T(Ker(T*)) is T-finite and the T-index of T is a real number.

Remark 11.1.5. If N = B(¥) is equipped with the canonical trace Tr, which is a semifi-
nite, faithful, normal trace, then the condition in Definition 11.1.4 implies that Ran(T) is
a subspace of finite codimension and hence, in particular, a closed subspace. Therefore
F(N, 7) is precisely the set FB(3) of bounded Fredholm operators studied in Section 3.2.
Let us stress that in general Fredholm operators in the sense of Definition 11.1.4 need not
have a closed range. <o

The following result generalizes Atkinson’s theorem, which is made up of parts of
Theorem 3.2.4, Corollary 3.3.2, and Theorem 3.3.4.

Theorem 11.1.6. Let N ¢ B(H) be a von Neumann algebra with a semifinite faithful nor-
mal trace 7.
(i) LetK € X be a T-compact operator in N. Then1 - K is T-Fredholm and

JInd(1-K) = 0.

(i) T e N is a T-Fredholm operator if and only if the image (T) of T in Q is invertible.
(iil) If T and S are T-Fredholm operators in N, then so are T* and ST. Their T-indices fulfill

T-Ind(T*) = -T-Ind(T) and T-Ind(ST) = T-Ind(S) + T-Ind(T).

The proofis based on several lemmas and will take up the remainder of this section,
except for Corollary 11.1.13 below that contains important supplementary information
on semifinite Fredholm operators.

Lemma 11.1.7. For A € N, the range projection Pgay4) is in N, and one has

T(PRan(A)) = ‘T(PRan(A*))-

Proof. LetA = V|A| be the polar decomposition of A in the sense of von Neumann. Let us
first check that V is an element of N"' and therefore also of N. First of all, as A,A* € N,
also A*A € N and, by writing the square root as a series, also |A| € N. Thus for any
B ¢ N', one has 0 = [B,A] = [B,V]|A| + V[B,|A]|] so that [B, V]|A| = 0. As B leaves
Ker(A) = Ker(V) invariant, this implies that [B, V] = 0, namely V € N”. One then also
has VV* = Ppanay € Nand V'V = Ppopa) € N.IET(VV™) < 0o, then also V = VV*V
is T-finite and therefore T(V*V) < co. Hence one can assume that both T(Pgap(4)) and
T(Pran(a+)) are T-finite because otherwise the claim is trivial. If the trace class condition
holds, then the cyclicity of the trace implies

T(PRan(A*)) = (I(V* V) = {‘T(VV*) = {‘T(PRan(A)))

concluding the proof. O
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The following is also known as the semifinite parallelogram law, see Proposi-
tion V.1.6 in [189].

Lemma 11.1.8. For projections P, Q € N, one has inf(P, Q) € N and
T(P - inf(P,1 - Q)) = 7(Q - inf(Q,1- P)).
Proof. As Ker(PQ) = Ker(Q) ® (Ran(Q) n Ker(P)), one has

Pran(op) = Prer(po)*
=1~ Perpg)
= 1= Per(g) ~ Pran(Q)nker(p)
= Q- inf(Q,1- P).

Because Prap(gp) 18 in N'by Lemma 11.1.7, this implies that inf(Q, 1-P) is in N. Replacing P
by 1- P shows inf(P, Q) € N for all projections P, Q € N. Similarly, as one has Ker(QP) =
Ker(P) @ (Ran(P) n Ker(Q)), it follows that

Pranpg) = Prer(opyr = P —inf(P,1- Q).

The claim now follows from Lemma 11.1.7. O

Lemma 11.1.9. Forevery T € N, thereis anondecreasing sequence (P,),cn 0f projections
in N such that

() Ran(P,) c Ran(T) foralln € N,

(i) sup,P, = PRan(T>.

Proof. Because Ran(T) > Ran(TT*) and Ran(T) = Ker(T*)* = Ker(TT*)* = Ran(TT*),
it is sufficient to prove the lemma for T > 0. Then let the projection-valued spectral
resolution of T be denoted by (Ej);cpr, namely

T- JAdEA.
0

One has E; € Nfor all A € [0, co) by Appendix 1 of [72]. Moreover,

Pyer(ry = Eo» Pran(r) = 1- Ep = sup(1-E,).

e>0

For € > 0, the restriction of T to the range of 1 - E, is denoted by T,. Then the operator
T. : Ran(1-E,) — Ran(1 - E,) is invertible with inverse

71
Te' = | 3¢

€
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Therefore Ran(1 - E,.) c Ran(T). Setting P, =1 - E1, the sequence (P,), satisfied the
properties stated in the lemma. O

Corollary 11.1.10. For every T-Fredholm operator T € F(N,T), there is a nondecreasing
sequence (P,),cn Of projections in N such that

(i) Ran(P,) c Ran(T) foralln € IN,

(i) sup, Pp = Pran(r),

(iii) TA - Py) < o0

Proof. Because T is T-Fredholm, there exists a J-finite projection P € N such that
Ran(1 - P) ¢ Ran(T). Applying Lemma 11.1.9 to PT, one gets a nondecreasing se-
quence (P)),cy of projections with Ran(P;) ¢ Ran(PT) and sup, P; = Pganpr). AS
T =(1-P)T +PT and Ran((1-P)T) c Ran(T) by hypothesis, one has Ran(PT) c Ran(T).
Therefore setting P, = (1 - P) + P,’,, one has Ran(P,) ¢ Ran(T) for alln ¢ N and
sup, P, = (1= P) + Ppanepr) = Pran(r)- Moreover, J(1 - P;) < T(P) < co. O

Lemma 11.1.11. Let (P,),cn be a nondecreasing sequence of projections in N and Q a
projection in N. If T(sup,, P,,) < oo, then

‘.T(inf(suan, Q)) = T(sup(inf(Pn, Q))).

Proof. The supremum of the sequence is denoted by P, = sup, P,. For ¢ € 3, the limit
lim,_, o, IP,®ll = sup, IP,¢| exists so that P, = s-lim,,_,, P, € N. By Lemma 11.1.8,

T(1- Q- infd - Q,1-P,)) = T(P, - inf(P,, Q)) (11.1)
foralln e Nand
T(1- Q- inf(d - Q,1-P_)) = T(P, — inf(P,, Q)). (11.2)
AsP, <P forallneN,
1-Q-inf1-Q,1-P,) <1-Q-inf(1- Q,1-P_).
Thus, by (11.1) and (11.2),
T(P, - inf(P,, Q)) < T(P,, - inf(P,., Q)).
Using the additivity (and thus monotonicity) of the trace, one gets
0 < T(inf(P,,, Q) — inf(P,, Q) < T(P,, — Pp).

By the normality of the trace,
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nILH.}OT(Poo -P)=0,
and therefore

lim T(inf(Py,, Q) - inf(Py, Q) = 0.

Hence
T(inf(P,, Q)) = nlggo T(inf(P,, Q))
= sup T(inf(P,, Q))
n
= T(sup(inf(Pn, Q))),
n
where the last step follows form the normality of the trace. O

Lemma 11.1.12. For T-Fredholm operators S, T € (N, T), one has

T(Pxer(st) = Prer(r)) = TUNE(Ppran(r)> Prer(s)))-

Proof. One has, with ® and e being orthogonal direct sums and differences,

Ker(TPger(sty = TPger(r)) = Ker(TPger(st))
= Ker(ST)* @ Ker(T)
= (Ker(ST) o Ker(T))L,
where in the second equality we used Ker(AP) = Ker(P) @ (Ran(P) n Ker(A4)) for any

operator A € B(H) and any orthogonal projection P € B(H), here appliedto A = T and
P = Pger(st) SO that Ker(P) = Ker(ST)* and Ran(P) = Ker(ST) > Ker(T). Therefore

Ran((Perst) — Prercr)) T*) = Ker(TPyger(st) — TPrer(r))”
= Ker(ST) e Ker(T).

This implies
PRan((Pyeristy~Prer)T*) = Pier(sT) = Prer()- 11.3)
On the other hand, using
Ran(TPxer(sty) = {T¢ : STp = 0} = Ran(T) N Ker(S),

one has

Ran(TPyger(st) = TPger(r)) = RaN(TPger(sT))
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= Ran(T) n Ker(S)
c Ran(T) n Ker(S),

and therefore

PRan(T (Prerisry ~Prercry)) < INE(PRan(T)> Per(s))- (11.4)

Let (P,)nen be a nondecreasing sequence of projections in N as in Corollary 11.1.10,
namely such that Ran(P,) ¢ Ran(T) for all n € IN and such that sup,, P, = Pran(r) and
such that the trace of 1 — P, is finite. Then

Ran(P,) n Ker(S) ¢ Ran(T) n Ker(S) ¢ Ran(TPgey(sty — TPger(r))
for all n € IN and therefore

inf(P,, P Ker(s)) <P Ran(T (Pger(sr)—Pxer(r)))* (11.3)
Setting Py = inf(Py, 1 — Pyey(s)), One has

T(1- Py) = T(1 - inf(Py, 1 - Prergs)))
= (I(PKer(S) +1 = Pger(s) — inf(P;,1 - PKer(S)))
= T(Pgers)) + T(1— Py — Inf(Per(s), 1 - P1))
= T(Pger(s)) + T(1 - Py)

< 00,

where in the third step Lemma 11.1.8 was used. Moreover, PyPgq,s) = 0 and P < P, for
all n € IN. It follows that

inf(Pn, PKer(S)) = lnf(Pn - Po, PKEI‘(S))
for all n € N and, as Ran(P;) c Ran(T),
Inf(Pgan(r)> Prer(s)) = INf(Pran(ry = Po» Prer(s))-

As T(sup, (P, — Py)) < T(1-P,) < oo, Lemma 11.1.11 applies and one gets, together with
the above,

T(Sgp(mf(Pn’PKer(S)))) =T sgp(inf(Pn - PO’PKer(S))))

(
(inf(Slrllp(Pn - Po)’PKer(S)))

T
T(inf(Prancry = Po» Prer(s)))
’.T(inf(PRan(T))PKer(S)))'
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Using the normality of the trace, (11.4) and (11.5), this implies
T(nf(Pran(r)> Prer(s))) = TPRan(T(Pyerst)Prencry))-
Finally, using first (11.3) and then Lemma 11.1.7 implies

T (Pxer(st) ~ Prer(r) = T(PRan((Persr) ~Precry)T*))

= T(PRan(T(P Ker(sT) P Ker(T))))
= T(inf(PRan(T)’PKer(S)))'

This concludes the proof. O

Proof of Theorem 11.1.6. Let us first suppose that the range projection Py, of K is
J-finite. By Lemma 11.1.7, one then has

T(PRan(K*)) = T(PRan(K)) < 0.

For

Q= Sup(PR.am(K)»PRam(K*)) eN,

one has Q < Pgan) + Pran+) and therefore T7(Q) < T(Prancx)) + T(Prank+)) < 0. As
Ran(K) c Ran(Q) and Ran(K™) ¢ Ran(Q),

1-Q1-K)=1-Q, A-Q1-K*)=1-0.

As Ker(Q) ¢ Ker(K) and Ker(Q) c Ker(K™) (or alternatively by taking adjoints), one also
has

1-K1-Q=1-9, (1-K")1-Q =1-0.
This implies, in particular,
Pyera-x) £ Q> Pgera-x-) < Q.

Therefore Pgep1_g) and Pgep1_g+) are J-finite. On the other hand, Ran(1-Q) ¢ Ran(1-K)
and T(Q) is finite by assumption. Putting all together, this shows that 1-K is T-Fredholm.
It remains to show that its J-index vanishes. By Lemma 11.1.7,

{I(PRan(Q—K)) = {‘T(PRan(Q—K*))' (11.6)
Again using Ran(K™) ¢ Ran(Q) and Ker(Q) c Ker(K*), one has

Ran(Q — K) = Ker(Q - K*)" = (Ker(Q) ® Ker(1- K*))",
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and therefore
Prano-x) = 1= (Pker(0) * Prera-k+*)) = Q = Pxer(1-k+)-
Analogously,
Prang-k*y = Q = Prer(1-k)-
Using the linearity of 7 on T-finite operators and (11.6), this implies
T(Per-k)) = T(Prer(1-k*))- avmn

One concludes that the 7-index of 1 - K vanishes.

For a T-compact operator K € X with infinite range projection, there exists by def-
inition an operator K € X such that |[K - Ky| < 1and such that the range projection
Pran(k,) Of Ko is T-finite. Then

S=1-(K-Ky)
is invertible. As (S — Ko)Prer(s-k,) = 0 and therefore
(1~ KoS™)SPrcer(s ) = 0.
one has
Ran(SPyer(s_x;)) < Ker(1-K,S™).
As T(PRan(SPKer(S—KO))) = T(PRan( Prerts 1) s%)) = T(Pger(s-k,)) by Lemma 11.1.7, this implies
T(Prers—ky)) < T(Pger1-k,s1))-
similarly, (1 - KoS™)SS ™ Pyerq_g, 51y = 0 implies
Ran(S ™ Py x,s-1)) < Ker(S — Kp)
and therefore, using again Lemma 11.1.7,
T(Prera-xys1)) < T(Pger(s-Ky))-
Putting all together, one can conclude that
T (Pyer(s—ky)) = T(Pker(1-k,s1)) < 00

As Ker(S* - Kj) = Ker(1 - (S*)‘lK(;‘ ) and the range projection of KOS‘1 is T-finite, one
can use (11.7) to conclude



11.1 Fredholm operators in semifinite von Neumann algebras =—— 355

T(Prera-x)) = T(Pger(s-x,))
= T(Pger(1-k,s1))
= T(Pera-s)°k;))
= T(PRer(s* k7))

= “T(PKeI‘(lfK*)) < 0.

Moreover, Pgays+)-1k;) is T-finite and

-1 -1
1-K)S (1- PRan((S*)’1K5‘)) =(S-KyS (1- PRan((S*)’1K5‘))
-1
=(1-KS )PKer(KOS’l)
= PKer(KUS’l)

= 1= Pran(s)ik;):

This shows that Ran(1 - Pran((s*yiks)) C Ran(1 - K), showing that indeed 1 - K is
TJ-Fredholm because Pe(1_x) is T-finite. By the above equality, its T-index indeed van-
ishes.

To show (ii), let us first suppose that 77(T') is invertible. Then there is S € N such that

n($)n(T) = n(T)n(S) = n(D),
or equivalently
ST=1-K;, TS=1-K, (11.8)

for T-compact operators K;, K, € X. Thus Ker(T) c Ker(1 — K;) by the first equation in
(11.8) and therefore Pyer(y < Prer(1-k,)- AS 1 — Kj is T-Fredholm by the first part of this
theorem and therefore T(Pger1-g,)) < 0o, one can conclude that J(Pger(r)) is finite. The
second equation in (11.8) implies that Ran(1 — K;) is a subset of Ran(T). Since 1 - K is
T-Fredholm, there is a T-finite projection P € N such that the range of 1 — P is a subset
of the range of 1 - K,. Consequently,

Ran(1 - P) c Ran(T)

and T is T-Fredholm. For the converse, assume that T is J-Fredholm. Then there is a
T-finite projection P € N such that Ran(1 - P) ¢ Ran(T). By Lemma 11.1.12,

T (Prer(a-p)1)) = T(Pger(r)) = T(ANE(Pran(r)» P)).
In particular, Pgey-p)r) is T-finite. As Ran(1 - P) ¢ Ker(T" )*, one has

Ker(T*(1-P)) = Ker(1-P)



356 —— 11 Spectral flow in semifinite von Neumann algebras

and, due to Ran(1 - P) c Ran(T), one has
Ran((1- P)T) = Ran(1 - P).
Therefore Ran(T*(1 - P)) = Ran(T*(1 - P)) = Ker((1- P)T)* and
(1-P)TT*(1-P)
maps Ran(1 - P) bijectively onto Ran(1 — P). Thus there is T’ € N such that

1-P)TT*1-P)T' =1-P,

and thus
a(Mn(T*T') = n(1-P)TT*(1- P)T') = n(1 - P) = n(1).
On the other hand,
Ker((1-P)T(1 - Pgera_pyry)) = Ker(1 = Pyercapyr))
and
Ran((1 - Pger(a_pyr))T" (1 - P)) = Ran(1 - Pyera_py1))»
so that

(1 = Pger(a-pyr))T" (1 = P)T(1 = Pgera-p)1))

maps Ran(1 — Py, q_pyr)) bijectively onto Ran(1 — Pgey(q1_p)r))- Hence there is T € N
such that

T" (1= Pger(a-pyr))T" (1= P)T(1 = Pyera-py1) = 1= Prex(a-p1)-
As above,

”(T”T*)”(T) = ”(T"a - PKer((l—P)T))T*(l -P)T(- PKer((l—P)T)))

= 71(1 - Per(1-p)1))
=m(1).

One concludes that s7(T) is invertible.

The fact that for T-Fredholm operators T,S € N also T* and TS are T-Fredholm
directly follows from (ii). Also the first equation in (iii) is obvious. To prove the second
equation, let us note that, by Lemma 11.1.12,
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T(Pxer(st) — Prer(ry) = T(nf(Pran(ry> Prer(s))) (11.9)

and

T(Pker((sT)*) — Prer(s*)) = T(INf(Pran(s+)s Prer(r+)))- (11.10)
By Lemma 11.1.8,
T(Pker(s)) = T(ANE(1 = Per 7+, Prercs))) = T(Pger(r+)) — TANEA = Pgeps)> Prer(r+)))>
or equivalently
T(Pgercs)) — TANE(Pran(1ys Prercs))) = T(Prer(r+)) — TANf(Pran(s+)> Prer(r+y))-  (A111)

Equations (11.9), (11.10), and (11.11) imply

T(Prer(s)) = T(Pker(st) — Prer(r)) = T(Prer(r)) = T (Prer((st)*) — Prer(s*))>
which shows that

J-Ind(TS) = T(Pker(sr)) = T(Prer((sT)*))
= T(Pger(s)) + T(Prer(r)) = T(Pker(s+)) = T (Pker(r+))
= T-Ind(T) + T-Ind(S),

concluding the argument. O

Theorem 11.1.6 implies the following generalization of item (i) and (ii) of Theo-
rem 3.3.4.

Corollary 11.1.13. (i) Withrespect to the norm topology, the set F(N, T) is openin N and
the index map T — T-Ind(T) is locally constant.

(i) IfT € Nis T-Fredholm and K € X is T-compact, then T + K is also T-Fredholm and
T-Ind(T + K) = T-Ind(T).

Proof. As the set of invertible elements in the Calkin algebra Q is open with respect to
the norm topology and the Calkin quotient map 77 : N — Q is continuous, item (ii) of
Theorem 11.1.6 implies that F(N, T7) is open in N with respect to the norm topology. For
T € FON,7) and S € N such that

ST=1+K;, TS=1+K,
with T-compact operators K;, K, € K, let A € N be such that ||A]| < ISII”%. Then

ST+A)=1+SA+K;, (T+AS=1+AS+K,,
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and 1+SA and 1+AS are invertible with inverse given by a Neumann series and therefore
(1+SA)™,(1+AS)™ € N. Then

(1+SA) ST +A) =1+ (1+SA) 'K,
and
(T +A)SA+AS)™" =1+ K,(1+AS)7,

where (1 + SA)‘lK1 and K,(1 + AS)lare T -compact. By item (ii) of Theorem 11.1.6, one
concludes that T + A € F(N, 7) is T-Fredholm, and item (i) of the same theorem implies

0 = T-Ind(ST) = T-Ind(S) + T-Ind(T)
and

0 = T-Ind((1 + SA) 'S(T + 4))
= T-Ind((1 + SA) ™) + T-Ind(S) + T-Ind(T + A).

As (1 + SA)‘1 is invertible and therefore T-Ind((1 + SA)‘l) = 0, one can conclude that
T-Ind(T) = -T-Ind(S) = T-Ind(T + A). This shows that the index map T ~ T-Ind(T)
is locally constant. The first part of claim (ii), namely that T + K is T-Fredholm for all
T € F(N,7) and K € X, directly follows from item (ii) of Theorem 11.1.6. Moreover,
because t € [0,1] — T +tK is a norm-continuous path of T-Fredholm operators, one has
by the first part of this corollary that t € [0,1] — T-Ind(T + tK) is constant and therefore
T-Ind(T + K) = T-Ind(T). O

11.2 (P - Q)-Fredholm operators

For the definition of the semifinite spectral flow in Section 11.4 below, an extension of
the concepts and results of Section 11.1 to skew-corners is needed and will be described
in this section.

Definition 11.2.1. Associated to projections P, Q € N, the skew-corner PNQ consists of
operators in N vanishing on Ran(Q)* and mapping Ran(Q) to Ran(P). Moreover, PXQ
denotes the set of T-compact operators from PNQ.

Let us point out that T* € QNP if and only if T € PNQ. Note also that PNQ is an
algebra only if P = Q. The most basic example is PQ € PNQ and this special case will be
further discussed in Section 11.3.

Definition 11.2.2. Let P,Q € N be projections and T € PNQ. Then T is called (P - Q)-
Fredholm if inf(Pyeyr), @) and inf(Pgey 7+, P) are J-finite projections and there exists
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a J-finite projection F € N such that F < P and Ran(P - F) ¢ Ran(T). Its (semifinite
skew-corner) index is then defined as

‘J"Ind(PQ)(T) = ‘I(inf(PKer(T), Q)) - T(inf(PKer(T*),P)).
If P = Q = 1, this reduces to the J-index of Definition 11.1.4. The following is a
generalization of Theorem 11.1.6 and Corollary 11.1.13.

Theorem 11.2.3. Let P, Q,R € N be projections and T € PNQ.
(D) T is (P - Q)-Fredholm if and only if there exists S € QNP with TS - P € PXP and

ST - Q € QXQ.
(i) IfTis (P- Q)-Fredholm and S € RNP is (R - P)-Fredholm, then ST is (R - Q)-Fredholm
with index

T-Ind g.)(ST) = T-Ind g p(S) + T-Indp. (T).

(iii) The set of (P-Q)-Fredholm operators is open in PNQ with respect to the norm topology
and the index map T + T-Indp.)(T) is locally constant.

(iv) IfT is (P - Q)-Fredholm, then T + K is (P - Q)-Fredholm for all K € PXQ and one has
T-Indp.g)(T + K) = T-Ind p. (T).

The following proposition is the first preparation for the proof of Theorem 11.2.3,
and it is of independent interest.

Proposition 11.2.4. Let P,Q € N be projections and let T € PNQ be (P - Q)-Fredholm.
Then T* is (Q - P)-Fredholm with index

(I'Ind(Q.P) ( T’l< ) = —(I'Ind(P,Q) (T)

Let T = V|T| be the polar decomposition of T in the sense of von Neumann, then V is
(P - Q)-Fredholm with index given by

‘J’-Ind(p,o)(V) = ‘I—Ind(p.o)(T).

Moreover; |T| is (Q - Q)-Fredholm with vanishing index T —Ind(Q.Q)(lTl) =0.

Proof. Let us first recall that VV* = Pgypry and V'V = Pgyp(g+). Furthermore,

Ran(V) = Ran(T), Ran(V*) =Ran(T*),
and
Ker(V) = Ker(T), Ker(V*) = Ker(T").

Since T is (P - Q)-Fredholm,
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T(inf(Pger(r)> Q) = T(Anf(Pger(ry, Q)
and
T(nf(Pyer(ry> P)) = TAREPriorcy-> P))

are finite. Moreover, there is as J-finite projection F € N such that F < P and such that
Ran(P - F) c Ran(T) c Ran(V). Altogether, this shows that V is (P - Q)-Fredholm with
index T -Ind(P,Q)(V) = iT—Ind(PAQ)(T).

Furthermore, as T* € QNP and Ran(V) ¢ Ran(P) so that V*V = V*PV,

Q = Pran(r+y + Inf(Pgerr)> Q) = V'EV+V*(P-F)V + inf(Pgerr)> @)-

where T(V*FV) = T(FVV") < T(F) is finite and inf(Pg. 1), Q) is T-finite by assumption.
Therefore F = V*FV + inf(Pgey 1), Q) < Q is a T-finite projection. One has

Ran(Q - F) c Ran(V"(P - F)) ¢ Ran(V"T) = Ran(|T|) = Ran(T"),

where in the second step Ran(P-F) c Ran(T) was used. As inf(Pyer1))> @) = inf(Pger > Q)
is J-finite by assumption and |T| € QNQ is self-adjoint, this implies that |T] is (Q - Q)-
Fredholm with vanishing index. Finally, the existence of F, combined with the fact that
T(nf(Pgep(r+), P)) and T(Anf(Pyer((r+)-), @)) are finite because T is (P - Q)-Fredholm, im-
plies that T* is indeed (Q - P)-Fredholm with index as stated. O

The following generalization of Lemma 11.1.12 is the key element for the proof of
item (ii) of Theorem 11.2.3.

Lemma 11.2.5. Let P,Q,R € N be projections and let T € PNQ be (P - Q)-Fredholm and
S € RNP be (R - P)-Fredholm. Then

‘T(inf(PKer(ST), Q) - inf(PKer(T), Q)) = T(inf(PRan(T), inf(PKer(s), P)))

Proof. The proof implements the properties of skew-corner operators in the proof
of Lemma 11.1.12. First, let us note that inf(Pgersr), @ = Pger(st)nran(p) @ Well as
inf(PKer(T), Q) = PKer(T)nRan(Q)’ and inf(PKer(s), P) = PKer(S)nRan(P)' One haS, by the same
argument as in the proof of Lemma 11.1.12,

Ker(TPger(stynran(@) — TPxer(r)nRan(g))
= Ker(TPger(sr)nRan(0))
= (Ker(ST) nRan(Q))" & (Ker(T) n Ran(Q))
= ((Ker(ST) nRan(Q)) e (Ker(T) N Ran(Q)))”
= (Ker(ST) e Ker(T))"
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and therefore

Ran((Pyer(styrran(g) ~ Prer(rnran(@))T*)
= Ker(TPxer(srynran(g) ~ [Pker(nrran() = Ker(ST) e Ker(T).

As Ran(T*) c Ran(Q), one thus has

PRran((Pressn ~Prera)T*) = Prer(sT) ~ Prer(n)

= Pxer(stynRan(Q) — Prer(T)nRan(Q)- (11.12)

Furthermore,

Ran(TPger(stynran(@) — TPrer(r)nran(0)) = RAN(TPger(sT)nran(0))
= Ran(T) n Ker(S)
c Ran(T) n Ker(S)

and therefore

<
PRan(T(PKer(sr)nRan(Q)—Pker<T)nRan(Q))) = lnf(PRan(T)’PKer(s))

= inf(Pan(rnran(p)> Per(s)nran(p))- (11.13)

Let (P,)pen be anondecreasing sequence of projections in N such that Ran(P,,) ¢ Ran(T)
for alln € N, sup, P, = Pran(r), and the trace of P - P; is finite. Such a sequence can be
constructed as in Corollary 11.1.10 as will be shown next. Because T is (P, Q)-Fredholm,
there is a T-finite projection F < P such that Ran(P - F) ¢ Ran(T). By Lemma 11.1.9,
there is a nondecreasing sequence (P)),x of projections such that Ran(P},) ¢ Ran(FT)
and sup,, Py, = Pgan(rry- In particular, Py, is orthogonal to P — F. Then P, = (P — F) + Py is
a nondecreasing sequence of projections in N such that Ran(P,,) c Ran(T) foralln € N,
sup, P, = Pran(r), and T(P — P;) < T(F) is finite. Now, using the sequence (Pp) ¢, One
has

Ran(P,) N Ker(S) c Ran(T) n Ker(S) c Ran(TPKer(ST)ﬂRan(Q) - TPKer(T)mRan(Q))
for all n € IN, and therefore

inf(Py, Pyer(s)) = INf(Py, Prer(s)nran(p))
< Pran(r(p Ker(sT)nRan(@) ~Prer(n)nran(@)))* (11.14)
Settlng PO = inf(Pl, P - PKer(S)nRan(P))’ one haS
T(1 - Py) = T(P - inf(Py, P - Pger(synran(p)))
= T(P — Py + P; — Inf(Py, P — Pyer(s)rran(p)))
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= T(P = Py) + T(Pger(s)rrane) ~ INf(Pker(s)nranp) P — P1))
< T(P — Py) + T(Pger(s)nran(p))

< 00,

where in the third step Lemma 11.1.8 was used. As P, < P, for alln ¢ N and
PoPyer(s)nran(p) = 0, one concludes that

inf(Py, Pyer(s)nrancp)) = INf(P, — Py, Pxer(s)nran(p))
foralln € N, and
Inf(Pran(r)> Prer(s)) = If(Pran(r) = Po> Prer(s))-
As T(sup, (P, — Py)) < T(P - Py) < co, Lemma 11.1.11 applies and one gets
‘I(s%p(inf(Pn, p Ker(S)nRan(P)))) = ‘I(sunp(inf(Pn - Py, P, Ker(S)nRan(P))))
= T(inf(sup(Pn - PO)’PKer(S)nRan(P)))
n

= T(inf(Pran(r)> Pker(s)nran(p)))-

Combining this with the normality of 7, as well as (11.13) and (11.14), implies

T(inf(Pran(r)> Pker(s)nran(p))) = T (P RAN(T (Prer(s1ymanco) ~Prer(rynmance)) -
Finally, using first (11.12) and then Lemma 11.1.7 shows
(‘T(P Ker(ST)NRan(Q) — P Ker(T)nRan(Q)) = T(P Ran((PKer(sr)nRan(o)—Pker(r)nkan<0))T*))

= T(PRran(( )

= T(inf(Pran(r)> Pxer(s)nran(p)))>

Prer(st)nran(Q) ~Prer(r)nran(@)))

concluding the proof. O

Proof of Theorem 11.2.3. For the proof of (i), let us first assume that there is S € QNP
such that TS = P+ K; with K; € PXP and ST = Q + K, with K, € QXQ. Then by item (i) of
Theorem 11.1.6, 7S+1-P =1+ K, and ST +1- Q = 1+ K, are T-Fredholm as K;, K, € X
are J-compact. Thus Pger(s41-¢) = If(Pger(st)> @) is T-finite and as Ker(T) ¢ Ker(ST)
also T(inf(Pger(ry> Q) < T(ANL(Pyer(sr)> @)) is finite. As TS + 1 — P is T-Fredholm, there is
a T-finite projection F € N such that Ran(1 - F) ¢ Ran(TS + 1 - P). Then F = inf(P, F) is
J-finite and F < P, as well as Ran(P — F) c Ran(TS) c Ran(T). Moreover, the projection
inf(Pger(r+), P) = inf(1 — Pran(rys P) = P — Ppanry < F is J-finite. This shows that T is
(P - Q)-Fredholm.

Conversely, assume that T is (P - Q)-Fredholm. Then there is a T-finite projection
F < P such that Ran(P - F) c Ran(T). Therefore
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(P = F)T |ger(p-r)r) : Ker((P - F)T)L — Ran((P-F)T) =Ran(P - F)
is invertible with bounded inverse
((P = F)Tlgex(p_pyry:)  : Ran(P - F) — Ker((P - F)T)",
The trivial extension of (P~ F)T |ger((p-r)1)* )" to an operator from QNP is then denoted

by § € QNP. Moreover, P - F is (P - P)-Fredholm as inf(Pye,p_r), P) = F is T-finite and
P — F is a projection (with closed range). Thus by Lemma 11.2.5,

‘J'(inf(PKer((p_F)T), Q)) = T(inf(PKer(T)’ Q)) + T(inf(PRan(T)’ inf(PKEI‘(P—F)’ P)))
< ‘I(inf(PKer(T), Q)) +T(F),

which is finite by assumption. Then, due to SF = 0 and ST = SPT,

ST=S(P-F)T

= PKer((P—F)T)l
=Q- inf(PKer((p—F)T)’ Q)
=Q-K,

where K; = inf(Pgerp_p)r)> Q) € QKQ because it is a T-finite projection. Also
IS={P-F)TS+FIS=P-F+FTS=P-K,,

where K, = F — FTS € PXP because F < P is T-finite. This shows (i).
To show (ii), note that by assumptions and (i) there is T, € QNP with

T,T=Q+K;,, TT,=P+K,
where K; € QKQ and K, € PXP are T-compact. Similarly, there is S, € PNR such that
SpS=P+K;, SS;=R+K,,
where K; € PXP and K, € RXR are TJ-compact. Then
ToSoST = Ty(P + K3)T = TyT + ToKsT = Q + Ky + ToKs T,
where K; + TyK3T € QKQ is T-compact, and
STT,Sy = S(P + K3)Sy = SSy + SK,S, = R + K, + SK,S,,

where K, + SK,S; € RXR is T-compact. Item (i) implies that ST is (R - Q)-Fredholm. By
Proposition 11.2.4, one, moreover, concludes that S* € PNRis (P-R)-Fredholm, T* € QNP
is (Q - P)-Fredholm, and thus (ST)* = T*S* € QNRis (Q - R)-Fredholm. By Lemma 11.2.5,
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T(Anf(Pger(sry> Q) — iNf(Pyer(ry> @)) = T(INF(Prap 7y, iNf(Pger(s)> P))) (11.15)
and
T(nf(Pyer(st))» B) = INf(Pger(s+)> R)) = T(NF(Pran(s+)» INf(Pger(r+), P)))- (11.16)
Next by Lemma 11.1.8 (in the second step),

T(inf(Pger(s), P)) — T(inf(inf(Pgey(s), P), P — inf(Pgep(r+), P)))
= T(inf(Pger(s), P)) — T(ANE(Inf(Pyer(s), P), 1 - inf(Pger+), P)))
= T(inf(Pger(r+), P)) — T(Anf(inf(Pyey 7+ ), P), 1 — inf(Pgey(s), P)))
= T(inf(Pger(r+)> P)) — T(Anf(inf(Pyey 1+ ), P), P — inf(Pgey(s)> P)))-

Substituting the identities P — inf(Pgep(r+), P) = Pran(ry aNd P — inf(Pger(s)> P) = Pran(s+)s
one concludes that

T(inf(PKer(S)’P)) - T(inf(inf(PKer(S)’P)’PRan(T)))
= ‘T(inf(PKer(T*), P)) - ‘T(inf(inf(PKer(T*), P), PRan(S* ) ))

Using equations (11.15) and (11.16), this implies

T(inf(P Ker(s)> P )) = T (inf(P Ker(sT)> @) — inf(P Ker(T)> Q)
= ‘T(inf(PKer(T*), P)) - T(inf(PKer((ST)* ) R) - inf(PKer(S*), R)),

which leads to

T-Ind ) (ST)
= T(inf(Pger(sty> Q) — TANE(Pyer(syy B)
= T(inf(Pger(s), P)) + TN (Pyerry Q) = TUANE(Pger(r+, P)) — T(Anf(Pger(s+> RB))
= T-Ind g p)(S) + T-Ind p ) (T),

concluding the argument for (ii).
To show (iii), item (i) is used. If T € PNQ is (P - Q)-Fredholm, there is S € QNP such
that

ST=Q+K, TS=P+K,

for T-compact operators K; € QXQ and K, € PXP. Let next A € PNQ be such that
IAIl < ISI™%. Then

ST+A)=Q0+SA+K,, (T+AS=P+AS+K,,



11.3 Semifinite Fredholm pairs of projections =—— 365

and Q+SA : Ran(Q) — Ran(Q) and P+AS : Ran(P) — Ran(P) are invertible with inverse
given by a Neumann series, and therefore (Q + SA)‘1 € QNQ and also (P +AS)‘1 € PNP.
Then

(0 +SA)IS(T +A) = Q + (Q + SA) 'K,
and
(T+A)SP+AS) =P+ K,(P+AS)™,

where (Q + SA)‘lK1 € QXQ and K, (P + AS)™! € PKXP are J-compact. By item (i), T + A is
(P - Q)-Fredholm and the set of (P - Q)-Fredholm operators is open in PNQ with respect
to the norm topology. Then

T-Ind ., (Q + (Q + SA) 'K;) = T-Ind(1 + (Q + SA) 'K;) = 0
by item (i) of Theorem 11.1.6, and analogously
T-Ind p.p) (P + Ky(P + AS)™) = T-Ind(1+ K, (P + AS) ™) = 0.
Item (ii) implies
0 = T-Indg.0)(ST) = T-Ind g (S) + T-Ind .o (T)
and

0 = T-Ind.0)((Q + SA) 'S(T + A))
= T-Indg.0)(1 + SA) ™) + T-Ind g.p)(S) + T-Ind p.) (T + A).

Because (Q + SA)’1 is invertible and therefore 7- -Ind(Q,Q)((l + SA)’l) = 0, one concludes
that 7~ -Ind(p,o)(T) = -7 -Ind(Q_p) S =7 -Ind(PAQ)(T + A). This shows that the index map
T+ T-Indp.g)(T) is locally constant.

Finally, let us show (iv). That T+ K is (P- Q)-Fredholm if T € PNQ is (P- Q)-Fredholm
and K € PXQ is T-compact directly follows from item (i). Ast € [0,1] — T +tKisa
norm-continuous path of (P - Q)-Fredholm operators, t € [0,1] — T -Ind(P_@(T + tK) is
constant by item (iii) and therefore J-Ind po)(T+K) =T -Ind(p_Q)(T). O

11.3 Semifinite Fredholm pairs of projections

In this section, the most prominent (P - Q)-Fredholm operators are considered, namely
the semifinite generalization of Fredholm pairs of projections as introduced in Defini-
tion 5.2.1 and studied abundantly in Chapter 5. Recall that in this chapter all projections
are orthogonal.
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Definition 11.3.1. Two projections P, Q € N form a semifinite Fredholm pair in (N, 7) if
and only if QP € QNP is a (Q - P)-Fredholm operator. The (semifinite) index of the pair
of projections is denoted by

T-Ind(P, Q) = T-Ind o.p)(QP).

In many works [148, 54, 26], the semifinite index of a Fredholm pair of projections
is called the essential codimension. This terminology seems to go back to the work of
Brown, Douglas, and Filmore [42] (in the case T = Tr, however), who apparently were
unaware of Kato’s earlier work [112] which used the term index of a Fredholm pair. As
Definition 11.3.1is a direct generalization of the concept introduced in Definition 5.2.1 we
stick with Kato’s terminology, thus deviating from [148, 54, 26]. Let us also comment that
there is a difference of sign with respect to the works [54, 26]. Spelling out the definition
of the index, one obtains

T-Ind(P, Q) = T(Prana-g)nran(p)) — T (Pran(1-P)nRan(Q))
= T (Pger(@)nran(?)) — T (Prer(P)nRan(Q))> (11.17)

which is again in complete analogy with Proposition 5.3.2. Most of the results of Chap-
ter 5 directly transpose to the semifinite context. Here we first focus on those which are
relevant for the definition and analysis of the semifinite spectral flow in the next section
and give detailed proofs of them. First of all, from (11.17) one obviously concludes

T-Ind(P, Q) = ~T-Ind(Q, P).

Moreover, the following criterion is the generalization of Corollary 5.3.13, and it is crucial
for the definition of the spectral flow in the next section.

Proposition 11.3.2. IfP,Q € N are projections, then QP is (Q - P)-Fredholm if and only if
(@ -P)ll <1

Proof. Let us first suppose that ||7(Q — P)| < 1. Then

|7(Q) - m(QPQ)|| < |7(Q - P)| < 1.

Therefore there is a T-compact operator K € QNQ such that |Q — QPQ + K|| < 1 and
therefore Q — (Q — QPQ + K) = QPQ - K : Ran(Q) — Ran(Q) is invertible. Thus
QPQ - K is (Q - Q)-Fredholm, and item (iv) of Theorem 11.2.3 implies that QPQ is (Q - Q)-
Fredholm. Thus inf(Pyergpg), @) is T-finite and as Ker(PQ) ¢ Ker(QPQ) this implies that
Inf(Qger((gp)+), @) = Inf(Pger(pg)> Q) < INf(Pger(gpg)> @) is T-finite. Exchanging the roles of
P and Q implies that also T (inf(PKer(Qp),P)) is finite. Moreover, Ran(QPQ) < Ran(QP)
and because QPQ is (Q - Q)-Fredholm there is a T-finite projection F < Q such that
Ran(Q - F) c Ran(QPQ) c Ran(QP). This shows that QP is (Q - P)-Fredholm.
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Conversely, assume that QP is (Q - P)-Fredholm. Then by Proposition 11.2.4 and item
(ii) of Theorem 11.2.3, QPQ is (Q - Q)-Fredholm with vanishing index. Thus 77(Q)7(P)7(Q)
is an invertible element of 7(Q)Qm(Q). Hence e(Q) < m(Q)m(P)r(Q) < m(Q) fore > 0
sufficiently small, and one concludes [|77(Q) - 7(Q)t(P)mr(Q)|l < 1. As (QP)* = PQ1is (P-Q)-
Fredholm, exchanging the roles of P and Q shows that ||77(P) — 7(P)7t(Q)7r(P)| < 1. As

(7(Q) - n(P))’ = (1(Q) - HQE(P)(Q)) - (n(P) - n(P)(Q)(P))
and as 7(Q) — m(Q)r(P)r(Q) and 7 (P) — m(P);(Q)r(P) are positive semidefinite,

~(7(P) - n(P)m(Q)m(P)) < (7(Q) - JT(P))3 < m(Q) — m(Q)n(P)m(Q).
This shows that

|(2(Q) - 7(P))’| < max{|n(P) - 7(P)n(Q)(P)
<1

|, |17(Q) - n(@n(P)7(Q)|}

and, as (Q) — mr(P) is self-adjoint, one can conclude that

17(0) - 7P| = (@) - xP)[F <1.

Thus the claim is shown. O

Moreover, a concatenation property similar to that for the index of Fredholm pairs
of orthogonal projections holds; compare with Proposition 5.3.15.

Proposition 11.3.3. Let P;, P,, P; € N be projections such that one has |(P; — P,)|| < %
and (P, - P3)|| < 3. Then
T-Ind(P;, ) = T-Ind(P;, P,) + T-Ind(P,, P;).

Proof. Let us first note that |77(P; — P3)l| < |7(P; — Py)ll + I7(P, — P3)|| < 1. Therefore P;P;
is (P; - Pj)-Fredholm for all i,j € {1,2,3}. Then by item (ii) of Theorem 11.2.3,

T-Ind(Py, P,) + T-Ind(P,, Py) = T-Ind p, .y (PoPy) + T-Ind p, p,(PsPy)
= (.T-Ind(Pa,Pl) (P3P2P1).

As T-Indp, p)(P3Py) = ~T-Indp,.p,((P3P;)") by Proposition 11.2.4, one concludes, invok-
ing again Theorem 11.2.3(ii),

TInd(P,, P,) + T-Ind(P,, P5) - T-Ind(Py, P3)
= ‘I'Ind(ps.Pl) (P3P2P1) + ‘I—Ind(pl.ps) ((P3P1) * )
= J-Indp,.p,) (PsP,P1(P5P;)")
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= ‘J"Ind(P3,p3) (P3P2P1P3).
Therefore it is sufficient to show T-Ind,p, p,)(P3P,P;P3) = 0. As

I(PPoPiPy) - (P < JPoPy - m(Po)|
< |m(PyPy) - (Py)|| + |7 (Py) — (Ps)|
< |n(Py) - ()| + |7 (Py) — m(Ps)| < 1,

there is a T-compact operator K € P;KP; such that

|P3P,PP; + K — Pg| < 1.
This implies that P;P,P;P; + K — P; + P3 : Ran(P;) — Ran(P;) is invertible and therefore
J-Indp, p,)(P3P,P1P3) = T-Ind p, p,)(P3P,P1P3 + K) = 0. O

As already mentioned above, most of the results of Chapter 5 directly transpose to
the semifinite context. Let us conclude this section by pointing out the most important
ones, leaving it to the interested reader to extend the list. Most proofs transpose directly
and are thus not spelled out here. First of all, one has the following generalization of
Proposition 5.2.7.

Proposition 11.3.4. Lett € [0,1] — P(t) € Nandt € [0,1] — Q(t) € N be norm-
continuous paths of projections such that (P(t), Q(t)) is a semifinite Fredholm pair for
every t € [0,1]. Then t € [0,1] — T-Ind(P(t), Q(t)) is constant.

The proof is the same as the one of Proposition 5.2.7 and therefore omitted. The
arguments leading to Proposition 5.2.10 and Theorem 5.2.11 transpose to the semifinite
setting and one gets the following result. Let us note that there are further (slight) gen-
eralizations of these results in [56].

Proposition 11.3.5. Let P, Q € N be projections and n € IN such that
(P-PQP)" and (Q-QPQ)"
are T-finite. Then (P, Q) is a semifinite Fredholm pair in (N, T) and, for all m > n, one has
T-Ind(P, Q) = T((P - PQP)™) - T((Q - QPQ)™).

Proposition 11.3.6. Let (P, Q) be a semifinite Fredholm pair of projections in N. If then
(P - Q)" ¢ N is T-finite for some integer n > 0, then for all k > n,

T-Ind(P, Q) = T((P - Q)**1).

Proposition 5.3.1 generalizes in the sense that projections P, Q € N form a semifinite
Fredholm pair (P, Q) if and only if
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PQP+1-P and QPQ+1-Q
are J-Fredholm operators. Then

T-Ind(P, Q) = T(Prerpop+1-p)) — T (Pker(gpo+1-0))-

For the following generalization of Theorem 5.3.8, we provided a simpler proof.

Theorem 11.3.7. Two projections P, Q € N form a semifinite Fredholm pair if and only if
P-Q-1 and P-Q+1
are J-Fredholm. Then

T-Ind(P, Q) = T(Pger(p-g-1)) = T (Pger(p-g+1))-

Proof. By Proposition 11.3.2, (P, Q) is a semifinite Fredholm pair if and only if |7(P-Q)| <
1. Then (P — Q - 1) and 7(P — Q + 1) are invertible with inverse given by a Neumann
series. Therefore P — Q —1and P — Q + 1 are T-Fredholm by item (ii) of Theorem 11.1.6.
Conversely, assume that P — Q —1and P — Q + 1 are T-Fredholm. Then 7(P - Q — 1) and
m(P-Q+1) are invertible and therefore spec(n(P-Q)) c (-1,1). Then the spectral radius
theorem in the C*-algebra Q implies ||7(P - Q)| < 1.

For the computation of the index, let us note that, because the kernel of a sum of
two nonnegative operators is given by the intersection of their kernels,

Ker(P-Q-1) =Ker(Q+(1-P))
= Ker(Q) n Ker(1 - P)
= Ker(Q) n Ran(P).

Similarly, Ker(P — Q + 1) = Ker(P) n Ran(Q). Comparing this to (11.17) implies the last
claim. O

Proposition 5.3.19 transposes as follows to the semifinite setting:

Proposition 11.3.8. Let (P, Q) be a pair of orthogonal projections in N satisfying the
bound |P — Q|| < 1. Then there exists a path t € [0,1] — P, of orthogonal projections
connecting P, = P with P; = Q such that (P, P;) is a semifinite Fredholm pair for all
t e [0,1].

As the proof is the same as that leading to Proposition 5.3.19, it is not spelled out
again. Then the argument leading to Proposition 5.3.18 shows the following:

Proposition 11.3.9. Let (P, Q) be a semifinite Fredholm pair of projections in N. Then
there exists a path t € [0,1] — Q(t) of orthogonal projections such that (P,Q(t)) is a
semifinite Fredholm pair for all t € [0,1] with Q(1) = Q and such that P-Q(0) is T-compact.
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In view of the last two propositions, one may expect that also a generalization of
Proposition 5.3.23 holds in the semifinite setting. This is, however, not true as the follow-
ing example shows.

Example 11.3.10. This example shows that the set of semifinite Fredholm pairs with
vanishing index is, in general, not connected. Let N = L*°(R) and T be the Lebesgue
integral. Set

{1, x<0,
P(x) =

0, x>0,
and
' 0, x<0,
P(x)=
1, x>0

Then, clearly, P, P’ € N are projections and (P, P) and (P', P') are Fredholm pairs with
vanishing semifinite indices. As N is commutative and therefore P — Q|| = 1 for all
projections Q € N with Q # P, there is no norm-continuous path of projections in N
connecting P to P’. Thus there is no continuous path of Fredholm pairs of projections
connecting (P, P) and (P', P'). o

11.4 Definition and basic properties of the spectral flow

Denote by F,,(N,T) c N the space of self-adjoint T-Fredholm operators in N. Then let
t € [0,1] — H; € F, (N, T) be anorm-continuous path. Hence 77(H;) is invertible in Q for
all t € [0,1]. Thus the path t € [0,1] — y(7r(H;) > 0) is norm-continuous in Q. Therefore
there is a partition 0 = t, < t; < --- <ty = 1such thatform € {1,..., M},

forall t,t' € [t_1> tl. (11.18)

DN =

x(m(H) = 0) - x(m(Hy) = 0)]| <

It is now natural to consider the associated projections P; = y(H; > 0) and interpret the
bound in (11.18) as a Fredholm property in the sense of Proposition 11.3.2. This is possible
due to the following technical fact.

Lemma 11.4.1. For a self-adjoint operator H = H* € N such that n(H) is invertible, one
has n(y(H = 0)) = y(m(H = 0)).

Proof. First recall that von Neumann algebras are invariant under measurable func-
tional calculus so that y(H > 0) € N. As nr(H) is invertible, y(r(H) > 0) is a well-defined
element of the C*-algebra Q and there is an € > 0 such that [-¢, €] N spec(m(H)) = 0. Let
fi.fo : R = R be defined as follows:
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0, forx<o, 0, for x < —¢,

fix) =

x, forxe(0,e), fr(x)=41+ %x, for x € (-¢,0),
1, for x > ¢, 1, forx > 0.

As fi < X{0,00) < /> On R and all three functions are equal on spec(r(H)),

x(r(H 2 0) = fi(n(H)) = n(fi(H)) < 7(x(H 2 0))
< n1(fo(H)) = fo(n(H)) = x(n(H = 0)),

and therefore m(y(H = 0)) = y(m(H = 0)). O

Now the definition of the semifinite spectral flow is a generalization that uses the
formulation of the spectral flow in terms of a sum of indices of Fredholm pairs as given
in Proposition 5.8.2. Let us stress that this approach uses infinite-dimensional projec-
tions and does not proceed as the definition of the spectral flow in Section 4.1 where
merely compact (and hence finite-dimensional) projections are used. Actually, it is not
clear whether it is in general possible to give a formulation of the semifinite spectral
flow in terms of T-compact projections. In the following definition, we again include the
boundary terms so that the definition slightly deviates from [148, 26, 110]. As before, this
assures that the semifinite spectral flow is antisymmetric under sign change.

Definition 11.4.2. Lett € [0,1] — H, be a norm-continuous path in Fg, (N, 7T) and fur-
thermorelet 0 = t; < t; < --- < ty = 1Dbe a partition such that (11.18) holds. Set-
ting P, = P, = x(H, > 0)form = 0,...,M, the semifinite spectral flow of the path
t € [0,1] — H, is defined as the real number

1 M 1
Sf(t € [0,1] — H,) = ztr(pKer(HO)) + Y T-Ind(Py, Py q) - E“J’(PKer(Hl)).
m=1

Let us note that T-Ind(P,,, P,,,_1) is indeed well defined by Proposition 11.3.2 and the
above lemma. As in Chapter 4, the first task is prove that the semifinite spectral flow is
well defined.

Proposition 11.4.3. Let ¢ € [0,1] — H; be norm-continuous paths in Fg, (N, T). The defi-
nition of the spectral flow Sf(t € [0,1] — H,) is independent of the choice of the partition
satisfying (11.18).

Proof. As the boundary terms in Definition 11.4.2 are independent of the choice of the
partition, they can and will be neglected in the remainder of the argument. Now let
0 =1ty <t <--- <ty =1be a partition such that |[y(m(H;) = 0) — y(m(H,) = 0)| < % for
alm e {1,...,M}and for all t,t' € [t,_q,t,] andlet0 = sy < §; < -+ < §);,4 = 1bea
second partition such that thereisanm € {1,..., M} such thats; = ¢; fori € {0,...,m-1},
Sm=t.,,ands; =t qforie {m+1,...,M +1}. Then
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M+1 m-1

Z T-Ind(Pg, Py, ) = Z T-Ind(Pg, Py ) + T-Ind(P; , Py, )
j=1 j=1
M+1
+T-Ind(P, ,Ps )+ ) T-Ind(Pg, Py )
Jj=m+2
m-1

= Y T-Ind(P,,P, )+ T-Ind(P; ,P, )
i=1

M
+ ’I—Ind(Ptm,Pt*) + Z ‘I—Ind(Pti’Pti—l)'

i=m+1
As|n(P, )-m(P )|l < 3 and [|7(P, ) - (P, )|l < 3, one has, by Proposition 11.3.3,

T-Ind(P, ,P;, )+ T-Ind(P, ,P; ) = T-Ind(P, , P, ).

Therefore
M+1 M
Z T-Ind(Pg, Py, ) = z J-Ind(P, P; ).
j=1 i=1

Iterating this procedure shows that the definition of the spectral flow is independent of
the choice of the partition. O

Example 11.4.4. This example provides an example of nontrivial semifinite spectral
flow. Let N = L*°(R) and T be the Lebesgue integral. Set

-1, x<-1,
Hy(x)=4x, xe[-11],
1, x=1

Foranys > 0,t > 0,and x € R, set
H,(r) = Hy(x + ts).

Thent € [0,1] — H,isanorm-continuous path of self-adjoint elements from N = L°(R).
Moreover, Y(H; = 0) = X[ o) IS @ projection that is not finite. However, the pair of pro-
jections (x(H; = 0), x(Hy = 0)) = (X[—ts,00)> X[0,00)) IS T-Fredholm because the difference
is a finite projection y_ ) With T((_,)) = ts. Therefore

Sf(t € [0,1] — H,) = T-Ind(y(H, > 0), y(H, > 0)) = s.

Note that 77(H,) is constant and has spectrum {-1,1} in this example, while spec(H;) =
[-1,1] for all t. However, the spectrum of H; in (-1,1) is continuous and thin. It moves
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through 0 and this flow of continuous spectrum is measured by the semifinite spectral
flow. <o

Next let us state and prove the main properties of the spectral flow. This generalizes
the most important results of Section 4.2.

Theorem 11.4.5. Lett € [0,1] — H,; € Fg, (N, T) be a continuous path.
@) Ift €[0,1] — y(H; = 0) is norm-continuous, then

1 1
Sf(t € [0, 1] i HI) = E{I(PKEI'(HO)) - E“T(PKGI'(Hl))'

@) Ift €[0,1] — Hyandt € [0,1] — Ht’ € Fg, (N, T) have the same endpoints and are
connected by a norm-continuous homotopy within Fg, (N, T), then

Sf(t € [0,1] = H,) = Sf(t € [0,1] = H).

(iii) The spectral flow has a concatenation property, namely if t € [1,2] — H; € F,(N,7)
is a second continuous path, composable to the first one in the sense that the endpoint
of the first path is the initial point of the second path, then

SE(t € [0,2] — H,) = SE(t € [0,1] — H,) + Sf(t € [1,2] — H,).

Proof. (i) Ast € [0,1] — y(H,; > 0) is norm-continuous and [0, 1] is compact, there is
§ > 0 such that |[y(H, > 0) - y(Hy = 0)|] < 1for t,t' e [0,1] such that |t — t'| < 8.
Then y(H; = 0)y(Hy = 0) : Ran(y(Hy = 0)) — Ran(y(H, > 0)) is invertible, thus
T-Ind(y(Hy > 0),x(H; = 0)) = 0. Choosing a partition 0 = ¢5 < t; < --- < tj; = 1such
that |[y(m(H, = 0)) — y(m(Hy = 0))|| < % forme {1,...,M}and t,t' € [t,_4,t,] and such
that |t,,_4 — ty| < 6 forall m € {1,..., M} shows the first claim. The proofs of item (ii) is
essentially identical to the proofs of Theorem 4.2.2 and therefore not spelled out again.
Item (ii) directly follows from Definition 11.4.2. O

The nextresult concerns natural additivity properties of the semifinite spectral flow.

Theorem 11.4.6. Let P € N c B(H) be a projection and further let t € [0,1] — H; € N
andt € [0,1] — H/ € N be two paths such that one has PH,P = H, € Fg,(PN,T) and
(1-P)H/(1-P) = H] € F,((1-P)N,7) for all t € [0,1]. Then

Sf(t € [0,1] — H, @ H/) = Sf(t € [0,1] = H,) + Sf(t € [0,1] = H,),
where & is in the grading of H = PH & (1 — P)}. The same equality holds for the direct

sumt e [0,1] — H; o H] € F,(NeN,ToT) of two paths t € [0,1] — H; € F,(N,T) and
t € [0,1] = H] € F,(N, 7).
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Proof. It is sufficient so show

T-Ind(x((H,, eaH;m) >0),x((H,,  ®H, )=20)
= T-Ind(x(H,, = 0),(H,, , = 0)) + T-Ind(x(H; > 0),x(H;

m-1

2 0))

for all ¢,,,, t,,_1 € [0,1]. Let us note that
x((Hy®H) > 0) = inf(y(H > 0),P) +inf(y(H, > 0),1-P)
for all s € [0,1]. Therefore

T(inf(1 - x((H, , eH{m,p > 0),x((H,, ® H,,) 2 0)))
= J(inf(1 - (inf(y(H,, , > 0),P) + inf(y(H; >0),1-P)),
inf(y(H, > 0),P)+ mf()(( >0),1- P)))
= J(inf(P - inf(y(H,  >0),P ) +(1-P)- mf()(( >0),1-P),
inf(y(H,, = 0),P) +inf(y(H; >0),1-P)))
= J(inf(P - inf(y(H, , = 0),P),inf(y(H, = 0),P)))
+ T(inf((1 - P) - inf(y(H; = 0),1-P),inf(y(H; >0),1-P)))
= J(inf(1 - x(H,, , 2 0),x(H, >0)))
+T(inf(1- x(H; > 0),x(H, =0))),
where the last step follows as1-P < )((Htm_1 >0)andP < )((Ht’m_1 > 0). Analogously, one
has

T(inf(1 - x((H,, @ H; ) 2 0),x((H,, , ®H; ) 20)))
= T(inf(1 - y(H,, > 0),x(H, _; > 0)))

+T(inf(1- x(H; >0),x(H;  =0))).
Thus by (11.17),

T-Ind(y((H,, ®H; ) > 0).x((H,, , ®H, )=0))
= T(inf(1 - x((H,, ® Hy ) = 0), x((H,, , ® H; ) >0)))
- T(inf(1 - x((H,, , ®H; ) > 0).x((H,, ®H; ) > 0)))
= T(inf(1 - x(H, = 0),x(H,  >0)))
+J(inf(1- x(H; >0),x(H;  =0)))
- T(inf(1 - y(H,, , = 0),x(H, >0)))
- T(inf(1 - x(H, , = 0).x(H;, >0)))
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= T-Ind(x(H,, > 0),x(H,, , > 0))+T-Ind(x(H; >0),x(H,  >0)),

implying the first claim. The second follows in the same way. O

The attentive reader may note that this and the following sections do not contain
information about a semifinite spectral flow for essentially T-gapped unitaries, namely
for paths t € [0,1] — U; € N such that -1 ¢ spec(r(U;)). Indeed, a general definition of
spectral flow for such paths does not seem to be available in the literature. The reason is
that there is no index formulation for the spectral flow of essentially gapped unitaries,
similar to Proposition 5.8.2. Under supplementary hypothesis, however, one can define
a semifinite spectral flow for essentially T-gapped unitaries. For instance, if the path has
a gap, say at 1 throughout, one can readily adapt Definition 11.4.2. Furthermore, if the
path is closed and differentiable with a derivative that is T-trace class, one can use for-
mulas as those in Proposition 4.5.10 as a definition. A density argument then also allows
extending the definition to continuous closed paths. This is carried out in [197]. Based on
this, it is subsequently possible (however, no further details are provided here) to define
a semifinite Bott—Maslov and Conley-Zehnder indices for closed paths by transposing
the formalism of Chapter 9.

11.5 Index formulas for semifinite spectral flow

This section generalizes some of the index formulas for the spectral flow to the semifi-
nite setting. Such results go back to the work of Phillips [148]. A KK-theoretic proof is
given in [110]. Let us begin with a generalization of Theorem 5.7.3. The index pairing of
a projection P € N with a unitary F € N having a T-compact commutator [P, F] € K is
given by the T-Fredholm operator

T=PFP+1-P (11.19)

and its index T-Ind(T).

Theorem 11.5.1. Let t € [0,1] — H, € N be a norm-continuous path of self-adjoint oper-
ators with invertible endpoints Hy and H; such that H, — H, is T-compact for all t € [0,1]
and Hy = F*H,F for a unitary F € N. IfP = y(H, < 0), then PFP +1- P is T-Fredholm, or
equivalently PFP is (P - P)-Fredholm, with index

J-Ind(PFP + 1 - P) = T-Ind,p p)(PFP) = Sf(t € [0,1] — H,).
In particular, one has, for the linear path connecting1 - 2P and F* (1 - 2P)F,

T-Ind(PFP +1 - P) = Sf(t € [0,1] = (1-t)(1 - 2P) + tF*(1 - 2P)F).
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Proof. First, H; — Hy = F*HyF - H, = F*[H,, F] € X is T-compact by assumption. Thus
[Hy,F] = FF*[Hy,F] € X is T-compact. Therefore, e.g., the argument in the proof of
Proposition 5.3.17, also [P, F] is T-compact. As

(PFP+1—P)(PF*P+1—P) = PFPF*P+1-P =1+ P[F,P]F*P
and
(PF*P+1—P)(PFP+1—P) =PF*PFP+1-P =1+ PF*[P,F]P,

where P[F,P]F*P and PF* [P, F]P are T-compact, PFP + 1 — P is T-Fredholm by item (ii)
of Theorem 11.1.6. Analogously,

(PFP)(PF*P) = P + P[F,P]F*P, (PF*P)(PFP)=P +PF*[P,F|P
implies that PFP is (P - P)-Fredholm by item (i) of Theorem 11.2.3. Its index is

T-Ind(PFP +1 - P) = T(Pger(prp+1-p)) — T (Pker(pr*p+1-p))
= T(inf(Pker(prp)> P)) — T(inf(Pgerpr-p)> P))
= ‘I—Ind(}).p) (PFP)

To show that this index equals the spectral flow of the path t € [0,1] — H,, let us first
note that ¢t € [0,1] — m(H,) is constant as H, — H is T-compact for all t € [0,1] by
assumption. Therefore t € [0,1] — y(7(H; > 0)) is constant and thus it is sufficient to
consider the trivial partition ¢, = 0 < t; = 1in the definition of the spectral flow. Then

Sf(t € [0,1] — H,) = T-Ind(x(H; = 0), x(H, = 0))
= T (Pran(1—y(H,=0)nRan(y(H,20))) ~ T (PRan(1—y(H,20))nRan(y(H,>0)))-
Using y(H, > 0) = 1 - P as H, is invertible and analogously y(H; > 0) = 1 - F*PF, one
gets
Sf(t € [0,1] — H,)

= T(Pran(1-y(Hy=0))nRan(y(#,20))) ~ T (PRan(1-y(H, 20))nRan(x(H,0)))

= T(Pran(p)nrand-r*pr)) — T (Pran(F* PF)ARan(1-P))

= T(Pranpynkerr*pr)) — T (FPran(r* pF)nRan(1-pP)F )

= T(Pran(p)rkerpr)) — I (Pran(p)nRan(1-FpE*))

= T(Pger(pep+1-P)) — T(Pker(pr*p+1-p))

= J-Ind(PFP +1- P),

concluding the argument. O
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As to other generalization of formulas from Chapter 5, let us note that [56] contains
a semifinite version of Theorem 5.2.11. Let us here rather turn to a semifinite signature
as introduced in [170].

Definition 11.5.2. Let H € N be self-adjoint with support projection supp(H) = y(H # 0)
that is T-finite. Then the T-signature of H is defined by

T-Sig(H) = T(sgn(H)), sgn(H) =y(H > 0) — x(H < 0).

Note that y(H > 0) < y(H # 0) and y(H < 0) < y(H # 0) are T-finite and therefore
the signature of H is a well-defined real number. The following generalizes Sylvester’s
law of inertia.

Proposition 11.5.3. Let H € N be self-adjoint with a T-finite support projection. Further,
let A € N be invertible. Then

T-Sig(A*HA) = T-Sig(H).

Proof. Decomposing into positive and negative part H = H, — H_, it is enough to prove
the statement for H > 0. In that case, one has

T-Sig(H) = T(supp(H)), T-Sig(A"HA) = T(supp(A™HA)),

with the respective support projections. Let HA = V|HA| be the polar decomposition of
HA in the sense of von Neumann. Then

Ran(V) = Ran(HA) = Ran(H), Ran(V")=Ran(A*H) = Ran(A*HA).

As H and A*HA are self-adjoint, their support projections are given by supp(H) = VV*
and supp(A*HA) = V* V. Hence the claim follows from T(VV*) = T(V*V). O

There is a connection of the spectral flow to the signature of the endpoints of the
considered path, generalizing the finite dimensional result stated in Proposition 1.1.1.

Proposition 11.5.4. Let t € [0,1] — H, be a norm-continuous path of self-adjoints in
N such that the support projections satisfy supp(H;) < P for all t and a single T-finite
projection P € N. Thent € [0,1] — H; = PH,P +1- P is a norm-continuous path in
F,,(N,7) and

Sf(t € [0,1] — H/) = %(tr-Sig(Hl) - T-Sig(H,)).

Proof. Since n(Ht’ ) =1, Ht' is Fredholm of all ¢ € [0,1] by item (ii) of Theorem 11.1.6.
The norm-continuity of the path t € [0,1] — H] is obvious. Because t € [0,1] — 7(H]) is
constant, the two-point partition ¢, = 0 < t; = 1is sufficiently fine and hence the spectral
flow is given by
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Sf(t € [0,1] — H])
= J-Ind(x(H; > 0), x(Hy > 0)) + %(T(PKer(PHOPH—P)) ~ T(Pger(pr,p+1-p)))
= Tnd(y (B = 0), 1(Hy > 0) + 2(T(PPriy) ~ TPPrergy).
because PPger(,) = Per(p,p+1-p)- Since P and H, commute for all ¢ € [0,1], one has
X(H] 20) = y(PHP®(1-P) > 0) = Py(H, > 0)P & (1- P),

and hence

T (Pran(1—y(Hy20)nRan(y(#/20))) = T (Pran(P(1-y(H,20))P)nRan(Py (H,20)P))

= T(PRan(P—P)((HO20))nRan()((H120)))
= ‘T(P)((Hl > 0)) - ‘T(P inf()((HO >0),y(H = O)))

Switching 0 and 1 and taking the difference leads to
Sf(t € [0,1] = H])
= T(Px(H; 2 0) - Px(Hy 2 0)) + %(T(PPKer(HU)) — T(PPger(my)))-
Finally, noting that Py(H, > 0) = x(H; > 0) + PPge(g,) and thus
T(PPyercar) + TOX(H, > 0)) = T(PY(H, 2 0)) = T(P) - T(x(H, < 0)),
one obtains

28£(t € [0,1] = H;) = T(x(H; > 0)) + T(P) - T(x(H; < 0))
~ (T (Hy > 0)) + T(P) - T(x(H, < 0)))
= T-Sig(H,) — T-Sig(Hy).

Dividing this by 2 implies the claim.

O

The signature also has an additional invariance property that is somewhat incon-

venient to express in terms of the spectral flow:

Proposition 11.5.5. Ift € [0,1] — H, € N is a norm-continuous path of self-adjoints all of
which have T-finite support projections and such that for every t € [0,1] there is an open

interval (-8, §) around 0 such that (-6, §) n spec(H,) c {0}, then for all t,t' € [0,1],

T-Sig(H,) = T-Sig(H,).

Proof. As [0,1] is compact, the spectra spec(H;) \ {0} have a common gap (-8, §) and

hence one can choose continuous functions f, g : R — R such that
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X(H, > 0)=f(H), y(H, <0)=gH), Vtelo,1].

Therefore the paths t — y(H, > 0) and t — y(H,; < 0) are actually norm-continuous
paths of projections. Since projections that are close in norm are unitarily equivalent by
Lemma 8.3.3, this implies that the signature is constant along the path. O

11.6 Semifinite spectral localizer

In this section the results from Chapter 10 are generalized to T-Fredholm operators. If
the index pairing (11.19) results from a pairing between a K-theory class and a semifi-
nite spectral triple (also called an unbounded semifinite Fredholm module), it can be
computed in terms of the spectral localizer, as shown in [170]. Other than in [170], we
here suppose that the Dirac operator of the spectral triple has T-compact resolvent. Us-
ing techniques of [51, 50], one can also deal with the so-called nonunital case where the
resolvent is only relatively compact.

As in Chapter 10, odd and even pairings have to be distinguished. Let us begin with
odd index pairings and their spectral localizer. Suppose given an invertible operator

A e N. Associated with A is its unitary phase U = A|A|‘1, as well as
0 A
H= . 11.20
< A 0) ( )

Then H is an element of the von Neumann algebra N ® C*? and T & Tr is a semifinite
faithful normal trace on N ® C**? (e. g., Proposition V.2.14 in [189]). The self-adjoint and
invertible Dirac operator is supposed to be of the form

Dod - <D0 0 )
0 -Dy/)’

and to have a T ® Tr-compact resolvent. By proceeding as in Remark 10.1.2, one sees that
it is no restriction to assume the invertibility of the Dirac operator. Furthermore, it will
be assumed as in Definition 10.1.7 that A leaves the domain D(D,) of D, invariant and
that the (densely defined) commutator [A, D] extends to a bounded operator. Moreover,
it is assumed that D, is affiliated to N or equivalently that D% is affiliated to N & C¥?
in the sense that it commutes with every unitary in (N ® C*?)’. All these conditions
together imply that p* specifies an unbounded semifinite spectral triple of the algebra
generated by A in the sense of [51, 53, 54].

Then for E = y(D, = 0), one can check as in Theorem 10.1.4 that the commutator
[E, U] is T-compact. Hence

T=EUE+1-E (11.21)
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is a T-Fredholm operator. The odd spectral localizer is defined as the operator

1o - (KDO A ) (11.22)
A" —kDy

acting on H & H where k > 0 is a tuning parameter. Let us set
, = Ran(y(IDol < p)). (3 ®H), = Ran(x(ID*| < p)),

forp > 0. Let 7, = P%P : 3 — 3 denote the projection onto J(,. By abuse of notation,
the projection P(Mag{)p : HeH — HeHisalso denoted by 77, : H e H — HeH As

D*  has T ® Tr-compact resolvent, each 7, is T ® Tr-finite or T-finite, respectively. For
any operator B € B(¥) or B € B(H & X), set B, = m,B7m,. With these notations, the finite
volume odd spectral localizer on 3, & 3(, is defined by

LOd _ <K’D0’p Ap >

-\ Ay —KDy,

Theorem 11.6.1. Let g = |A}|"! be the gap of the invertible operator A. Suppose that

3

g 2
K ——2 2 <p. (11.23)
2IANDy AT ® P

2
Then LZi, satisfies the bound (L,‘Zf%)z > &1, In particular; Lﬁf}, +1 -1, is invertible. As

3 P
supp (ng,) < 1, and i, is T®Tr-finite, it has a well-defined T®Tr-signature J ®Tr—Sig(L23,).

This signature is independent of k and p satisfying (11.23), and
J-Ind(EUE +1-E) = %T ® Tr -Sig(Lgi)). (11.24)

The proof of Theorem 11.6.1 is essentially identical to that of Theorem 10.4.1. More-
over, the necessary modifications are very similar to those made in the proof of the main
resultin the even case (Theorem 11.6.2 below). Therefore the proofis not spelled out. Full
details are provided in [170].

Let us next describe the semifinite spectral localizer in the even case. Let us consider
an invertible operator H = H* € N. The self-adjoint, invertible, even Dirac operator D*
is again assumed to be affiliated to N. Moreover, there is a symmetry I € N such that D®¥
anticommutes with I' and H commutes with I'. Without loss of generality, it is assumed
that I' is of the form I' = diag(1, —1). In this basis, the even Dirac operator is of the form

D&Y - ( 0 Dy >
DO 0 ’
It is supposed that D®V has a T-compact resolvent, H leaves the domain of D*V invariant,
and the commutator [D®', H] extends to a bounded operator. Moreover, H is of the form
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H, 2 0
H=("* .
<0 H)

Furthermore, it is supposed that with respect to the grading induced by I', N ¢ B(H &)
is of the form N’ ® C**2 for some von Neumann algebra N ¢ B(%) for some Hilbert space
3 and T is of the form T = I’ ® Tr for some semifinite faithful normal trace 7’ on N. Let
F = Dy|D,| ™ € N’ denote the unitary phase of D. Then
[H,De"lDe"|_1] _ < 0 H.F* —F*H,)
H F-FH, 0

is T-compact, again by following the proof of Theorem 10.1.4. Therefore H,F* — F*H_
and H_F - FH, are T'-compact. Thus setting P, = y(H, < 0), the operator P_FP, is
(P_ - P,)-Fredholm with index

T-Indp_p ) (P_FP,) = T' (Pger(p_rp,)ran(,)) — T (Pier(p,F*P_ynRan(p_))
= 7' (Pgerp_ryoRan(p.)) — T (Pker(p, F*)nRan(p.))
= 7' (Prer(r+p_pynran(p,)) — T (Pker(ep, F*)rRan(p.))
= 7' (Prerp_ynran(ep, *)) — T' (Pran(1-Fp, F*)nRan(p.))
= 7' (Prana-p_)ynRan(ep, F*)) — T (PRan(1-Fp,F*)nRan(p_))
= 7'-Ind(FP,F*,P_)
= SE(F(1 - 2P,)F*,1-2P.)
= Sf(FH,F*,H_).

The even spectral localizer is defined as the operator

-H, «D;
LY = < * 0 > 11.25
K kD, H .

that is affiliated to N where k > 0 is a tuning parameter. To construct finite-volume
restrictions of the spectral localizer, let us now set (H & %)p = Ran(y(|D*'| < p)) for a
radius p > 0. Let 7, = Pgag0), - HOH = Ho I denote the projection onto (3 & 3),,.
As D¥' has T-compact resolvent, each 7, is T-finite. For any operator B € B(H & 3), set
B, = m,Bm,. With these notations, the finite-volume even spectral localizer is defined by

e :<—HJr KDS)
0 \kDy H. )

Theorem 11.6.2. Let g = |H ||} be the gap of the invertible self-adjoint operator H.
Suppose that
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g3

28
K ———2——— 2 <. (11.26)
wHNDH * P
Then (Li‘jo)z > %znp. In particular; L, + 1~ 1, is invertible. As supp(Ly,) < 71, is T-finite,
it has a well-defined T-signature ‘I—Sig(Lif’p) which is independent of k and p satisfying
(11.26), and

‘I’-Ind(pf.p+)(P—FP+) = %‘J’-Sig(Lti).

Proof. Even though similar to the proof of Theorem 10.3.1, most arguments are given in
detail. Again one starts out by showing that the T-signature of Lif’p is independent of k
and p satisfying (11.26). The proof will use an even and differentiable tapering function
G, : R — [0,1] with three properties:

i Gyx) =1for x| < &;

(ii) Gp(x) = 0 for |x] = p;

(iii) The Fourier transform E;Z ‘R > R, GA;)(p) = % jfzo e G,’J(x)dx of the derivative

G, has an L'-norm bounded by %.

This function is constructed in the proof of Theorem 10.3.1, and, by the argument given
there, one now has

M@MHM%MHW 11.27)

where D = D®. To connect radii p and p’ > p, let us consider the operator
Lypp D) = KTy Dty + 1, Gy, ((—H,) ® H_)G; ;7T
where0 <A <1land
Gyrp = (1= N1y +2G,(D).

Also (11.26) is supposed to hold for the pair x, p and thus also for the pair k, p’. Notice

that Ly, (0) = Li";,. The first goal is to show that L, ,, () is invertible for all A € [0,1]

2
and that its square is bounded from below by ‘%ﬂp: when 2 = 0. The square of L , (1)
is
2_ 2 2 2
LK,p,p’(A) =K ﬂplD ﬂpl + (T[p’G)L,p((_H+) @H_)G/Lpﬂ'p/)
- K]Tpl G/Lp [D,H]FGA,pJTp/,

where Drn, = myDwas used and I' = diag(1, -1). The second summand is bounded from
below as follows:
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(T Gap(—H,) ® H.)Gy p71,1 )"
= 71y Gy, HG ,HG; Tty
> 11, Gy ,HG,(D)*HG; 1y
= 71 Gy ,G,(D)H G (D)) Tty
+ 170Gy 5[ G, (D)H, [G,(D), H]|G) p71,
> 8' 11y G} ,Gp(D)’ Ty + 71y Gy [ Gp(D)H, [G, (D), H] |Gy p 71,y
> 8°71,Gp(D)' 1y + 1y G, ,[Gp(D)H, [G,(D), H] |Gy p7T,,
where the first step holds because [GM,, IN=0and HeH)e(Hea 9—[)p, C Ker(GM,),

the first, as well as the last, inequality follows from G, (D)* < Gip. For the special case of

A =0, one has GO)p = Ty and therefore a better estimate

2
(errGo,p((—HJr) @H_)Go,prrp,)
> g°1,G,(D)’ 1y + 7, [G,(D)H, [G,(D), H]|my.

Furthermore, by spectral calculus of D, one has the bound
2 2 2 2
KTy DMy 2 g7y (1~ Go(D) )1y,

because the bound holds for spectral parameters in [%p, p'] due to (11.26) where it was
used that1 - Gp (D)2 < 1holds, while it holds trivially on [0, % p]. Since

w

2 4
1-G,(D*+G,(D)* = 1,

4
it thus follows that

3
Leppy ) 2 Zgznp, + 1y Gy p[Go(D)H, [G,(D), H] ]Gy 1y

- K]Tpl G/l,p [D,H]FG)L,piTpr,
and in the special case A = 0,

Lepp N = 87y + 715Gy ,[Go(D)H, [G, (D), H] ]Gy o1y
- Knp’G)l,p [D,H]FG/\)pﬂpl.

Finally, the error term is bounded using the tapering estimate (11.27):
|[G,(D)H, [G, (D), H]] - (D, HIT|

16
< (S16, @] )0, ]
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<(&m1+ 1>K|| (. HI|

< ~|HIx|[D, HI|

g

Blwog o~
og

IN

where the second step used the second inequality in (11.26), as well as ||Gp(D)|| <1, the

third one [|H]| > g, and finally the last inequality came from the first inequality in (11.26).

Putting all together, one infers L r()l)z > €My for some € > 0 and L ,(0)2 > %gznp,.
Next, let us show that

K.,p KPP

T-Sig(Lyy,) = T-Sig(Lyr ),

for pairs k, p and ', p' in the permitted range of parameters. Without loss of generality,
letp < p'. As Ly, is continuous in k, it is sufficient to consider the case k = '. Thus one
needs to show

T-Sig(Ly p(0)) = T-Sig(Ly ¢ (0)),

when p < p' and (10.10) is true for k and p. Clearly, L, , ,(A) is continuous in A, so it

suffices to prove

K00

TSig(Lyp (D) = T-Sig(Lypr (D).
Consider
LK)p)pl @ = K]TPIDJTP/ + T[pl GP(D)((—H+) 52 H_)GP(D)T[pl.

Now D commutes with Ty SO that Ly pp (1) decomposes into a direct sum. Let further-

more 7,y , = 7,y — 7, be the projection onto (H & H),» © (H & H),. Then

Lypp D) = L) @7y kDT .
The signature of 77,y ,Drt,y , vanishes because ' ,Drty ,I' = —11,0 , D7y, S0 that
T'Sig(LK,p,p’ (1)) = (‘T'Sig(LK,p,p(l))'

It remains to show (11.24), for which k > 0 can be chosen as small as needed and p
as large as needed. For that purpose, let F, be the function constructed in the proof of
Theorem 10.3.1, namely F, 0 is an odd increasing differentiable function with F, p(x) =X
for |x| < pand Fy(x) =2p = =Fp(—x) for x > 2p. Furthermore, the L'-norm of the Fourier
transform of the derivative is still bounded by % so that

[[F,(D), H]|| < %ll (D, H]|. (11.28)
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Moreover, Fp (D) anticommutes with T, hence is of the form

0 <D3>*>_

Fp(D) = <D() 0

By the above,
T'-Indp_p,y(P_FP,) = Sf(t € [0,1] > (1 - )FH,F" + tH_).

Using Theorem 11.4.6, one has

’- o 2o a)lo #) (o )
T Ind(P_~P+)(P—FP+)_Sf<<O F 0 H+ 0 F* > 0 H >

where the right-hand side denotes the semifinite spectral flow along the straight-line
path between the arguments. One has

H? + (k)X D> te((DY)*H_ - H+(D6)*)>
tk(H_Dy - DyH,)  H*+ (t)*|(D})*
> (¢" -t [Fp (D), H]|)1,

((-H, @ H.) + tE,(D))’ = (

for t € [0,1]. By (11.28), the straight-line path connecting -H, & H_to —-H, @ H_ + KF,,(D)
is within the invertibles for  sufficiently small. As FH,F* - H_ is T'-compact, the linear
path connecting

1 0 1 0
(O F)(—H+®H+)<O F*) to -H, ® H_ + tkF,(D)

is within the Fredholm operators for all ¢ € [0, 1]. The homotopy invariance of the spec-
tral flow implies

: (1 o>(—H+ o><1 0><—H+ K<D6>*>>
TIHd(P;Pn(P—FP”_Sf((O F/J\ 0 H/\0 F')'\kDy H '

Next one directly checks that

SE[OK]0—><1 0><—H+ s)(l 0)’“_<—H+ sF*)
o P\ s B )\o F) T\ s FHF

is a path of invertibles. Let us also show that

A(s,t)=t<_H+ K<D6)*>+(1_t)<—H+ sF*)

kDy  H_ sF FH,F*
~ ( -H, tk(Dy)* + (1 - t)sF* )
- \tkDj + (1-t)sF H_-(1-t)(H_-FH,F")
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is T-Fredholm for all (s,t) € [0,xp] x [0,1]. Because H_ — FH,F* is T'-compact, it is
sufficient to show that

-H, tk(DY)* +(1- t)sF*)
txDgy + (1—t)sF H

B(s,t) = (

is Fredholm. One can replace D|D|‘1 by ﬁFp(D) as Ran(%Fp(D) - D|D|‘1) c(Heo Sf)zp is
T-finite, so that %Fp (D) - DID| ! is T-compact. Therefore it is sufficient to show that

1
C(s,t) =-H, @ H_ + tkF,(D) + (1 - t)SEFp(D)

is T-Fredholm. Now

2
C(s,t)" = (-H, e H.)* + (tKFp(D) +(1- t)slpp(u)>
2p

tKE,(D) + (1 - t)s%Fp(D),H]I‘
> <g2 - (tK +(1- t)s%)“[Fp(D),H]")l
> <gz . <K+ §>||[FP(D),H]||>1

2 42K )
- —|([D,H]|| |11,
> (¢~ 2.
where the last step follows form (11.28). Therefore C(s,t) is invertible and A(s, t) is
TJ-Fredholm for all (s,t) € [0,kp] x [0,1] and k sufficiently small. This implies by the
homotopy invariance of the spectral flow

-H, KkpF* -H, x(Dp)*
T P_FP,) = Sf . \ ot : ))
ndep_p,)(P_FP,) =3 ((KpF FH+F*> (KD(') H

- 5f<<_H* Kpp**>,L"’P)
kpF FH_F
for

LK,,,:<—H K‘(D(’))*>'
kD, H

Setting 7m,c = 1-7,, and Bjc = 7,cB(7,c) for any operator B on 3 @ H, one then has
F,(D) = F,(D), ® F,(D),c and F,,(D), = D,,. Moreover, (L"’p)p = Li"’p. Next we show that
the linear path ¢ € [0,1] — LP(t) for

kpp _ (L) 0 ) ( 0 np(—H+e>H_)(npc)*)
L (t)_< 0 (I*), e 7y (~H, & H)(1,)" 0
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is within the invertibles. First, (L") pc can be bounded from below using (11.26) as

((-H, @ H.) + KF,(D)) )"
= ((-H, @ H.) )" + KA(F,(D) )" = K[Fy(D) pe, Hye | e
> K2p? — K||[F,(D)per Hye |70
> K2p? - 28?’(" (D, H]||7ye

159
= SKP T,

where the third step follows from (11.28). Now L’ (t) is given by

K K K % 0 B K, K,
LR (0) = [(°0), @ (L) 1| <c+z(3* 0>>|(L 7, (L),

1
2

where G is a diagonal unitary with respect to the direct sum He3H = (HoXH),&(HoH) .
and

_1 _1
B = |(L*),| *my(-H, ® H_)mye| (L") | 2.
The off-diagonal entries satisfy

||B|| < M

VKDE

thus their norm is smaller than 1 for p sufficiently large. Because L' — (L") p® (L*P) oc)
is T-finite and therefore T-compact, the homotopy invariance of the spectral flow then
implies

-H, «kpF*

T'-Ind, P_FP,)=Sf
ndp_p,)(P_FP,) <<KpF FH,F*

K,0 K,p
),(L ), e (L )pc).
The path

-sH kpF*
s €[0,1] — A(s) = ( oF sFZ F*>
8

is within the invertibles for p sufficiently large. As tA(s),c + (1 - H(L*P) o is invertible
for all (s, t) € [0,1] x [0,1] and p sufficiently large,

tA(S) + (1= (L"), ® (L) )

is T-Fredholm for all (s, t) € [0,1] x [0,1], so that
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T-Indp p,(P_FP,) = S(kpDID| ", (L), @ (L*) ))
= Sf(kp(DID|™) ,, (L*F),))
+ St(p(DIDI ™) s (L) ).

The second summand vanishes because the linear path

€ [0,1] = (1= Oxp(DID[™) 0 + (L")

lies in the invertibles for p sufficiently large. As (L"), = L,’,, Theorem 11.4.6 implies
T-Indp p)(P_FP,) = SE(kp(DID| ™) ,, L))

1, .. .
= E(tr-slg(L;Vp) - T-Sig(D,)).

AsTDT = -D, the T-signature of D, vanishes and the claim follows.



12 Spectral flow in bifurcation theory

The aim of this chapter is to explain the role of spectral flow in variational bifurcation
theory which is a branch of nonlinear functional analysis that deals with the sudden ap-
pearance of critical points of families of functionals when a parameter varies. Through-
out this chapter and in contrast to earlier chapters, the separable Hilbert space K is
assumed to be real. The spectral flow of a path of self-adjoint Fredholm operators on H
can verbatim be defined as in Definition 4.1.2, and it is readily seen that all properties
of the spectral flow from Section 4.2 also hold on real Hilbert spaces. Alternatively, one
can define the spectral flow by Definition 4.1.2 for the path of complexified operators on
HeC.

For a differentiable functional f : H — R, the derivative D, f at some u € H is an
element of B(J, R). By the Riesz representation theorem, the latter space is canonically
isomorphic to X, and this yields some (Vf)(u) which is uniquely determined by

Dy W) = ((VHW)|v), veH.

The element (Vf)(u) of H is called the gradient of f at u. If f is twice continuously differ-
entiable, the bounded symmetric bilinear form Di f : H xH — R can canonically be
identified with a bounded self-adjoint operator H € B, (H) by

Dif(v,w) = (VIHW), v,weX, (12.1)

which is called the Hessian of f at u.

12.1 A primer of variational bifurcation theory

The main object of study in this chapter are continuous one-parameter families of
C? -functionals f:labl xH — R,ie,eachf;, = f(t,-) : H - Risa C*-functional
such that Vf;(u) and Di ft depend continuously on (t, u) € [a, b] x K. Let us consider the
determining equations for a critical point u,

(Vi)W =0, (12.2)

where Vf; = Vqf; is the gradient with respect to the argument from 3. The standing
assumption in the following is that

(Vf)(0) =0, telab], (12.3)
i.e, 0 € H is a critical point of all functionals f; : H{ — R. The next definition will be

crucial in this section.
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Definition 12.1.1. Aparameter valuet™ ¢ [a, b] is called a bifurcation point for the equa-
tions (12.2) if, for every neighborhood U ¢ [a, b] x H of (t*,0), there is some (t,u) € U
such that (Vf;)(u) =0 and u # 0.
The presumably simplest finite-dimensional exampleis f : [-1,1] x R — R given by
2 2
f(t,u) = ”7("7 - t), where two branches of nonzero critical points appear as t increases

past 0. This is called a continuous pitchfork bifurcation. The following more sophisti-
cated infinite-dimensional example will be continued below.

Example 12.1.2. Recall that the Sobolev space WS’Z([O, 1], RrRY ) consists of all absolutely
continuous vector-valued functions on [0, 1] which have a square integrable derivative
and vanish at 0 and 1. It is a Hilbert space with scalar product

1
(uv) = J (W()|(s)) g ds. (12.4)
0

Now let F : [0,1] x RY — R be a C*-function such that
IDZF(s, )| < e+ Jul), ueR",

for some constants ¢,r > 0. Then

1

1
ft,u) = % J (U(s)|ia(s))gn ds — t J F(s,u(s))ds (12.5)
0 0

is a continuous family of C?-functionals on H = Wé’z([O,l],IRN ) (see [156, Proposition
B.34]). The derivative of f; = f(¢,-) at some u € K is, when evaluated on v € J, given by

1

1
D v = J (U(8)[V()) g ds — tJ ((V,F)(8, u(8))|v(s)) g ds.
0

0

Now classical regularity theory [156] shows that the critical points of f; : 3 — R are the
solutions of the boundary value problem

{_ﬂ(s) = t(V,F)(s,u(s)), fors e (0,1), (12.6)

u(0) =u() =0.

If (V,F)(s,0) = 0 for all s € [0,1], then 0 € J is a critical point of all f;, and thus one is
in the setting of (12.2) and (12.3). A bifurcation point of the family of functionals f yields
values of the parameter ¢t at which nontrivial solutions of (12.6) appear. <o
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The aim of bifurcation theory is to understand which parameter values t* € [a, b]
are bifurcation points. The first aim of this section is to give a necessary criterion for a
parameter value to be a bifurcation point.

Theorem12.1.3. Let f : [a,b] x H — R be a continuous family of C*-functionals that
satisfies (12.3) and let H, € Bg,(H) be the Hessians of f; at 0 € 3, namely

(ulHp) = (D3f)Wwv), wveH. 2.7

Ift* is a bifurcation point for f, then H;- is not invertible.

Proof. This is a simple consequence of the implicit function theorem in Banach spaces
(see, e.g., [69, §15]). By assumption, the map

G:[a,blxH - H, Gt u)=(Vfi)w),

is continuous and continuously differentiable with respect to u. Again set G, = G(¢t,-).
Now, if H;» = DyG;~ is invertible, then there are an open interval J c [a, b] containing
t*, aneighborhood V ¢ ¥ of 0, and a differentiable map g : ] — V such that G(t,u) = 0
for (t,u) € J x Vifand only if u = g(¢t). As G(¢,0) = 0 for all ¢ € [a, b] by (12.3), it follows
that the only solutions of G(t, u) = 01in J x V are of the form (¢, 0). Consequently, ¢* is not
a bifurcation point of f. O

Itisreadily seen that Theorem 12.1.3 is necessary, but not sufficient, for the existence
of a bifurcation point. For example, let X = R, I = [-1,1] and consider the functions
f(tu) = tZ"; + ”{. Then H, = t* is singular for t = 0, but none of the f, has other critical
points than 0 € 3. The following example shows that this can also happen with an affine

parameter dependence, which will be of interest below.

Example 12.1.4. Consider on H = R? the family of functionals f : [0,2] x H — R given

by
f(t,u,v) = %(1 - t)(v2 - uz) - t(ugv + v3u), u,v) € K.
Then
(V)Y = (1-1) (‘”) - r(3”2" N V3> (12.8)
fotw.v) = v @+ 3u '
and
-1 0
Ht:(l—t)<0 1). (12.9)

Thus H, is singular for ¢ = 1. However, if one multiplies in (Vf;)(u, v) = 0 the first equation
by v, the second by u, and adds the results, it follows that t(u4 it 6u2v2) =0, and hence



392 — 12 Spectral flow in bifurcation theory

u =v = 0iftiscloseto 1. Consequently, there is no bifurcation of critical points for f. The
attentive reader may already note that the spectral flow Sf(¢ € [0,2] — H;) vanishes. <

Example 12.1.5. This is a continuation of Example 12.1.2, so all objects are as stated
there. Let A(S) = D%]Fs be the Hessian matrix of F, = F(s,-) : RY — R at the critical
point 0 € RY. Then the second derivatives of the functionals f, : H — R at 0 €  are
given by (see [156, Proposition B.34])

1 1
(ulHv) = I (U($)[(s)) g ds — tJ (ASUS)|V(S)) gy ds, U,V € H.
0 0

As the first term on the right-hand side is the scalar product on 3 = W&’Z([O, 1], RY) (see
(12.4)) and as K is compactly embedded into L2([0,1], RY), the self-adjoint operators H,
are compact perturbations of the identity and thus Fredholm of index 0. Moreover, it
follows from standard regularity theory that the kernel of H, consists of the solutions of
the linear boundary value problem

{—H(S) — m(s)u(s)’ fors e (0> l)a (1210)

u(0) = u() =0.

Consequently, by Theorem 12.1.3, a bifurcation can only occur at those t € R for which
these boundary value problems have a nontrivial solution. <o

Let us now assume that f : [a,b] x H — R is a continuous family of C2-functionals
such that

Vfy =15 - t(K + R), (12.11)

where K is a compact self-adjoint linear operator and R(u) = o(||u||) as u — 0. Note that
H, =14 — tK, and thus Theorem 12.1.3 shows that ¢t = 0 cannot be a bifurcation point of
(12.2). Moreover, if ¢, is a bifurcation point, then % is an eigenvalue of the compact self-
adjoint operator K. The following classical theorem in variational bifurcation theory has
its origin in the work of Krasnoselkii in the 1960s (see [117]). Various generalizations and
alternative proofs appeared over the following decades. The presentation here follows
the monograph [69, § 30].

Theorem 12.1.6. Suppose that f : [a,b] x H — R satisfies (12.3) and (12.11). If t, € (a,b)
is such that % is an eigenvalue of K, then t, is a bifurcation point.

Proof. As the theorem is also a direct consequence of Theorem 12.2.1 below, we only
sketch the argument (see [69] for details). As already observed above, t, = 0 cannot be
a bifurcation point. Thus one can consider instead of (12.11) the family of equations

Au=Ku+R(u), ueX, (12.12)
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where A = % Now assume that A, is an eigenvalue of K and let P be the orthogonal
projection onto the kernel of

T:Aolg{ —K.

Setting A = Ay + 4, v = Puand z = (1 — P)u, it follows that (12.12) is equivalent to the
equations

z=uSz-S(1-P)R(v+1z), uv=PRV+2), (12.13)

where S denotes the inverse of T, which is defined and bounded on Ran(T). Now the
implicit function theorem yields a C-map z = z(u,v) that solves the first equation in
(12.13) for sufficiently small |u| and ||v|| and such that z(g,0) = 0 for all u. Plugging this
into the second equation in (12.13) yields

Qv = PR(v + z(u, v)). (1214

Hence (12.12) is reduced to finite dimensions and it remains to show that 0 is a bifurca-
tion point for the latter equation. This procedure is usually called Lyapunov-Schmidt
reduction. Now consider the function

(PR(v+z(i, v))|v), v#0,

1
g(u) V) = {‘u - ||V||Z
U, v=0,

which is continuous in a neighborhood of (0,0) and continuously differentiable in u
with a nonvanishing partial derivative at (0, 0). The implicit function theorem yields
a continuous map u(v) defined in a neighborhood B,.(0) of 0 in Ker(T) such that
g(u(),v) =0,v € B,(0), or equivalently

UWIVI? = (PR(V + z(u(v), v))[v). (12.15)

A careful analysis of the map G : B,.(0) — Ran(T) given by G(v) = z(u(v), v) shows that
G is actually ¢! with G(v) = o(|Jv]) and D,G = o(1). Next consider the functional

®:B,.(0) cKer(T) > R, @) =f(v+GWV)),
where f : H{ — Ris such that Vf = K + R, and the sets
M, = {v e Ker(T) : [[v+ G(v)| = €}.

It is readily seen that M, is a compact submanifold of Ker(T) if ¢ is sufficiently small.
Thus @l has at least two critical points. Now, calculating the derivative of @, and
using (12.13) yields that if v is a critical point of @, , then there is some real A = A(v)
such that
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(g = v+ PR(v + GW))|h) = —{(u(v) + A9 — N)G(W)|(D,G)h), (12.16)
for all h € Ker(T). For h = v, this implies by (12.15)
(A = A +uM)(IVI* + (GW)|(D,G)W)) = 0.
As G(v) = o(|lv]) and D,G = o(1), it follows that
A=A+ uv) (12.17)

for ||v|| sufficiently small. Moreover, note that, as Ran(G) ¢ Ran(T), one can conclude
that v+ G(v)||2 = ||v||2 + ||G(v)||2 and thus [[v|| < easv € M,. Thusitis no loss of generality
to require ||v| to be small. Plugging (12.17) into (12.16) shows that

UW)v = PR(v + G(v)) = PR(v + z(u(v),v)),

and consequently (u(v), v) is a solution of (12.14) and thus yields a solution of (12.12). Let
us denote this solution by v,. As u is continuous, u(0) = 0 and |lv,| < &, it follows that
(u(v,),ve) — (0,0) as € — 0 and thus A, is a bifurcation point for (12.12). O

Example 12.1.7. Let us further elaborate on Example 12.1.5. It was shown in Exam-
ple 12.1.2 that if ¢t € [a, b] is a bifurcation point of critical points for f in (12.5), then the
boundary value problem (12.10) has a nontrivial solution. As Vf is of the form (12.11),
Theorem 12.1.6 shows that also the converse is true. Hence the problem of finding the
bifurcation points of f is entirely reduced to finding nontrivial solutions of (12.10). Note
that the motivation of studying bifurcations of f is to find parameter values where
nontrivial solutions of the nonlinear differential equations (12.6) appear. <o

The final example of this section shows that the assumption that H, is a compact
perturbation of the identity in Theorem 12.1.6 cannot be lifted.

Example 12.1.8. Consider on H = R? the family of functionals in Example 12.1.4. Here
the gradients are due to (12.8) of the form

(Vf;)(u) = Au — tKu + tR(u),

where A = K = diag(-1,1) and R satisfies the required growth condition. As K is com-
pact on the finite-dimensional space R%, the only difference to (12.11) is that A is not the
identity. Recall that f has no bifurcation points by Example 12.1.4. <o

12.2 The spectral flow in variational bifurcation theory

The main theorem of the previous section states thatif f : [a, b] x H{ — Ris a continuous
family of C?-functionals such that the gradients of f; are of the form (12.11), then ¢ € (a, b)
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is a bifurcation point of f if and only if % is an eigenvalue of K. On the other hand,
Example 12.1.8 shows that the particular form of the operators in (12.11) is necessary
for this result. To motivate the main theorem of this chapter, note that the Hessians of
f; at 0 € I in Theorem 12.1.6 are of the form H, = 1, - tK. Clearly, H, € FB.,(3)
and H; can only be noninvertible for finitely many ¢ in the compact interval [a, b]. If
ty is such a parameter in the interior of [a, b] and € > 0 is such that H, is invertible for
t e [ty—¢& to+e]\{ty}, then Sf(t € [ty—¢,ty+€] — H;) # 0.1f, however, H, are the Hessians
of the functionals in Example 12.1.8, then H, is given by (12.9) and here the spectral flow
through t = 1 clearly vanishes.

The following theorem is the main result of this chapter and it is due to Fitzpatrick,
Pejsachowicz, and Recht [84].

Theorem 12.2.1. Let f : [a,b] x H — R be a C>-map such that (12.3) holds. As in (12.1),
let H, denote the Hessian of f; at 0 € H and assume that H; € FBg,(H) forallt € [a,b].
IfH,, Hy, are invertible and S{(t € [a,b] — H,) # 0, then there is a bifurcation of critical

points for f.

Asshown in Proposition 4.3.1, Sf(¢t € [a, b] — H;) = 1_(H,)—t_(H,) if the operators H,
are in the component FB, (H) of FB, () and H,, H), are invertible. Thus the following
corollary is an immediate consequence of the previous theorem (see [132, 180]).

Corollary 12.2.2. IfH,, H, are invertible, H; € ]P]B;'a(ﬂ-f), t € [a,b], and (_(H,) #+ (_(Hp),
then there is a bifurcation of critical points of f.

Note that Theorem 12.1.6 is an immediate consequence of this corollary.

The assumption on the invertibility of the endpoints in Theorem 12.2.1 cannot be
lifted as can be seen by the following simple example. Consider f : [0,1] x R - R
defined by f;(u) = —“72(”72 —t+1). Then H; = t — 1 and thus Sf(t € [0,1] — H;) = % #0
by Proposition 4.3.1. However, it is readily seen that 0 is the only critical point of the
functionals f; for t € [0,1] and thus there is no bifurcation.

Actually, the following theorem which is cited without proof shows that also the
nonvanishing of the spectral flow cannot be lifted from the hypothesis of Theorem 12.2.1
in the following sense.

Theorem 12.2.3 ([4]). Let t € [0,1] — H; € FBg,(H) be a path and t, € (0,1) such that
H; is invertible for t + t,. If Sf(t € [0,1] — H;) = 0, then there exist an open interval
J < [0,1] containing t,, an open ball B ¢ H and a continuous family f : ] x B — R of
C2-functionals such that H, are the Hessians of f; at 0 € 3 and (12.3) holds for t € J, but
there is no bifurcation of critical points for f in .

Let us stress that the proof of this theorem uses concepts of differential geometry
and transversality theory and is already highly nontrivial in finite dimensional Hilbert
spaces. As explained at the beginning of this section, the assertion of Theorem 12.2.3
occurs for the functionals in Example 12.1.8.
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The proof of Theorem 12.2.1 will be split into two main steps. The first step proves the
theorem in the case that 3 is of finite dimension. Secondly, it is shown how the general
case can be reduced to finite dimensions by using basic properties of the spectral flow
and Theorem 5.9.3.

Step 1 (Proof in finite dimensions via Morse theory). Let 3 be of finite dimension and let
f:la,b] xH — Rbe ¢? and such that Vf:(0) = 0 for all t € [a,b]. As in Theorem 12.2.1,
H, and H, are supposed to be invertible. The nontriviality of Sf([a, b] > t — H,) is now
equivalent to

L (Hy) # 1_(Hp). (12.18)
Note that it is no loss of generality to assume that f,(0) = 0 for all ¢ € [a, b].
The maps f; : H — Rinduce a family of flows ¢, : D, — H, where
Dy ={(s,u) e RxH : a,(u) <s < w(w)}

is an open subset of R x H and ¢,(-,u) : (a,(u), w,(u)) — KH is the unique maximal
solution of the initial value problem

{53%(8, u) = -Vf,(9,(s,w)),
(ot(o) u) =Uu.

Note that

3 f0elsw) = —|Vfios W)’ (s,u) € Dy, (12.19)

and thus either ¢,(s, u) = u for all s or f;(¢,(-, u)) is decreasing.

To prove Theorem 12.2.1, it will henceforth be assumed by contradiction that there
is no bhifurcation point of f : [a, b] x H — Rin [a, b]. Then there is p > 0 such that there
are no critical points of f; in BZP(O) forall t € [a,b]. Now set ff = f[l((—oo, c))forc e R
and consider the dimensions dj(t) of the (singular) homology groups

Hi(f) nB,(0), (2 \ {0}) B, (0):Z,) (12.20)

with coefficients in Z, for k € N,. Note that these homology groups are actually vector
spaces as Z, is a field. Thus the dimension dj(t) is indeed defined. Moreover, by the
excision property of homology p can be replaced by any smaller 0 < p’ < p without
affecting dy (¢). Set

§= inf{nvft(u)" : li) <lul<p, 0<t< 1} >0,

and
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e-;}&p, B—Bg(O)nft.

Note that € does not depend on ¢t. The next claim is that, if u € B, then either ¢,(s, u) stays
in Bp(O) for all s € [0, w,(u)), or ¢,(s, u) stays in BP(O) until f;(¢,(s, w)) is less than —¢.
Indeed, if u € B is such that ¢,(s, u) does not stay in Bp(O) for all times s € [0, w,(w)),
then there are minimal 0 < s; < s, < w,(u) such that g < llo (s, wll < p, sy <5< 8 and
lo,(sy, w)ll = £, as well as lg,(s,, u)]| = p. Consequently,

oo w) < filoi(sw) - & [ [9fpu(s.10) s
<fw-6 J .(s, )] ds
< fi(w) - 6”@1(31» u) — (82, u)”
< &= 8(|o.(sp W] - @ (s1, W)
<g-28=-¢ (12.21)

which shows the claim.
Now define X, as the closure of

{o/(s,u) : u € B,0 < s < wi(u)}.

By construction, X; is a closed neighborhood of 0 such that ¢,(s,u) € X, for all u € X;
and all s < w,(u) (see [6, Remark 16.3(e)]). Moreover, f[l([—e, e)nX; c I_BP(O) by (12.21).
In particular, 0 is the only critical point of f; in f[l([—e, e nkX;.

Set X; = X, nf{ for ¢ € R. It is a standard argument in Morse theory to use the
flow ¢, and (12.19) for showing that X? is a strong deformation retract of X{, as well as
X7 ¢ is a strong deformation retract of X? \ {0} (cf, e. g, [132, Lemma 8.3]), and that these
deformations induce isomorphisms

H (X5, X5 7,) = H (X0, X0\ {0 Z,), k € Ny. (12.22)

If now B’ ¢ ft’l([—s, ehnX; c FP(O) is a closed ball of positive radius about 0, then by
the excision property of homology

H(X(, X0\ {05 2,) = H(X) n B, (X] \ {0}) n B; Z,)
= H(f2 n B, (f2\{0}) nB’; Z,). (12.23)

Note that the dimension of the latter is d; (t).

After these preliminaries, the next aim is to show that for any ¢, € [a, b] fixed, there
is n > 0 such that d, (t) = di(ty) forall t € [ty — n,ty + nl N [a,b] and all k. Let { > 0 be
such that



398 —— 12 Spectral flow in bifurcation theory

_ B 1 1 _
By (0) cft01<[—§£, §£]> nX, cB,(0) (12.24)
andy: H — [0,1] a C%-function such that Y(u) =1if Jull < %, Y(u) = 0if |ull > ¢ and

y= sup |V < co.
ueB;(0)

Set
5= inf{”VftO(u)” L <l < (} >0,

and

(e 6
Define f, : H — Rby
fw) = f,, (W) + pa)(f,) - f, W).
As f is C?, there is n > 0 such that

sup |f;(w) - f, |+ sup |Vfi(w) - Vf, W] < 1
ueB;(0) ueB;(0)

for all |t — t| < n. Now, if |t - ¢, < n and % < lull < ¢, then
IV = [V, @] - p@|Vf @) - Vf, @] - [Vl fiw - £, W]
>6-(1+yu= g, (12.25)
and, moreover,

|fiw) - £, )| = )| fiw) - f; )| < < (12.26)

W m

for |t - ty| < nand u € B;(0).

Asf,(u) = fi, () for [lull > ¢, it follows from (12.24) and (12.26) that fE = tjg and thus
f (&€ n X, = £, '([-&,€]) N X,,. Moreover, B;(0) is contained in the interior of X, ,
showing that X, is positively invariant for the flow of f;. Finally, (12.25) implies that 0 is

the only critical point of f; in F((O). Hence, it follows by the same argument as in (12.22)
and (12.23) that

Hy(X;, X, % 2,) = He(f 0 B, (JP\ {0}) n B’ Z,)
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and thus
He(f2 0B, (f2\10}) nB'32,) = Hi(J n B, (F \ {0}) n B 2,) (12.27)

if the radius of B’ is sufficiently small.
Finally, as the isomorphism class of (12.20) does not depend on the radius, and as
fi(w) = fy(w) for all lull < §, it follows that

H(f) 0B, (f\{0}) n B3 2,) = Hy(f* n B', (F \ {0}) n B'; 2,)
and thus by (12.27)
Hy(f2 0B, (f2 \{0}) n B Z,) = B (f2 n B, (f2\ {0}) n B'; Z,).

Consequently, d; (t) = dy(ty) for all ¢ € [ty — n, &y + n] N [a, b] and all k. This in particular
shows that dy(a) = di(b), k € Ny.

The final step of the proof for a finite-dimensional 3 links d;(a) and dy(b) to the
Morse index of H, for t = a, b. As 0 is a nondegenerate critical point, by the Morse lemma
(see, e. g., [132, Theorem 8.3]) there is a homeomorphism h; between neighborhoods of
0 in 3 such that h,(0) = 0 and

ilh(w) = 3 (.

Consequently, for g, = f; » h, and any sufficiently small closed ball B" about 0 in I,

H(f? nh(B"), (f2\{0}) n hy(B"): Z,) = Hy(g] n B". (g \ {0}) n B Z,).

As f; is nondegenerate, it follows that I is the orthogonal sum of ; and H; such that
& is positive definite on J; and negative definite on ;. Define a deformation D of B”

by

D:[0,]1xB" > B", (suy—u +@1-su',
where u = u” +u" is the decomposition of u according to the splitting H = 3, ®3(;. Then
g(D(s,u)) = g,(u") + (1 - )’ g,(u”) which shows that H; nB" is a deformation retract

of g’ nB" and 3; NB" \ {0} is a deformation retract of g’ N B" \ {0} by the homotopy D.
Now set N = dim 3, which is the Morse index t_(H,). Then, if N > 1,

Hi(g{ nB", (g0 \ {0}) nB"; Z,) = Hi(3; nB", (3 \ {0}) nB"; Z,)
= H,(B",s" % z,),

where BY is the closed unit ball of dimension N in 3{; and $¥ is its boundary, and for
N=0
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Hy (g nB",(g/ \ {0}) N B";Z,) = H,({0},0: ).

Thus for ¢ = a, b the groups (12.20) are isomorphic to Z, if k = (_(H,) and trivial other-
wise.

In summary, if there is no bifurcation, then d;(a) = dy(b) for all k and thus the
Morse indices of H, and H), coincide. This shows Theorem 12.2.1 under the additional
assumption that K is of finite dimension.

Step 2 (Finite-dimensional reduction and proof in the general case).

For the proof of this step and thus Theorem 12.2.1, we closely follow [146]. First, note
that it suffices to prove the statement for families of functionals f : [a,b] x H{ — R such
that H; € FB,(H), t € [a,b]. Indeed, the family of functionalsf : [a, b] x 3 SR given
by

z 1 1
Few,wv) = fi@ + 2wl = 2 Ivi*

has the same bifurcation points of critical points as f. Moreover, the corresponding
Hessians H, are in FB, () and

Sf(t € [a,b] — H,) = Sf(t € [a,b] — H,)

by Theorem 4.2.1(v). Thus it will henceforth be assumed that H, € FBg, (). By
Theorem 5.9.3, there are paths M : [a,b] - G(H), K : [a,b] — K(H) and a symmetry
Qsuch that M{H:M; = Q + K, for all t € [a, b]. Let us set

fiw) = f,(Mu)

and note that Vf;(u) = M; (Vf,)(M,u), as well as H, = M;H,M,. As the operators M, are
invertible, the families f and f have the same bifurcation points. Moreover, it follows
from the homotopy invariance of the spectral flow in the form stated in Corollary 4.2.5
that Sf(t € [a,b] — H,) = Sf(t € [a,b] — M;HM,). Thus it is enough to prove The-
orem 12.2.1 under the additional assumption that H, = Q + K; for a symmetry Q and
compact symmetric operators K;, t € [a, b].

Let now ¥, denote the eigenspaces of Q for the eigenvalues +1 and let (e} )y be
corresponding Hilbert bases. Moreover, let 3(, be the span of {e; : k = 1,...,n} and
denote by P, the orthogonal projection onto J(,. Note that P, commutes with Q and
thus Q(¥(,) = H,, as well as Q(3(;y) = H; .

Lemma 12.2.4. Thereis ny € N such that for alln > ny,
) (A-P)Hly € G(H;) fort € [a,b];
(i) sH,+(1-s)((1-P,H,1-P,) +P,H:P,) € G(H) fort =a,bands € [0,1].
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Proof. Let us first note that
(1 - Pn)Ht|9{i = Q + (1 - Pn)Ktlj—Ci

is a compact perturbation of an invertible operator and thus a Fredholm operator of
index 0. Therefore, to prove the first assertion, it is sufficient to show that (1 - Pn)Htlgﬁ
is injective.
As |Qull = [lul,
|1~ PQu| = lQull = Jul, u e G, (12.28)

Moreover, since t € [a,b] — K; is a continuous family of compact operators, the set
{K;(u) : t € [a,b], |lu|] =1} is relatively compact. As 1 — P, converges uniformly to 0 on
compact subsets of 3, there exists n, € N such that

[Q-P)Ku| < %Mull, ued, telabl, n>ny.
Hence one obtains from (12.28)

1 L
|- PyH,W)]| = |1-Py)Qu+ (1-P)K.u| > E||u||, uekX

n>

showing the injectivity of (1 - P,)H|g¢:.
To show (ii), let us note at first that by a direct calculation

sH, + (1-s)((1- P,)H,(1- P,) + P,H,P,)
= Q+sK, + (1-s)((1- PK,(1-P,) + P,K,P,),

which are all Fredholm operators of index 0. Let us now assume by contradiction that an
n, asin the assertion does not exist. Consequently, there are sequences (U,;)pen lUnll = 1,
and (S,)pen Such that

Qu, + s, K u, + (1-s,)((1-P,)K,(1-Pyu, + P, K,Pu,) =0, neN.

As K, is compact and P, converges on compact subsets of 3 to the identity, one sees that
there is a convergent subsequence of (Q(u,)),cn- Henceforth, let us denote this sequence
by the same indices and assume as well that s, converges to some s* € [0,1]. It follows
from the invertibility of Q that (u,),\ converges to some u € H of norm 1. Thus

’}erolo(l -P)K,(1-P,u, =0, r}LIgoPnKaPnun =K,u,
and so
Hyu=Qu+Ku=Qu+s"Ku+(1-s")Ku=0,

in contradiction to the invertibility of H,. Of course, the same argument applies to the
invertible operator Hj,. O
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Let us now set H;' = Py Hilg, + Hy — 3, and note that it follows from Lemma 12.2.4
combined with Theorem 4.2.1 and Proposition 4.3.1 that for n > ny,

Sf(t € [a,b] — H,) = Sf(t € [a,b] » H') = _(H}) - t_(Hy). (12.29)

For reducing the nonlinear problem to finite dimensions, the following technical lemma
is needed.

Lemma 12.2.5. Let H be areal Hilbert space, U c 3 an open neighborhood of 0 € U, and
f :[a,b]xU — R a continuous family of Cz-functionals. Let F(t,u) = (Vf;)(u) and assume
that F(t,0) = 0 for all t € [a,b]. Suppose that there is an orthogonal decomposition
H =X @Y, where X is of finite dimension, and such that for

Ft,u) = (Ftx.y). Ftxy)eXeY, u=xy)ecXeoly,

one has that (Dsz)(t, 0,0) : Y — Yisinvertible for all t € [a,b]. Then:
(i) There are an open ball By, = Bs(0) ¢ X and a unique continuous family of Cl-maps
n:[a,b] x Byy — Y such that n(t,0) =0 forallt € [a,b], and

Fy(t,x,n(t,x)) =0, (t,x) € [a,b] xBy. (12.30)

(ii) Let the family of functionals f : [a,b] x By — R and themap F : [a,b] x By. — X be
defined by

ft.x) =f(t,x,n(t,x)), F(t,x) = Fy(t,x,n(t,x)).
Then f is a continuous family of C>-functionals on B and
Vf(t,x) = E(t,X), (t,X) € [a,b] x B. (12.31)
Proof. Let us first consider the map F, : [a,b] x X x Y — Y defined by
Fy(t,,3) = Fy(t, X, (DyFy(,0,0)) ),

and note that Dyfz(t, 0,0) = 1y. Obviously, a map # as in (12.30) exists for F, if and only
if it exists for F,. Thus we can henceforth assume without loss of generality that

DyFy(t,0,0) = 1. (12.32)
Now consider C : [a,b] x (X x Y) —» X x Y defined by
Ct,x.y) =y - F(t,x,y)

and note that DyC(t, 0,0) = 0 forall t € [a, b] by (12.32). As DyC(t, X,y) is continuous by
assumption, there exists € > 0 such that
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1 — —
||DyC(t, x| < X (t,x,y) € [a,b] x By ¢ X By,
where Ex‘g and 1_315 ¢ denote the closed balls of radius ¢ in X and Y. Consequently,

1 - -
[cxy) - C(t.x.y')| < E|[y -Y'|. (&x) €[a,b] xByg, y,y' € By.,. (12.33)
As F,(t,0,0) = 0, there is § < € such that
& —_
[C(t,x,0)| = |F(t,x,0)|| < 7 (G0 elablxBys

and one obtains from (12.33) that, for (t,x,y) € [a,b] x By s x By,
[Ctx»)| < [Ct,x,y) - Ct,x,0)| + |C(t,x,0)| < €.

Thus for each (¢, x) € [a,b] x By s, the map C(t,x,-) : By, — By, is a strict contraction
and thus has a unique fixed point 7(t, x). As these fixed points depend continuously on
parameters, one obtains a continuous map 1 : [a,b] x Ex)é‘ — Y. Note that n satisfies
(12.30) and thus for each fixed ¢, n(t, -) is the unique map that can be obtained from the
classical implicit function theorem. The latter theorem also shows that

Dyn(t, x) = —=(DyFy(t,x, n(t, x)))leXFz(t, x, 1(t, x)),

which implies that D, n(t, x) depends continuously on (¢, x) € [a, b] x Ex’é‘.
Finally, (12.31) is a direct consequence of the chain rule and (12.30). O

Let us now set X = 3, Y = H; and consider the splitting F = (F], F}), where
Fl'(t,u,v) = P,F(t,u,v), Fj(t,u,v) = (1-P,)F(t, u,v).

As D,F;(t,0,0) = (1 = Pp)Hlgc: : 3G — I is an isomorphism for n > ny by Lem-
ma 12.2.4, one obtains from Lemma 12.2.5 a family of functionals f : [a, b] x B, — R for
some open ball B, ¢ %, such that each bifurcation point of critical points of f is also a
bifurcation point of f. Thus it suffices to show that f has a bifurcation of critical points
from the trivial branch if (12.29) is nonzero. The following proposition is the final step
in the proof of Theorem 12.2.1.

Proposition 12.2.6. For the Hessians ﬁ? of the functionals ft at 0 € H,, there exists
ny > ng such that forn > ny andt = a, b, ﬁ? is invertible and

n

C(H}) = C(H).

Proof. Let n} : B, — 3, be the continuous family of Cl-maps as specified in Lem-
ma 12.2.5 for the splitting H = 3, ® H;,. Set C;' = Dyn}. By differentiating (12.30) implic-
itly, it follows that
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-1 -1
Ct = ~(DyF5(t,0,0)) DFy(,0,0) = ~((1 = Py)H;lgcs) (1= Pp)Hlae, -
Now
(1-P)H, = Qu+ (1-P)Ku, ue ;.

As (1 - P,)K; converges uniformly to 0 on bounded sets, there is k ¢ N such that for
t=a,b,

1
[@-PyKu| < Ellull, uecd, n=k.
Consequently, as [|Qu| = |lul| for all u € K,
1 L
|1-PHu| > z||u||, ued,, n>k,
which shows that
-1 1
(A =P)Hlsc:) || < 3 Nz k, t=a,b.
Using once again that H, = Q + K;, this yields
a1 1
It < Z1A=PR)@ + Klac,| = 510~ PKilsc | =0 asn — oo,
because (1-P,)K; converges to 0 in B()) asn — oo by the compactness of ;. Moreover,
there is a constant ¢ > 0 such that ||Hfu|| = |P, Hu| > c|lu|| for all u € 3, and all n € IN.
Finally, it follows from the definition of H. ? that
H, = P,H,(1+C") = H' + P,H,CL,

and thus there is n; € N such that ﬁ? is invertible and has the same Morse index as H;'
forn>n;andt =a,b. O

Proof of Theorem 12.2.1. This now follows from the finite-dimensional case, the previous
Proposition 12.2.6, and (12.29). O

12.3 Applications to Hamiltonian systems

The aim of this section is to study bifurcation of periodic solutions of families of Hamil-
tonian systems of the form

11“(3) + Vi F(t,5,u(s)) =0, s € [0,27], (12.34)

u(0) = u(2m),
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where I is the 2N x 2N symplectic matrix that was already introduced in Section 2.1,
F:[0,1] xRxR?¥ — Ris 27r-periodic in s, satisfies a number of regularity assumptions
stated below, and

Vv, F(t,s,0) = 0.

The function F is called the Hamiltonian. Its arguments are the exterior parameter t, the
time variable is denoted by s, and finally, u are the phase space points. Usually, the Hamil-
tonian is denoted by the letter H which, however, here is reserved for the Hessian further
down. The Hamiltonian system (12.34) is called semilinear because it is linear in the time
derivative, but in general F is not linear in u. Furthermore, (12.34) is called autonomous
if the Hamiltonian has no explicit dependence on time, namely F(¢,s,u) = F(t, u). Let
us also note that in many situations the dependence on t is of the form F(t,u) = tF(u)
where then ¢ is proportional to the period of periodic orbits that one is looking for. Ex-
amples of systems like (12.34) not only come from classical mechanics, but also geodesic
equations can be written in such a Hamiltonian form.

Now, clearly, the constant function u = 0 is a solution of (12.34) for all ¢t € [0,1].
One is then interested in finding bifurcation points at which new branches of solutions
arise. One way to address this problem is to study the linearization of (12.34) at u = 0. It
is given by

{Iu(s) +(V2F s o)u(s) =0, s e[0,27], (1235

u(0) = u(2m),

and thus of the form (7.6). Periodic solutions of this equation can be accessed by the
oscillation theory techniques of Section 7.3, see also Section 2.5 for a discrete time set-
ting. It is then an analytic issue to connect those solutions to solutions of the nonlinear
problem (12.34). For the problem of finding periodic geodesics, this was the route fol-
lowed by Bott [35]. Here another strategy will be followed: one first constructs a family
f; of functionals on a suitable Hilbert space of functions u for which the critical points
are just the solutions of (12.34). For these functionals, one can then apply Theorem 12.2.1.
This was firstly done by Fitzpatrick, Pejsachowicz, and Recht in [85], which is the main
reference for this section.

Throughout the analysis, the following technical assumptions are supposed to
hold [22]:
(HD) F e C*([0,1] x R x R™, R);
(H2) F is 2m-periodic in the s-variable;
(H3) There are ¢ > 0 and r > 2 such that for all (¢, s, u) € [0,1] x R x R?,

o°F

5z 65 w| + (V) s.w] < 1+ ul™)

(t,s,u)

(H4) V,F(t,s,0) =0for (t,s) € [0,1] xR.
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As a technical preliminary, let us begin by introducing the spaces that will be needed be-
low to apply Theorem 12.2.1. The unit circle s! will be identified with R/(2nZ) = [0, 27).
Let us first recall that L2(S", R?") consists of all functions u : [0,27) — R? such that

u(s) = co+ ). (ay sin(ks) + by cos(ks)), (12.36)
k=1

where ¢y, a, by € R?Y, k € N, and

. 2 2
> (lagl® + 1by|*) < oco.
k=1
The scalar product on LA(S!, R?) is given by
o) ~
(ulvypz = 2m{coléy) + z ({aglay) + {blbg)),
k=1
where &, and @, by denote the Fourier coefficients of v e L*(S, R%). The subset
W%’2($1, R™ ) of all functions u € LZ(Sl, R™ ) such that
(e8]
Y k(lagl* + bl*) < oo (12.37)
k=1

is a Hilbert space in its own right with respect to the scalar product

o0
(ulv)w%,z =21(Cy|Co) + T z k({aylay) + (bylby)), (12.38)
k=1
and the embedding
w2(sLRY) < 12(sh, RY) (12.39)

is compact for every p € [1,00) (e.g., [3, §3.1]). Note that elements in W%’Z(Sl,IRZN ) do
not need to have continuous representatives. In contrast, replacing k by k? in (12.37)
and (12.38), one obtains W*($?, R¥") and elements in this space can be represented by
absolutely continuous functions having a square integrable first derivative.

The first aim is t9 construct a family of C2-functionals f : [0,1] x  — R on the
Hilbert space H = W2%($*, R?") such that the critical points of f, are the weak solutions
of (12.34). Let us first note that there is an orthogonal decomposition H = €, @ Eg @ E_,
where

& ={ueH:u=cycy e R™}

and
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o
&, = <|u eH:u(s) = z (ay cos(ks) F Iay sin(ks)) with a; € ]RZN}.
k=1

Let P, denote the orthogonal projections in 3 onto &,. For u as in (12.36), one has ex-
plicitly
(P,u)(s) = % > ((ay - Iby) sin(ks) + (Iay, + by) cos(ks))
k=1

and
(P_u)(s) = % i ((ay, + Iby) sin(ks) + (~Iay, + by) cos(ks)).
k=1

Next let us define a bilinear form by
I HxH->R, T(uv)=(P.u-P_ulv)qy. (12.40)

Foru € W1’2($1,IR2N), the definition of €,, and the definition of the scalar product in
wr2(s!, R?) allow verifying by a direct computation that

2
I'(u,v) = J Ji|v)ygav ds, v eH. (12.41)
0

Now consider the family of functionals

21
0 xH >R fltu) = %I‘(u, ) + jF(t, s,u(s)) ds. (12.42)
0

The following proposition shows, in particular, that the critical points of f; are the weak
solutions of the Hamiltonian system (12.34).

Proposition 12.3.1. The map f defined by (12.42) is C* and
Vfi(w) = (P, — P_)u + G(t, u),

where

2

(G(t,w)|v),, = J (VL E(t,s,u(s))[v(8))gov dS, U,V € H. (12.43)
0

Moreover, the Hessian H; of f; at 0 € HH is given by
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(UIHWY g = Tw,v) + | (U(S)|A(S)V(S)) v dS, U,V € K, (12.44)

o—¥

where
Al(s) = V2F(t,5,0), (t,s) € [0,1] x R.

Proof. The proof closely follows [205, Appendix A]. Let us first briefly recall that a map
G : X — Y between Banach spaces X, Y is Gateaux differentiable at x, ¢ X if for all
h € X the limit

dG(xg; h) = hm (G(u +7h) — G(w))

exists. Moreover, G is (Fréchet) differentiable in X, if there is D, G € B(X, ) such that

G(xy + h) — G(x, D, Gh
T OIIhIIH(O ) = Glxo) = Dy, Gh| =

Of course, if G is differentiable, then G is Gateaux differentiable and dG(xy; h) = (D,(0 G)h.
Moreover, if G is everywhere Gateaux differentiable and for all x there is A(x) € B(X, Y)
depending continuously on x and such that dG(x; h) = A(x)h, then G is differentiable
and D, G = A(x).

One only needs to discuss the second term in the definition of f : [0,1] x H{ — R
as the first is clearly smooth and its first and second derivatives are as stated in the
proposition. Thus let us henceforth consider the family

o
g:0,1]xH >R, g(tu)= JF(t,s, u(s)) ds
0

Note that by (H3) there is a constant d > 0 such that for all (¢,s,u) € [0,1] x R x R,
IV Bt s, W] < d(@+ ful™). (12.45)

Let us now first show that g(t,-) : H — R is Gateaux differentiable for every fixed
t € [0,1]. Letu,h € H,s € stand 0 < |7| < 1. By the mean value theorem, there is
A € (0,1) such that

|—i||F(t, S, u(s) + th(s)) — F(t,s,u(s))| = [|(V,E)(t, s, u(s) + Ath(s))h(s)||

<d(+ (Jus) + [r©)]) A
<d1+ 27 (Jue)] ™ + [h) )R],
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where (12.45) was used. As the embedding (12.39) is in particular continuous, ||u(s)|" -1
and [|h(s)|" ~larein Lz(Sl, R™ )- Thus the right-hand side in the latter inequality is inte-
grable by Holder’s inequality, and it follows from the dominated convergence theorem
that

am
lirr(1) %(g(t, u+th)-g(tu) = hH(l] J %(P(t, s, u(s) + th(s)) — F(t, s, u(s)))ds

0
2

= J <VMF(t> S, u(s))lh(s»]RzN ds.
0

Let us now set G : [0,1] x 5 — X as in (12.43) and show that G continuously depends
on (t,u) € [0,1] x H.Ifh : [0,1] x [0,2771] x R® — R is continuous and satisfies the
estimate

It s, w)] < &1+ Jul?) (12.46)

for some ¢ > 0 and 1 < p,q < oo, then h(t,-, u) € LI(S!, R?) for all u € LP(S', R?") and
the superposition operator

[0,1] x LP(SY, R™) — LU(SL R™Y),  (t,u) — h(t,- u)

is continuous. A proof of this fact without a parameter ¢ can be found in various text-
books in nonlinear analysis and is a rather straightforward application of the domi-
nated convergence theorem (cf, e.g., [5, 205]). The above parametrized version only
requires minor modifications of the argument. Now let r* be the conjugate exponent
ofr,ie, ,1, + rl = 1. Because then rL = r -1, it follows from (12.45) that the super-
position operator VF : [0,1] x L"(S}, R®) — L (s", R?) is continuous. Finally, let
(ty,uy) — (t,u) € [0,1] x H. Then by the Holder inequality,

2
J (VuF(ty, s, un(s)) — V E(t, s, u(s))|v(s))ds
0

< “VuF(tn: ) un) - qu(t> ) u) r* "v"r

< ||V F (b, - ) — V E (8, 1)

(Gt ) - Gt W|V)| =

reVllacs
where ¢, > 0 exists by the boundedness of the inclusion (12.39). Thus
|Gty up) - G(t, w|| < ¢ |V F(ty, - uy) = V, F(t, 5 u)]|,» =0, n— oo,

which shows the continuity of G : [0,1] x H — H. In summary, it has been shown that
the functionals f; : H — R are continuously differentiable, their derivatives are given
by (12.43), and they depend continuously on (¢, u) € [0,1] x J.
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Differentiation under the integral sign yields the partial derivative of g with respect
to t, and its continuous dependence on (t,u) € [0,1] x H follows once again from (H3)
and (12.46).

The assertion about the second derivatives of f can be obtained from (H3) by direct
modifications of the above arguments. O

The following lemma shows that the Hessians H, in Proposition 12.3.1 are actually
Fredholm operators.

Lemma 12.3.2. The Hessians H,; of f; at 0 ¢ X are of the form H, = A + K,, where
A € FB,(H) is a self-adjoint Fredholm operator and K is a continuous family of com-
pact operators.

Proof. Atfirst, letus set A = P, — P_, which clearly is an element of FBZ, (). Secondly,
the maps

2
B : L*(SL, R¥Y) x LA(SLR™M) - R, (u,v) — J (U(S)|A(SHV(S)) gov dS
0

restrict to a continuous family of bounded bilinear forms on K, and thus
(UIKv)gc = Be(w,v),  u,v e,

defines a continuous family of bounded self-adjoint operators K, on H such that
H, = A+ K, t € [0,1]. It remains to show the compactness of K;. Let (u,;),en and
(Vi)nen be sequences in 7€ which weakly converge to some elements u,v € 3. From
the compactness of (12.39), it follows that they converge strongly in L*($*, R?). Con-
sequently, (K;u,|v,)5 = B:(uy, v,) converges to B,(u,v) = (K;ulv)4;, which shows the
compactness of K;. O

The previous lemma implies that ¢ € [0,1] — H, is a continuous family of bounded
self-adjoint Fredholm operators in 3. Thus Sf(t € [0,1] — H,) is well defined and, if it
is nontrivial and H,, H; are invertible, then there is a bifurcation of critical points for f
by Theorem 12.2.1. Actually, by using relatively standard regularity arguments, this will
next be improved.

Theorem 12.3.3. If
Sf(t € [0,1] —» H;) # 0

and the linear equations (12.35) only have the trivial solution for t = 0,1, then there are
a sequence (t,),cn converging to some t* € (0,1) and a sequence (i) cp < C1(S!, R?Y)
converging to 0 with respect to ||[ull¢1 = llully, + litlls, Such that u, is a nontrivial periodic
solution of (12.34) for t,.
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Proof. The argument closely follows [156, § 6]. Let us first show that every critical point
of f; isin Cl(Sl, ]RZN). If u € H is a critical point of f;, then one obtains from (12.41) that,
for v e WH(sh, R¥Y),

2

(Vufd)@)v) 1, = j (V) gy + (Y F(t, 8, U)|[V) v ) ds = 0. (12.47)
0

Plugging into this formula for v the 2N constant functions given by the standard basis
of R? yields 102” V,F(t,s,u)ds = 0. By using a Fourier expansion, it can be shown that

for all v e L*(S!, R?") such that % jozn vds = 0 and every £ ¢ R?, there is a unique
i ¢ WS, R?) such that % jOZﬂ itds = ¢ and o,it = v. If one applies this fact to

v = IVF(t,s,u(t)) and & = % IOZH uds, one obtains a unique w ¢ Wl’z(Sl,lRZN) such
that

2 2n
J wds = J uds, w=IV,F(t,- u. (12.48)
0 0

Now let us take the scalar product of the latter equation with Iv for v e W (s, R*?")
and integrate by parts to obtain

2
J (WD) gav + (V,E(t, s, W)|V) g ) ds = 0.
0

Comparing this to (12.47) yields the L-orthogonality relation

m
J (U—w|IVypwds =0, ve Wl’Z(Sl,]RZN).
0

This shows that u and w can differ only by a constant function which is actually zero by
the first equation in (12.48). Consequently, u € W(s!, R?) satisfies

Iu+V,F(t,,u)=0 (12.49)

almost everywhere. As every function in W%($t, R?) is continuous, it actually follows
thatu € C(Sl, ]RZN). Finally, (12.49) shows that u € Cl(Sl, ]RZN).

The same argument applied to (12.44) yields that the kernel of H, consists of the
classical solutions of (12.35). Thus if (12.35) has only the trivial solution for ¢ = 0,1, then
H,, H, are invertible.

It remains to show that the sequence u,, converges to 0 with respect to the ! norm.
Let us first note that u,, — 0in L*($*, R%") as the embedding H — L*($*, R?") is contin-
uous. It follows by (H3) and an elementary estimate as in the proof of Proposition 12.3.1
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that V,F(t,,.u,) — 0in LZ(Sl,]RZN), and thus i, — 01in LZ(Sl, ]RZN) as u, satisfies
(12.49). Since u,, and 1, tend to zero in L2(S', R*"), one sees that u,, — 0in W*(s!, R?Y),
As the embedding W"*(S', R?) — c¢($',R?") is continuous, it follows that u, — 0
in C($*, R*"). Finally, (12.49) shows that i, — 0 in C(S}, R®), and thus u, — 0 in
Cl(Sl, IRZN) as claimed. O

Note that it will usually be relatively easy to figure out if the linear equations (12.35)
have nontrivial solutions for ¢t = 0,1. Moreover, by Proposition 7.3.1, the spectral flow
in Theorem 12.3.3 is the Bott—Maslov index of a path of Lagrangians obtained from the
fundamental solutions of (12.35). However, Theorem 12.3.3 can only be useful if there are
appropriate ways to obtain the latter number. This is the topic of the remainder of this
section.

Let us first consider the case that (12.34) is a higher-order perturbation of an au-
tonomous system, i. e., we assume in addition to (H1)-(H4) that
(HS) A, = VﬁF(t, s,0) does not depend on s.

Then (12.35) is autonomous and has a nontrivial solution if and only if 1 is an eigenvalue
of the matrix exp(2mIA,). The latter is equivalent to the existence of some k € Z such
that k: is an eigenvalue of IA,.

The next aim is to obtain an explicit formula for the spectral flow of ¢ € [0,1] — H,
under the additional assumption (H5). Let us consider for k > 0 the spaces

V. = {asin(ks) + bcos(ks) : a,b € lR?‘N} c K,

and note that it follows from (12.41) and (12.44) that each space V), is invariant under the
operators H,. Let ey, ..., ey, ey.1- - . €y be the standard basis of R?. This yields a basis
of V) for k € N by

(U, ..y, Vv, (12.50)

where uf = sin(ks)e; and vf = cos(ks)e; fori =1,...,2N. Asle; = e,y fori =1,...,N,
itis readily seen from (12.41) and (12.44) that H|y,, k € N, is given with respect to the
basis (12.50) by the 4N x 4N-matrix

1a, 1
Bi(t) = <’< | > (12.51)

1
xAe

Moreover, {ey, ..., ey} is a basis of V, and L[y, is given by multiplication by 4.

The aim is to find a decomposition H = X @ Y into closed subspaces that reduce the
operators H, and are such that dim(X) < oo, as well as Hy|y € G(Y), t € [0,1].

Let my, € N be such that B, (t) is invertible for all k > m; and t € [0,1]. Then the
operators Hly, : Vi — V) are invertible as well for k > m,. Let us now consider the
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spaces X = EBT:OO V. and Y = X*. The operators H, are reduced by the decomposition
H =X oY, and one obtains from Theorem 4.2.1(v)

SE(t € [0,1] = H,) = Sf(t € [0,1] = H,ly) + Sf(t € [0,1] > H,ly).

As Hly € FBg,(Y) and Hly, : Vi — V is invertible for k > m, + 1, it follows that H,|y
is invertible for t € [0, 1]. Consequently, by Theorem 4.2.1(i),

Sf(t € [0,1] — H,) = Sf(t € [0,1] > H{|), (12.52)
and so the spectral flow computation is reduced to finite dimensions. Moreover, one

obtains from Theorem 4.2.1(i) and (v) that

Sf(t € [0,1] — H,) = Zo Sf(t € [0,1] = Hyly, )
k=0

=) Sf(t € [0,1] = Hyly,), (12.53)
k=0

where it was used once again that H|y, : V) — 'V is invertible for k > m,.

Let us now consider Hy|y, for somek =0,1,2,.... AsV is of finite dimension, there
is a single a > 0 in (4.4) such that spec(Htlvk) c [~a,a] and all elements in spec(Ht|Vk)
are eigenvalues of finite multiplicity. Thus

Sf(t € [0,1] = H,) = % Tryc(Paq —Pyy —Prg + Pyy) (12.54)

By Lemma 4.1.1, Tr(|_, 4;(H,)) is constant on [0, 1], and one obtains, as in the proof of
Proposition 4.3.1,

Trgc(Pay) — Trac(Pgg)
= Trg¢(Pg ) + dim(Ker(Hp)) — Trq¢(Py,) — dim(Ker(H,)).
Plugging this into (12.54) yields
Sf(t € [0,1] > H,) = Trg¢(Py,) — Trac(Py4)
+ %(dim(Ker(Ho)) — dim(Ker(H,)))
= (Hoply,) - t_(Hyly,)

+ %(dim(Ker(Ho)) — dim(Ker(H,)))-

Let us now assume that H,, H; are invertible. Then, with respect to the basis (12.50),

Sf(t € [0,1] = Hly, ) = t_(Bx(0)) — t_(Bx(1)), k€N,

(12.55)
Sf(t € [0,1] Ht|v0) = 1_(A) - L_(4y).
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Moreover, the matrices By (i), i = 0,1, are invertible as well, and thus

2 Sig(B(D) = 2N - (B (D).

Consequently, by (12.53),
18, .
Sf(t € [0,1] = H,) = (_(Ag) — L_L(A)) + 5 > (Sig(B(1)) - Sig(Bx(0))).
k=1

As By (i) converge to matrices of signature 0, the series Y >, Sig(By (1)), i = 0,1, converge
as actually only finitely many of their terms are nonzero. Thus the definition

138, ;
VA = L(A) - 5 " Sig(By (i) (12.56)
k=1
makes sense. The following theorem summarizes the above findings. It was proved along
these lines by Fitzpatrick, Pejsachowicz, and Recht in [85] and recently obtained by other
methods in [24, 107].

Theorem 12.3.4. If (H1)-(H5) hold, no eigenvalue of the matrices IA,, IA, is an integral
multiple of the imaginary unit 1 and

V(Ag) # V(4y), (12.57)

then there are a sequence (t,) e in [0,1] converging to some t* ¢ (0,1) and a sequence
(Uy)nen in CH(SY, R?Y) converging to 0 such that u,, is a nontrivial 2rr-periodic solution of
(12.34) for t,,.

The previous discussion has shown that the spectral flow of the family H;, t € [0,1],
of the Hessians (12.44) can conveniently be computed by (12.56). The main advantage
of the latter formula is that it provides a way to compute the spectral flow just from
the coefficients of the linearized equation (12.35). In particular, neither eigenvalues nor
eigenfunctions of the operators H; need to be determined. Note that (H5) is vital for the
arguments above as the spaces V, will generally not reduce the operators H, if S; de-
pends on s. Thus a simple formula as (12.57) cannot be expected to hold without assum-
ing (H5). On the other hand, Theorem 12.3.3 only requires a nonvanishing spectral flow,
and so it would be enough to have an estimate that yields its nontriviality. The following
theorem is called the comparison principle of the spectral flow.

Theorem 12.3.5. Lett € [0,1] — H; € FBg,(H) andt € [0,1] — Ht’ € FBq, (H) be two
paths such that H, and H| are Calkin equivalent for all t € [0,1]. If

HO < H(;; H1’ < Hl)
then

Sf(t € [0,1] = H/) < Sf(t € [0,1] = H,).
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Proof. Letusset K, = H] — H; and define a homotopy
(s,t) € [0,1] x [0,1] = h(gy) € FBgy(H)
by hs s = H; + sK;. It follows from Theorem 4.2.2 and Theorem 4.2.1(ii)—(iii) that

Sf(t € [0,1] = H,)
= Sf(s € [0,1] = hsp)) + SE(t € [0,1] — H) - Sf(s € [0,1] — hysyy),

which shows the assertion as
Sf(S € [O, 1] [and h(S,O)) > 0 and Sf(s € [0, 1] [and h(S,l)) < 0 (1258)

by Theorem 4.2.6. O

Let us now consider the equations (12.34) under the assumptions (H1)-(H4) and de-
fine fori= 0,1,

a; = inf inf (A;(s)ulu , .= sup sup(A;(s)uju .
b sel02n] ul= 1< (Sultyger. B se[O,IZ)n] ||u||£1< ()

Note thatinfy,,_; (4;(s)u, u) and SUP|y 1 (Ai(S)u, u) are the smallest and the largest eigen-
value of the symmetric matrix 4;(s), and

@iy < Ai(s) < Bilyy, X el (12.59)

Let us now assume that 8, < a; and consider the path t € [0,1] — H; € FBg,(H) of
self-adjoint Fredholm operators defined by

2
CH{uv) 1. = D)+ (By + 8@ - Bo)) [ vy ds,
0

where I'is the bounded bilinear form in (12.40). It follows from Lemma 12.3.2 that H, - H/
is compact for all t € [0,1]. Moreover,

21
((H = HOUY, 1. = [ (A = (B + e~ Bo) o ) e ds
0
_F 0, t=0,
Czo t=1,

by (12.59), and hence it follows from Theorem 12.3.5 that

Sf(t € [0,1] — H/) < Sf(t € [0,1] = H,).



416 —— 12 Spectral flow in bifurcation theory

Thus one obtains the existence of a bifurcation from Theorem 12.3.3 if
Sf(t € [0,1] — Ht’ ) > 0. Note at first that the crossing form of H' at a crossing t* is

I =a;—Bp >0,

and consequently only the existence of a crossing is needed. Now, the kernel of H/
consists of the solutions of

{m(s) +u(u(s) =0, se[0,2m], (12.60)

u(0) = u(2n),
where u(t) = By + t(ay — By)- The fundamental solution of this differential equation is

cos(u(t)s)lyy + sin(u(t)s)I,

which shows that there is a nontrivial solution of (12.60) if and only if u(t) € Z. Tak-
ing into account that ¢ is in the unit interval, it follows that Sf(t € [0,1] — H;) > 1if
(Bo> 1) N Z + 0. If one repeats the above argument for

21
<H{’”|V>W%,z =T(u,v) + (g + t(B; — ap)) j (ulv) gav ds,
0

under the assumption B; < ay, it follows that Sf(t € [0,1] — H;') < -1if one has
(1> ap) N Z + @. The following theorem summarizes these results.

Theorem 12.3.6. If (H1)-(H4) hold, (12.35) has only the trivial solution and either
Boa)NZ +8, or (B,a)NZ+0,

then there are a sequence (t,),cn in [0,1] converging to some t* € (0,1) and a sequence
(U)nen € CHSYL RN converging to 0 such that u,, is a nontrivial 2rr-periodic solution of
(12.34) for t,,.

Note that, similar to Theorem 12.3.4, the previous theorem allows obtaining the ex-
istence of a bifurcation point for (12.34) from the coefficients of the linearized equations
(12.35). Finally, applications of Theorem 12.3.5 to PDE can be found in [202]. Other meth-
ods to compute the spectral flow for applications in bifurcation theory of differential
equations are discussed in [145, 198, 199, 203, 150].
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A.1 Riesz projections

The following proposition resembles a few facts about Riesz projections associated to
a bounded operator T on a Hilbert space. Let us stress that Riesz projection are not
necessarily self-adjoint (and hence may also just be called Riesz idempotent).

Proposition A.1.1. Let A c spec(T) be a separated spectral subset, namely a closed subset
which has trivial intersection with the closure of spec(T)\A. Associated to AletT be a curve
in C \ spec(T) with winding number 1 around each point of A and 0 around all points of
spec(T) \ A. The Riesz projection of T on A is defined as

_ dz -1
Ry=Go—@-T" (A1)

The range and kernel of R, are denoted by €, = Ran(R,) and F, = Ker(R,). If A = {A} is

an isolated point in spec(T), let us also use the notation R, = Ry, €, = €,, and so on. The

following properties hold:

(1) R, isidempotent, namely an oblique projection, and €, and F, are closed subspaces.
Moreover; R, is independent of the choice of T.

(ii) Let T be invertible. Then T can, moreover, be chosen to have a vanishing winding
number around 0. If (T) ™" denotes the path of inverted complex points, one has

dz

R =
A 271
(e

(z-TH). (A2)

(iii) IfAand A’ are disjoint separated spectral subsets, then one has RyR, = 0 as well as
RAUA’ = RA + RAI.
(iv) For is a disjoint decomposition spec(T) = Ule A; in separated spectral subsets,
L
Zl:l RAI = 1.
(v) &, isinvariant for T and F, is invariant for T*. Moreover, dim(&,) = dim(‘fj).
(i) If®, and ¥, are frames for €, and Fy, and ¥, ®, is invertible, then

* =1k
Ry = @y (¥y0,) Wy

(vii) The orthogonal projections on &, and F, are Ry(RiRy)"'R; = ®,®; and
R; (RyR}) 'Ry = W, W;, respectively.

(viii) If dim(€,) < oo, then &, is the span of the generalized eigenvectors of T to A.

(ix) Letf be an analytic function on the convex closure of spec(T). Suppose that

f(spec(T) nA) N f(spec(T) \ A) = 0.
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Denote by Qg () the Riesz projection of f(T) on f(8), which is a separated spectral
subset for f(T). Then Qs = R

Proof. (i) Let I’ be another path with the same properties as I, but, moreover, encircling
every point of I' once. Then

(Ry)® —cﬁ c_[>2m(f ) '(z-1)"

_ df 1 1 oyl
- i; 21 Zm z-§ ,F¢-D--D7)

)—1 s - A2 ( _ )_1 ﬁ L

Zm Zm z— E Zm I 2mz - &

where in the second equality the resolvent identity was used, and in the third we used
Fubini’s theorem. Now the first summand vanishes because the integral over I' van-
ishes, while in the second summand the integral over ¢ is equal to —1. This shows that
(Ry)? = R,. In a similar manner, all the other properties of the Riesz projection are de-
rived.

(ii) As T is invertible, the integral over a sufficiently small circle vanishes and can
thus always be added with the right orientation to assure that I' has a vanishing winding
number around 0. The change of variable & = z* leads to

I O e B N G I N |
Ro= ¢ gem @) - ¢ (-1 E).
(0! o

Now the integral of the last summand vanishes because the winding number does by
assumption.
Proofs of items (iii) to (viii) are standard and can be found in [112].
(ix) Let y denote a curve in the resolvent set of f(T') circling once around f(A). Then
_ -1
Qry = E (f -f(1))
y

Now let us write the operator function (£ — f(T))™! also by holomorphic functional
calculus using a curve I' around spec(T'). But as A is a separated spectral subset of T, it is
possible to choose I composed of two curves I'; around A and I, around the remainder
spec(T) \ A. Moreover, I'; is chosen such that all of f(I';) is encircled once by y, and T,
such that f(T';) does not intersect y, which is possible by hypothesis. Now

0O e ™
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Exchanging the integrals gives
Qs = _( -7 4) - €1
& =Y om 27'[1 E-f(2) f (2) ' ) 2m & —f(z)

I

The first integral gives R,, while the second vanishes because the contour is chosen such
that there is no singularity encircled by y for z € I,. O

A.2 Norm estimates on roots

The first inequality goes back to Haagerup, see [143].

Proposition A.2.1. Let U € U(K) be unitary and T € B(H) be positive semidefinite,
namely T > 0. Then for a € [0,1],

Ilw, 7] < |, 7"

Proof. Recall that the roots x € [0,00) — x® are Herglotz functions and are therefore
operator monotone by Loewner’s theorem. Thus,

uT*U* = (UTU*)"
= (UTU" -T+T)"
< (Jutu* - T|| + T)°
<|lutu* - 1|* + T,

where the last inequality follows from the spectral theorem, applied to T, and the in-
equality (x +y)* < x* + y* for positive numbers x and y. Hence

Jur®v* - 19 < |uTU* - |,

which is equivalent to the claim. O
The next bound can be found in [128].

Proposition A.2.2. Let A,B € B(H) satisfy A > 0, B > 0. Then for a € [0,1],
|A® - BY|| < IA - BII“.
Proof. Let us apply Proposition A.2.1 to
A 0 0 1
T = , U= .
(o ) = o)

One finds
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0 B* - A 0 B-A
a a <
A" -B 0 A-B 0

which proves the lemma. O

a

>

A.3 Definitions and facts from topology

Many places in the book use notions and results from topology, some rather basic and
some fairly deep. This appendix collects these facts and provides references to the liter-
ature where more can be read up on them.

Definition A.3.1 ([79]). Let (X, Oy) and (Y, Oy) be topological spaces and, furthermore,

letf,F : X — Y be continuous maps.

(i) Space (X, Oy)is contractible if there is a continuous map h : X x [0,1] — X such that
h(x,1) = x for all x € X and h(x, 0) = X, for some reference point x,,¢ € X. Then h
is called a contraction.

(ii) Maps f and F are homotopic if there exists a continuous map h : X x[0,1] — Y such
that h(x,0) = f(x) and h(x,1) = F(x) for all x € X.

(iii) A continuous map g : Y — X is a homotopy inverse to fif fog : Y — Y and
gof : X — X are homotopic to the identity. Then both f and g are called homotopy
equivalences.

(iv) Spaces (X,0y) and (Y, Oy) are homotopy equivalent if there exists a homotopy
equivalencef : X — Y.

(v) Let (Y, Oy) be a topological subspace of (X, Oy). Then Y is a deformation retract of
X if there is a homotopy h : X x [0,1] — X such that foreveryx ¢ X andy € Y
h(x,0) = x, h(x,1) € Y and h(y,1) = y.

Section 8.6 applies a criterion of tom Dieck for homotopy equivalence [191]. It uses
Dold’s notion of a numerable cover of a topological space.

Definition A.3.2. Let (X, Oy) be a topological space. An open cover (X;) of X indexed by
the index set T is called numerable if there is a locally finite partition of unity (f;);co
such that the closure of the support of f; is contained in X;, namely, supp(f;) c X, for
everyt € 7.

A Hausdorff space X is called paracompact if every open cover has a locally finite
subcover. For such subcover one can then construct a locally finite partition of unity.
Hence any open cover of a paracompact space is numerable. Let us also recall a theorem
of Stone, stating that every metrizable space is paracompact.

Theorem A.3.3 ([191, Theorem 1]). Let (X, Oyx) and (Y, Oy) be topological spaces and let
¢ : X — Y be a continuous map. Let (X;) o, respectively (Y;) .., be numerable coverings
of X, respectively Y, indexed by the same index set T. Assume that ¢(X;) c Y, forallt ¢ T
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and that for every finite subset g c T the restriction map ¢, : [ \reg Xr = [ \reo Y induced
by ¢ is a homotopy equivalence. Then ¢ itself is a homotopy equivalence.

Next let us come to homotopy groups (e. g., [185, 188, 192, 103]). Recall that for a
topological space X, the set of connected components is denoted by 7,(X). It has no
group structure. Then for k € N, the homotopy group 7, (X, X,) consists of the homotopy
classes of base-point preserving homotopies of continuous maps f : (sk, Sp) = (X, Xg),
where s; € s¥ and Xy € X are any points. The group operation given by a suitable con-
catenation is abelian for k > 2, but not in the so-called fundamental group (X, x,). For
different choices of the base point s, these groups are isomorphic. If X is connected, this
definition also is independent of the choice of x,,. If Y is another topological space and
F : X — Y continuous, then the concatenation of elements in 7, (X, x;) by F yields an
induced group homomorphism F, : (X, xq) — 7,(Y,F(xy)) for alln € N.

Definition A.3.4. Two path-connected topological spaces X, Y are called weakly homo-
topy equivalent if there is some x, € X and a continuous map F : X — Y such that the
induced maps F, : m,(X, xg) — m,(Y,F(Xy)) are isomorphisms for alln € N.

The following theorem due to Whitehead explains the importance of the above no-
tion.

Theorem A.3.5 ([188, Theorem 6.32]). Amap F : X — Y between path-connected CW-
complexes is a homotopy equivalence if and only if it is a weak homotopy equivalence.

Note that the statement of the previous theorem is still true if X and Y are homotopy
equivalent to CW-complexes.

Theorem A.3.6. Every metrizable Banach manifold is homotopy equivalent to a CW-
complex.

Proof. This follows as every metrizable Banach manifold is an absolute neighborhood
retract (ANR) by [142, Theorem 5], and every ANR is homotopy equivalent to a CW-
complex by [89, Theorem 5.2.1]. O

In linear spaces, it is also possible to prove the homotopy equivalence of an open
subset to a CW-complex without assuming completeness, as shows the next result.

Theorem A.3.7. Every open subset of a normed linear space is homotopy equivalent to a
CW-complex.

Proof. Milnor showed in [134, Lemma 4] that a paracompact space A is homotopy equiv-
alent to a CW-complex if there is a neighborhood U of the diagonal in A x A and a map
A: Ux[0,1] — A such that A(a,b,0) = a, A(a,b,1) = b for all (a,b) € U, A(a,a,t) = a
foralla € A4, t € [0,1], and there is an open cover {V;};; of A such that V; x V; ¢ U and
AV xV;x[0,1]) = V; foralli € J.

Let now A be an open subset of a normed linear space. Then A is paracompact. For
any x € X, let V, c A be an open ball around x. Moreover, define U c A x A as the
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set of all (x,y) such that there is an open ball B c A such that x,y € B. Finally, define
A:Ux[0,1 - AbyAx,y,t) = (1 - t)x + ty. Note that, indeed, A(U x [0,1]) c A
by the definition of U. Moreover, A(x,y,0) = x, A(x,y,1) = y, for all (x,y) € U, and
Alx,x,t) = xforall x € A, t € [0,1]. Note that V, x V, c U as V, is a ball in A. Finally,
V, < A(V, x V, x [0,1]) by definition of A and this inclusion actually is an equality as for
Y.y; € Vyand t € [0,1], A(y, Yo, t) € V. O

The main tool of homotopy theory used here is the long exact sequence of homotopy
groups associated to a fiber bundle 7 : X — B where X is the total space, B the base
space, 7t is surjective, and, moreover, every point b € B has a neighborhood U such that
71(U) is homeomorphic to U x F where the fiber F is another topological space and the
homeomorphism is fiber-preserving. If B is connected (which will always be assumed
here), then F can be chosen to be the same for all b € B. The main fact is now that there
is an exact sequence of homotopy groups

e Hk(F) g ﬂk(X) b ﬂk(B) - Hk—l(F) —> e = ﬂl(B) 4 Ho(F) b 7T0(E) bd 0

While all these maps can be constructed quite explicitly, their particular form is not
needed here. At some places we will encounter a special form of fiber bundles, namely
principal bundles which arise in the following situation: let F be a topological group
acting continuously on X and let B be the space of orbits; if then ¢ : 7 (U) — U x F
is a local trivialization, the action is required to be equivariant in the sense that
o -u) =g d(u) for g € Fand u € U. The bundle structure theorem (e. g., [188, 192])
provides a convenient way to check that one has a principal bundle if X is a topological
group with closed subgroup F so that the base B = X/F is a homogeneous space. Let then
by =F e Band 7 : X — X/F defined by 7(x) = xF. A local section for 7 is a continuous
map p : U — X defined on a neighborhood U c B of b, such that 7 - p = id. If there
exists such a local section, then 7 : X — X/F is a principal bundle with principal group
F by the bundle structure theorem. Often, one encounters several principal bundles and
then one of the spaces, X, B, or F, has already known homotopy groups by a previous
result which is described next.

In a celebrated work [36] (see also [135]), Bott computed the (stable) homotopy
groups of the general linear group GL(co, C) = J,»; GL(n, C) equipped with the induc-
tive limit topology:

Z, kodd,
7 (GL(c0, C)) = 0 even (A3)

In Section 8.6, yet another type of a fiber bundle appears that is now introduced
a bit more detailed as it is far harder to find in the literature than the above types of
bundle.
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Definition A.3.8. A Hilbert bundle over the topological space X consists of a topolog-

ical space &, a surjective continuous map 7 : £¢ — X, a Hilbert space H, and a fam-

ily {(U}, 9j)}j¢y where ] is some index set, {Uj};¢; is an open cover of X, and each map

o n‘l(Uj) - UixH is a homeomorphism, such that

() &, =nY(x)is a Hilbert space for every x € X;

(ii) ifx e U, then (pj(EX) = {x} xH and oF is a linear operator when {x} x  is identified
with H by ignoring the first component;

(iii) if ¢;, : € — 3 denotes the invertible operator described in the previous item and
U; is another element of the cover {Uj};¢;, then the map

X €Uin Ui @iy 0 @y € GH) (A4)
is continuous.

Let us note that the latter item is redundant in case that J is of finite dimension,
a situation that will never be assumed in this section. Moreover, we only consider
Hilbert bundles over the space X and denote them as triples (&, 7, {(U;, 9;)};¢;). The set
{(U;, 9)}igy is called an atlas and it will now be shown that the families ¢;, o (p]‘}( of
invertible operators in (A.4) play a crucial role in the classification of Hilbert bundles in
the following sense.

Definition A.3.9. Let (&, 7, {(Ujl, (p})}jej) and (&,, 1y, {(Uz,go?)}id) be two Hilbert bun-
dles. They are called isomorphic if there is a homeomorphism F : & — &, such that
7y o F =1y (i.e, F(&,) = €y, X € X), eachrestriction F, = Flg : &1 — &;, is linear
(thus an isomorphism) and the maps

-1
XeU U o 0f, o Fyo(91,) € GH) (A5)
are continuous.

The latter condition is again redundant if K is finite dimensional.

Definition A.3.10. A setoftransition functions for X and G() consists of an open cover
{Ui}igy of X and a collection of continuous maps 7;; : U; N U; — G(3), i,j € ], such that

T j(X) © 700 = T, ;i(X),  x € UynUin Uy, (A.6)

and thus in particular 7;;(x) = id, as well as Tj’i(X) =T ,j(x)’l. Two sets of transition

functions {U7, Til)j}i jey and {UZ, Ti’l} k.le; for X are called equivalent if there are continuous

maps yy; : Ul-1 N U,f — G(H), k € 1,1 € J, such that
T3 100 = Y OT Y07, X e U U nUEn UL (A7)

Note that if (€, 7, {(U;, (oi)}ie]) is a Hilbert bundle, then TiJ(x) = Qix° (0]‘)1( € G(H),
i,j € J, yields a set of transition functions for X.
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Theorem A.3.11. The map which associates to a Hilbert bundle the set of transition func-
tions for X by (A.4) induces a bijection between the set of isomorphism classes of Hilbert
bundles over X and the set of equivalence classes of transition functions for X.

Proof. We denote by I' the map as in the statement of the theorem. Furthermore, let
(&4, 111, {(Ujl, (o})}je]) and (&,, 1y, {(U,%, (pi)}kd) be isomorphichyamap F: £, — &, and
let {Tij}i jey and {T,%)l}k)ld be the corresponding sets of transition functions. Define the
map py; : Ul-1 N U,% — G(H), i €], k €1 by setting

-1
Vii(0) = 0 o Fx o (01y) -

Note that this is continuous by (A.5) from the definition of an isomorphism. More-
over, (A.7) follows by a straightforward computation and thus {T}’j}i jey and {T,%),} k,leI are
equivalent. Consequently, the map T is well-defined.

To show that T is surjective, let us construct for every set of transition functions
{U;> Ty} jey @ suitable Hilbert bundle (€, 77, {(U;, ¢;)}iy) such that 7;; = ¢; (pj’1 on U;nU;.
Consider on

&= JUix 3 x{i}
ie]

the relation (x,u,i) ~ (y,v,j) © x =y, u = 7;;(x)v. Note that this is an equivalence
relation by the cocycle condition (A.6). Let £ = £/~ with the quotient topology and let
7 : & — X be defined by 7([x, u,i]) = x, which is well-defined and continuous. Con-
sider the map ¢; : 7 X(U;) — U; x K defined by ¢,([x,u,i]) = (x,u) and its inverse
q)i‘l(x, u) = [x,u,i]. Note that both are continuous and hence ¢; is a homeomorphism.
Moreover, r[(gol.‘l(x, w) = n([x,u,1]) = x, (x,u) € U; x H and thus ¢; is fiber-preserving.
Finally, let us note that (pi‘l(x, T,;(00u) = [x, 7;(0u, i = [x, u,j] = (pj‘l(x, u) forx e U;ny;
and u € H and thus 7;;(X) = ¢;4 o(pj’;. This firstly implies that the maps (A.4) are continu-
ous and thus the construction indeed gives a Hilbert bundle. Secondly, it shows that the
transition functions of the constructed bundle are given by the set of transition functions
Us Tijhijer-

For the injectivity of T, let (&4, 71, {(U}, 9D}ie) and (Ez, 71y, {(UR, 9} )}ker) be two
Hilbert bundles with equivalent sets of transition functions {(U}, Tl-l)]-)},- el and
{(U,f, T,il)}k)ld. Let yy; : Ul-1 N U,f — G(H) be the maps in (A.7). For e € &; such that
my(e) € Ul-1 n U,% let us set F(e) = ((oi)’l(x, Yki(Ou), where e = ((p})"l(x, u). If also
my(e) € U]-1 n U,Z, thene = ((p})’l(x, le’i(x)u) and thus by (A.7)

(99) 06 00T 00w) = (97) (6 T 00V 00U) = (9F) (6, Vit COW),

which shows that one obtains a well-defined map F : & — &, in this way. Note that F
is by construction fiber-preserving, and it is continuous as a local composition of con-
tinuous functions. Let us now consider a new family of maps yy; : Ul.1 n U,f — G(H)
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by P = y,;ll- and similarly define amap G : € — € by G(e) = ((p})’l(x, Vk,i(0Ou), where
e= (goi)‘l(x, u). Then for x € Ui1 n U,f andu € H,

(GoFo (o)) w = G((02) ™ (%, yii ()W)
= (@) 06 P00 Yriow)
= (w%)fl(x, u),

which shows that G o F is the identity on €. Likewise it follows that F o G is the identity
and thus F is a homeomorphism. Finally, let us note that the condition (A.5) holds as it
is by construction of F equivalent to the continuity of the maps y, ;. Thus €, and &, are
isomorphic Hilbert bundles. O

If € = X x H and 7 is the canonical projection onto X, then (€, 7, {(X,id)}) is called
the trivial bundle. More generally, a bundle (€, 7, {(U;, 9;)};¢;) is called trivial, if it is iso-
morphic to the trivial bundle.

Theorem A.3.12. Every Hilbert bundle (€, 7, {(U;, ¢;)}iy) having an infinite dimensional
model space H and a paracompact Hausdor{f space X as base space is trivial.

Proof. This follows by combining the previous theorem with some standard results
from algebraic topology. First, sets of transition functions for a space X can be defined
verbatim as in (A.4) for a general topological group G instead of G(J). The notion of
equivalence in (A.7) is the same when replacing everywhere G(H) by G [188, Defini-
tion 11.6]. By [188, Theorem 11.16], the set of equivalence classes of transition functions
is in one-to-one correspondence with the set of equivalence classes of G-principal bun-
dles over X. Now by [192, Theorem 14.4.1], for every topological group G there is a
topological space BG such that the set of isomorphism classes of G-principal bundles
over a paracompact Hausdorff space X is in one-to-once correspondence with the set
[X, BG] of homotopy classes of maps from X into BG. This uniquely determines BG up
to homotopy type [74, §7]. It follows from [188, §11.33], which is essentially based on
Brown’s representability theorem [188, Theorem 9.12], that BG is homotopy equivalent
to a CW-complex. Finally, if G is contractible as a topological space, then BG is weakly
contractible by [192, Example 14.4.7]. Thus Whitehead’s Theorem A.3.5 implies that BG
is a contractible topological space and, consequently, [X, BG] consists of a singleton in
this case.

Now by the above explanations and Theorem A.3.11, the set of isomorphism classes
of Hilbert bundles over X is in one-to-one correspondence with [X, BG(H)]. As G(H) is
contractible by Kuiper’s theorem, there is only one isomorphism class of Hilbert bundles
over X. As the trivial bundle is a Hilbert bundle over X, every Hilbert bundle over X has
to be isomorphic to it, namely every Hilbert bundle is trivial. O






Acronyms and notations

1 imaginary unit v-1

supp(f) support of a function f

|- absolute value

sgn(x) sign of a nonzero real number x € R\ {0}

X indicator function of a set! c X

Xx indicator function of a pointx € X

RrRY N-component vectors with real entries

cV N-component vectors with complex entries

cVN N x N matrices with complex entries

! unit circle

01,05, 03 2 x 2 Pauli matrices (90), ® ), (1 °

diag(A, B) block diagonal matrix built from matrices A and B

T* adjoint of a matrix T

Sig(H) signature of a self-adjoint matrix H = H*

H,H' separable Hilbert spaces

o9 vectors in a Hilbert space

(ply = p"¢  scalar product in a Hilbert space

oY frames for subspaces of a Hilbert space

Il Hilbert space norm and operator norm

Tr trace over a Hilbert space

LP(H) Schatten ideal of p-trace class operator

I Ny p-Schatten norm

&eLT subspaces of Hilbert spaces

et orthogonal complement of € with respect to Hilbert space scalar product
L(H, K" set of densely defined, closed linear operators from 7 to '
L(H) set of densely defined, closed linear operators on H

A BT linear operators on 3

D(T) domain of a linear operator T

T adjoint of T € I(, H')

H self-adjoint linear operator on H

1 identity operator on H

1y identity matrix of size N

P orthogonal projection on 3

Q symmetry on 3, namely Q = Q* = Q"

spec(T) spectrum of an operator T

specyis(7) discrete spectrum of an operator T

SPeCess(T) essential spectrum of a normal operator T

B(H, H') set of bounded operators from 3 to 3’

B, (3, ") set of bounded operators T from 3 to 3¢’ with |T|| < a
B(H) set of bounded operators on H, namely B(H) = B(H, K)
B, (H) set of bounded operators T on H with ||| < a

Ly (H) set of self-adjoint operators on 3

By (H) set of bounded self-adjoint operators on

By sa(H) set of bounded self-adjoint operators T on H with ||T|| < a
B, (%0) set of T € By g, () with Ker(T + 1) = {0}

K(H, H") set of compact operators from I to 3’

K(F) set of compact operators on H
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K(H)~
G“(3)
U(H)
UC(H)
U0 (30)
o ()
FU(K)
Us, (30
U, (30)
Q)

n

UQ(H)
UQ:,(H)
F(H, H')
F(H)
Ind(T)
J(H)
Fsa(30)
FS, (H)
FB(H, H')
FB(H)
FBg, (3)
FBE, (30)
FB, ()
FB, ¢, (H)
B ., ()
FB, (30
EB7S, (30)
G(H)

F

e

t€[0,1] — H,
T

P(H)
FPP()
Ind(Py, Py)
Pref

FP(H)

unitization of IK(H)

invertibles in IK(3)~ (multiplicative group)

set of unitary operators on H

set of unitary operators in K(3)~

set of U € U(H) with Ker(U — 1) = {0}

intersection U* (H)n IUO(U{)

set of unitary operators U with U + 1 € FIB(3), or -1 ¢ speCes(U)
set of symmetries (self-adjoint unitaries)

set of proper symmetries

Calkin algebra B(3{)/K(X) over H

Calkin projection  : B(3) — Q(%)

set of unitaries in the Calkin algebra

set of proper symmetries in the Calkin algebra

set of Fredholm operators from 3 to 3(’

set of Fredholm operators on H

index of a Fredholm operator T

Morse indices of a self-adjoint Fredholm operator H

set of self-adjoint Fredholm operators on 3

set of self-adjoint Fredholm operators with compact resolvent
set of bounded Fredholm operators from 3 to 3(’

set of bounded Fredholm operators on H

set of bounded self-adjoint Fredholm operators on H

set of T € By, () with only positive/negative essential spectrum
set of T € FFBBy,(HH) with positive and negative essential spectrum
set of self-adjoint Fredholm operators T on H with ||T| < a
set of T € FFIB, 5, (JH) with specy(T) € {-1,1}

set of Fredholm operators in ]B?)sa(:H)

intersection FIBS ., (30) N FBY (%)

set of invertible bounded operators on H

bounded transform of an unbounded operator

Cayley transform of an unbounded self-adjoint operator
transformation Co ¥~ IB?)Sa(JC) — UO(}C)

metric on B(J) induced by the operator norm

gap metric on IL(XH)

Riesz metric on IL(H)

extended gap metric on B;(H)

operator norm topology on B(H)

strong operator topology on IL(J)

gap topology on IL(H)

Riesz topology on IL(3()

extended gap topology on B;(H)

strong extended gap topology on B4 (J()

path of self-adjoint Fredholm operators

semifinite trace on a von Neumann algebra

proper orthogonal projections on H

Fredholm pairs of proper projections (Py, P;) on H

index of a Fredholm pair (Py, P) of projections

reference (Lagrangian) projection

proper orthogonal projections P such that (P, P) Fredholm pair
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J fundamental symmetry of a Krein space; always J = diag(1, —1)
() separable Krein space with fundamental symmetry J

U((K,)) set of J-unitary operators on Krein space (X, /)

P(X,)) J-Lagrangian projections on X

FPP(X,)) Fredholm pairs of J-Lagrangian projections (Py, P;) on K

FP(XK,)) Fredholm J-Lagrangian Grassmannian with respect to P

UC(JC,j) intersection of unitization K(X)~ of compact operators with U(X, /)
B, (K,)) set of bounded J-self-adjoint operators on Krein space (X, )

N scattering matrix associated to J-unitary T
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