5 Fredholm pairs and their index

This chapter is about Fredholm pairs of projections and their index, a concept intro-
duced by Kato [112], and independently also by Brown, Douglas, and Fillmore [42] where
the index is called essential codimension. Section 5.2 gives different characterizations of
Fredholm pairs of projections and collects basic facts about them, to a large extend fol-
lowing the influential work by Avron, Seiler, and Simon [18]. It avoids to use the orthog-
onality of the projections, and supplementary aspects linked to self-adjointness are then
regrouped in Section 5.3. Section 5.4 then accesses the same Fredholm concept from the
point of view of symmetry operators which provides yet another formula for the index
which readily allows connecting it to the spectral flow later on. Section 5.5 focusses on
a special type of Fredholm pairs where one projection is unitary conjugate to the other.
Sections 5.6, 5.7, and 5.8 provide several formulas connecting the spectral flow to the
index of a Fredholm pair of projections. In particular, the spectral flow of a path of self-
adjoint Fredholm operators is expressed as the sum of indices of pairs of projections.
The chapter concludes by introducing the relative Morse index in Section 5.9 and giv-
ing a formula for the spectral flow as sum of relative Morse indices, as in the work of
Fitzpatrick, Pejsachowicz, and Recht [84].

5.1 Projections and orthogonal projections

This short section merely reviews some well-known basic definitions and facts about
projections, frames, and the action of invertible operators thereon.

Definition 5.1.1. Let P € B(H).

(i) Pis called a projection if P> = P.

(ii) A projection P is called orthogonal if, moreover, P = P*.

(iii) A projection P is called finite or finite dimensional if dim(Ran(P)) < oo.

(iv) A projection P is called proper if dim(Ker(P)) = dim(Ran(P)) = co.

(v) The complementary projection of a projection Pis 1-P and itis denoted by P* = 1-P.

The set of all proper orthogonal projections on K is denoted by P(K).

In a large part but not nearly all of the literature, projections are called idempotent
(as all powers are the same) and orthogonal projections are called projections. We hope
that the reader can get accustomed to Definition 5.1.1. From P = P one gets ||P|| < IP|I so
that ||P|| > 1 for every projection P # 0. However, nonvanishing orthogonal projections
always have norm 1.

There is a tight connection between closed subspaces & ¢ H of H and orthogonal
projections. In fact, for any P € IP()) the range Ran(P) = Ker(1-P) is a closed subspace,
and given a closed subspace, there is always an associated orthogonal projection. For
this reason, P() is also called the (closed proper) Grassmannian of . Furthermore,
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given a projection P (not necessarily orthogonal), one can always construct two naturally
associated orthogonal projections: the range projection Py onto Ran(P) = Ker(1-P) and
the kernel projection P; onto Ker(P) = Ran(1 - P).

Proposition 5.1.2. The range and kernel projection associated to a projection P satisfy

Ran(Pgx) nRan(Py) = {0}, Ran(Pg) + Ran(Py) = ¥, (5.1)
and are given by
Py = P(P*P)'P*, Py =P ((PY)'PH) (P 5.2)
Then one has
P = Py(PLPy) PL. (53)

Inversely, given two orthogonal projections Py and Py satisfying (5.1), formula (5.3) defines
a projection with range projection Py and kernel projection Py.

Proof. Both claims in (5.1) follow from the well-known fact that each vector ¢ € 3 can
be uniquely decomposed into ¢ = @g+¢ with Pgp = ¢p and Poy = 0. In the first formula
of (5.2), note that P*P is not an invertible operator, however, it maps Ker(P)"- = Ran(P*)
bijectively onto Ran(P*). Hence P*P : Ran(P*) — Ran(P*) is an invertible operator by
the inverse mapping theorem. Thus P(P*P)~'P* is well defined, and one readily sees
that it is indeed an orthogonal projection, with range given by Ran(P). The formula for
Py can be verified in the same manner. To check (5.3), one notes that

Py Py : Ker(Pp)* = Ran(Pg) — Ran(Py) = Ker(Py)

is a bijection. Indeed, if ¢ € Ran(Py), then Py¢ = ¢ so that 0 = PgPp = Py implies
¢ € Ker(Px) = Ran(Pg), and hence ¢ = 0 by (5.1); moreover, if = Pxy) € Ran(Pg), then
by (5.1) one can decompose uniquely ¥ = §* + Py¢ with ™ € Ran(Pg) = Ker(Pg) and
some ¢ = Py¢ € Ran(Py), so thaty = Pg (" + Pr¢p) = P Py¢. Again the inverse mapping
theorem implies that (PﬁPR)’l : Ran(PIi) — Ran(Py) is well defined, and then one can
check that (5.3) holds. The last claim follows from the above argument. O

Remark 5.1.3. There is an alternative way to write out the range projection, namely it
will be checked that
72\~ 1 %
Pr=P(1-(P-P*)") P

Note that —(P — P*)> = (P - P*)*(P — P*) > 0, which implies that the inverse exists.
Moreover, an explicit computation shows that P commutes with 1 — (P — P*)? and thus
so does P*. Furthermore, PP*P = P(1— (P — P*)%). Now let P}, denote the right-hand side
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PA1-(P- P*)Z)’lP*. Combining the above facts allows to check (Pl'l)Z = Pl’{ and, clearly,
also (P})* = Pj. As Ran(P}) = Ran(P), this implies that P, = Py. Similarly,

Py =(1-P)(1-(P-P")) (1-P),

which follows from the above applied to 1-P, or can be checked in the same manner. ¢

Corollary 5.1.4. Every projection can be connected to its range projection within the set
of projections.

Proof. Note that P, = P(P*P)"'P* satisfies PxP = P and PPy = Py. Therefore one readily
checks that

te[0,1]—» P, =(1-t)P+tPy
is indeed a path of projections connecting P to Py. O

Next let us introduce the concept of a frame. While this was already used in Chap-
ter 2, let us here give a precise definition for the case of infinite-dimensional Hilbert
spaces.

Definition 5.1.5. A frame is a bounded injective linear map ® : h — J with closed
range, from an auxiliary Hilbert space h into . The frame is called normalized if
®*® = 1;. Furthermore, ®* : h’ — J denotes a frame with Ran(®*) = Ran(®)".

Given a frame @, one can always associate an orthogonal projection onto its range
by

P=®(0 D) . (G.4)

Note that this is well defined because ®*® : b — b is invertible. Let us then also say that
® is a frame for P. If, moreover, ® is normalized, the formula reduces to P = ®®*. One
particular frame for P is always given by choosing h = Ran(P) and ® the embedding.
Another standard way to construct normalized frames, say for an infinite-dimensional
projection P, is to choose an orthonormal basis (¢,,),~1 of Ran(P) and then set ) = €2(1N)
and

D= |p,)(nl.

n=1

Note, however, that there are many frames for a given P. Indeed, given a frame @ for
P and any invertible map a € B(b), also ®a is a frame for P. Furthermore, if ® is nor-
malized and u € B(h) is unitary, also ®u is normalized. Let us also note that, clearly,
®*®* = 0. Finally, (®,®") : @ b’ — I is an isomorphism which is unitary if both ®
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and ®* are normalized. Now one can also use frames to write out an arbitrary (not nec-
essarily orthogonal) projection, analogous to Proposition 5.1.2. The proof is essentially
the same and therefore skipped.

Proposition 5.1.6. Let P be a projection and &y and @y be frames for Py and Py. Then
P = 0p((0) " @p) (@%)". 5.5)
Inversely, given two frames @y and ®y satisfying
Ran(®g) N Ran(®y) = {0}, Ran(Pg) + Ran(dy) = K, (5.6)

formula (5.5) defines a projection with range and kernel projection given as in (5.4).

To illustrate the use of frames, let us prove a result that will be used several times
later on.

Proposition 5.1.7. If P, and P, are proper orthogonal projections, then there exists a uni-
tary U such that P, = U*P,U.

Proof. Let @, and @, be normalized frames for P, and Py, respectively. Then
V=0,

is a partial isometry from Ran(P;) to Ran(P;), namely V*V = Py and VV* = P,. Similarly,
let W be a partial isometry satisfying W*W = 1 - P, and WW* = 1 - P,. Multiplying
two of these identities shows VV*WW™* = 0 so that V*W = 0 and V*VW*W = 0 so that
VW™ = 0.Hence U = V* + W* is a unitary because UU* = V*V+W*W =Py +1-P; =1
and U*U = 1. By construction, P, = U*P,U. O

In the remainder of this section, the action of an invertible operator T € G(K)
on projections will be introduced and studied. Let us first begin with the action on an
orthogonal projection P. Then the formula

T .P = (TPT*)(TPT*) *(TPT*) G.7)

is well defined because TPT* : Ran(TP) — Ran(TP) is invertible (even though TPT" is
not invertible as an operator on all K). Clearly, T - P is the orthogonal projection onto

T Ran(P) = Ran(T - P),
and one has

Ker(T-P)={¢ € H : PT*¢ = 0}
= (") T ¢ € 3C: PT*¢ = 0}
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= (T*) " Ker(P).

Moreover, (5.7) defines a group action of the group G(%) on the set of orthogonal projec-
tions, namely one has S-(T-P) = (ST)-Pfor S, T € G(K). Let us also note that for the sub-
group U(H) ¢ G(H) of unitary operators, the action reduces to U - P = UPU* = UPU .
Another property worth mentioning is that

opt, .8)

(T-P)* =(T")
Indeed, both sides are orthogonal projections, and one has
Ran((T - P)*) = Ker(T - P) = (T*) "' Ker(P) = (T*)"' Ran(P").

Furthermore, if P = ®(®*®)'d* is given in terms of a frame as in (5.4), then T® is a
frame for T - P and therefore

T-P=To(® T T) & T*. (5.9)

Based on this, there is an alternative way to verify (5.8) by checking that T-P is orthogonal
to (T*)~!.pt.

While it is not possible to extend the action (5.7) to projections that are not orthogo-
nal, one can define another group action of G(H) by (T, P) — TPT'. One readily checks
that this is indeed well defined and is a group action on all projections. When restricted
to the unitary group U(H) ¢ G(H), this action coincides with (5.7). In general, however,
it does not conserve the orthogonality of projections. This second action will be used at
several instances below, e. g., Proposition 5.2.9.

5.2 Characterization of Fredholm pairs of projections

The definition of Fredholm pairs of projections and many of the results of this section
and the next sections are due to Kato [112, Chapter IV.4] and Avron, Seiler, and Simon
[18], see also [3].

Definition 5.2.1. Let (P,, P;) be a pair of projections and consider the operator
A : Ran(P;) — Ran(Py)
defined by
A¢ = P;Pyp, ¢ € Ran(Py).

Then (Py, P,) is a Fredholm pair of projections if and only if A is a Fredholm operator.
The index of a Fredholm pair (Py, P;) of projections is defined by

Ind(Po, Pl) = Ind(A)
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For the case of two orthogonal projections, it will be shown in Proposition 5.3.2 be-
low that for a Fredholm pair the projections P, and 1-P; are complementary up to finite-
dimensional defects, in the sense that Ran(P;) + Ran(1 — P;) has finite codimension and
Ran(P,) N Ran(1 - P,) is finite dimensional. Of course, in interesting cases both Ran(P;)
and Ran(P;) are infinite dimensional. If they are both finite dimensional, then the index
is simply given by the difference of the dimensions of the ranges, as shown next.

Proposition 5.2.2. Let P, and P; be two finite-dimensional projections on H. Then (P, P;)
is a Fredholm pair of projections with index

Ind(Py, P;) = dim(Ran(Py)) — dim(Ran(P,)).
Proof. Consider the linear operator A = P,;P; : Ran(P;) — Ran(P;). By the rank theorem,
dim(Ran(P;)) = dim(Ker(A)) + dim(Ran(A)).
Moreover,
dim(Ran(A4)) + dim(Ran(A)") = dim(Ran(P,)),

where the orthogonal complement is taken in the Hilbert space Ran(P;). Hence from the
definition of the index,

Ind(A) = dim(Ker(A)) - dim(Ker(A™))
= dim(Ker(A)) — dim(Ran(A4)")
= dim(Ker(4)) + dim(Ran(A)) - (dim(Ran(4)") + dim(Ran(A)))
= dim(Ker(4)) - (dim(Ran(P,)) — dim(Ran(A)))
= dim(Ran(P;)) - dim(Ran(?,)),

concluding the proof. O

Remark 5.2.3. Let us suppose, just for this remark, that H = C? is finite dimen-
sional with Krein quadratic form J = diag(1y,-1y) and that P, and P, project on two
J-Lagrangian subspaces, as defined in Chapter 2. Then

dim(Ran(P,)) = N = dim(Ran(P;))

and hence Ind(Py,P;) = 0 by Proposition 5.2.2. This remains true in the infinite-
dimensional setting, see Proposition 9.4.7. <o

The most elementary example of a Fredholm pair arises as follows:

Proposition 5.2.4. Let P, and P, be two projections such that P; — P, € K(J) is compact.
Then (P,, P,) and (P, Py) are both Fredholm pairs of projections.
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Proof. Set Ay = PyPP, : Ran(P;) — Ran(Py) and A; = P;PyP; : Ran(P;) — Ran(Py).
Then

Ag = Py + Py(Py = Py)Py = Igan(p,) + Po(Py — Po)Py

is a compact perturbation of the identity on Ran(P;) and hence a Fredholm operator
(with vanishing index). Hence Ker(A) c Ker(4,) is finite dimensional. Similarly, 4, is a
Fredholm operator so that also Ran(A) > Ran(4;) has finite codimension. Hence (P, P;)
is a Fredholm pair. For (Py, Py), one argues in the same way, namely exchanges P, and
P, in the above. O

Remark 5.2.5. In general, it is not true that the Fredholm property of (Py, P;) implies
that also (P, Py) is a Fredholm pair. Let us illustrate this with an example on an infinite-
dimensional Hilbert space of the form 3 & 3. Two projections are given by

0 1 1 0
p=(y 1) 2=( o)
A:(O 1)

0 0

is surjective, namely Ran(A) = Ran(P,). As Ker(A4) = {0}, A is Fredholm and therefore

(Py, Py) is a Fredholm pair (with vanishing index). On the other hand, P,P; = 0 and
therefore (P, Py) is not a Fredholm pair. <o

Then

Ran(Py)

Next let us come to some basic properties of Fredholm pairs of projections. First
of all, Fredholm pairs have a natural transformation property under invertible linear
maps, namely if (Py, P) is a Fredholm pair of projections and T € G(H) an invertible
operator, then (TP,T ", TP,T) is a Fredholm pair of projections and

Ind(TP,T ", TP, T") = Ind(Py, P;). (5.10)
Secondly, one has the following concatenation formula for the index of Fredholm pairs.

Proposition 5.2.6. Suppose given three projections Py, P; and P, such that (Py,P;) is a
Fredholm pair and P, - P; € K(H) is compact (or vice versa). Then also (P;,P,) and
(Py, P,) are Fredholm pairs and

Ind(Po,Pz) = Ind(Po,Pl) + Ind(Pl, Pz) (511)
Proof. By Proposition 5.2.4, (P, P,) is a Fredholm pair. Now consider the equality

as operators from Ran(P;) to Ran(P,). Then (P,P;)(P;Py) : Ran(P;) — Ran(P,) is a con-
catenation of two Fredholm operators with index given by Ind(Py, P;) + Ind(P;, P,). As
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P, (P, — P1)P, is compact by hypothesis, also P,P; : Ran(P;) — Ran(P,) is a Fredholm
operator with the same index by Theorem 3.3.4. O

Next let us show a stability result for the index of Fredholm pairs.

Proposition 5.2.7. Let t € [0,1] — Py(t) and t € [0,1] — P4(t) be norm-continuous
paths of projections such that (Py(t), P;(t)) is a Fredholm pair for every t € [0,1]. Then
t € [0,1] — Ind(Py(t), P1(t)) is constant.

Proof. 1tis clearly sufficient to prove local constancy of the index. Hence let us fix some
ty € [0,1] and consider the paths

B(t) =1-P(t) + Pj(t,), te[0,1], j=0,L

As the set of invertibles is open in B(J), there exists a neighborhood N of ¢, such that
B;(¢) is invertible for ¢ € N. Consequently, the restrictions j(t) = Bj(t)lRan(P],(t)) map
Ran(P]-(t)) bijectively onto Ran(Pj(tO)). Thus

Cy(t) o Py(t) o Cy(t) ™" : Ran(Py(t,)) — Ran(P;(ty)),
are Fredholm operators with index
Id(Cy(t)  Py(t) ° Co(t)™") = INA(Py(6) g cyy) = IA(Po (1), Py(D)),

where the last step is the definition. On the left-hand side, one has the index of a path
of Fredholm operators on the same Hilbert space, which is constant by Theorem 3.3.4.
Thus also the index on the right-hand side is constant in t. O

If two projections with compact difference are sufficiently close to each other, then
one can actually construct a path of Fredholm pairs connecting the pair to a trivial pair.

Proposition 5.2.8. Let Py, P; € B(X) be projections with Py — P; € K(XH) satisfying
1P - Pyl < 11— 2Py ™"
Then there is a path t € [0,1] — (Pgy,P;(t)) of Fredholm pairs with P;(1) = P; and
P,(0) = Py. Along this path the index vanishes.
Proof. The path is constructed just as in Proposition 4.3.2 in [23]. Let us set

M- %(1 —2Py)(1-2P,) + %1.

Then1-M = (1-2Py)(P; — Py) = (P — P;)(1 - 2P;) is a compact operator. Moreover, by
hypothesis this operator satisfies |1 - M|| < 1. Therefore M = 1 - (1 — M) is invertible
with inverse given by the Neumann series. Furthermore, one has PoM = P,P; = MP; so
that P, = MP,M~*. Now set
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M =1-t)M+t1=1-(1-t)1-M), tel[0,1],

and Py(t) = M,P\M; ! This is a path of projections connecting P;(1) = P; to P;(0) = P,,
and one has that Py — P;(t) = (Py — P;) — (P4(t) — P;) € K(X) because 1 - M, € K(XH). By
Proposition 5.2.4, one concludes that indeed (P, P;(t)) is a Fredholm pair. The last claim
follows from Proposition 5.2.7. O

The construction in the proof of Proposition 5.2.8 leads to another important result
on the lifting of paths of idempotents that is at the root of numerous arguments later on.
It does not pend on Fredholm properties.

Proposition 5.2.9. Let t € [0,1] — P, be a path of projections. Then there exists a path
t € [0,1] — M, of invertibles such that

P, = MPyM; .
Proof. Let us begin by setting
1 1
M, = 5(1-2P))(1-2P) + 51

As above, 1 - M, = (P, — P;)(1 - 2P,) so that |1 - M;|| < [Py — Pl - 2P;||. As t — P, is
norm continuous, this implies that M, is invertible for ¢ sufficiently small, say ¢ € [0, t;].
Therefore ¢t € [0,t] — M, and t € [0,t;] — M; 1 are both continuous and, as in the
proof of Proposition 5.2.8, one has P, = M,PoM; 1. Also note that M, = 1. Next one can
start out with the path t € [t;,1] — P, and construct in the same manner a t, >
and a path t € [t;,t,] — M; such that P, = M;P, (M)"" and M; = 1. By replacing,
one gets P, = M{M, Po(M/M,)™". Thus setting M, = M;M, fort € [t;,t,] completes
the construction on the interval [0, t,]. Iterating the procedure a final number of times
completes the proof. O

Next let us turn to formulas for the index of a Fredholm pair of projections. The in-
dex of a Fredholm operator can be computed by the Calderon-Fedosov formula given in
Theorem 3.3.7, provided that some trace class conditions hold. The following statement
spells this out for a Fredholm pair of projections.

Proposition 5.2.10. Let Py, P; € B(J) be projections and n € IN such that
Py —PyP,P, € L"(Ran(Py)), P;—PiPyP; € L"(Ran(Py)).
Then (Py, P,) is a Fredholm pair of projections, and for all m > n one has

Ind(Py, Py) = Tr((Py — PyP1Py)™) — Tr((Py — P1PyP)™).
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Proof. Let us apply Theorem 3.3.7 to the operator A = P;Py|gan(p,) : Ran(Py) — Ran(P,)
with pseudoinverse B = PyP|gayp,) : Ran(P;) — Ran(Py). Due to the hypothesis, Theo-
rem 3.3.7 then implies that A is Fredholm with index

Ind(A) = Tr((Py — PyP1Py)™) — Tr((P; — PyPyP)™)
for all m > n. By Definition 5.2.1, this implies that (Py, P;) is a Fredholm pair with the
same index. O
One way to reformulate Proposition 5.2.2 is to state that, for finite-rank projections
Py and Py,
Ind(Po,Pl) = Tr(Po) - TI‘(Pl) = TI‘(PO - Pl)

The right-hand side not only makes sense if P, and P; are finite dimensional, but also
if Py — Py is a trace class operator. The following result shows that then Tr(P, — P;) is
indeed equal to the index, actually under the even weaker assumption that some power
of Py — Py is trace class. This provides yet another formula for the index of a Fredholm
pair of projections.

Theorem 5.2.11. Let (Py, P,) be a Fredholm pair of projections. If the operator (P, —Pl)z"”
is trace class for some integer n > 0, then for all k > n,

Ind(Py, P,) = Tr((P, — P)**).
Proof. First let us note the following algebraic identities:
Py — PgP1Py = Py(Py — PPy = Po(Pg — P1)*Py = Po(Py - Py)* = (Py — Py)’Py.
Therefore,

(Py — PgPyPy)*" = (Py — PyPyPy)" (Py — PyP,Py)
= (Py(Py — Py)*Pg)" (Py(Py ~ P1)Py)
= Py(Py — P)*(Py — P1)P,
= Py(P, - P))**1p,.

In particular, the trace class condition on (P, — P;)2*! implies that (P, — PyP,P,)**! is
trace class. This holds for all k > n. Similarly, one can deduce

(P, - P,PyP)"*! = Py(P, - Py)**1P,

and verify the trace class property of (P; — P1P0P1)k+1. Now by Proposition 5.2.10 and the
cyclicity of the trace, one has
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Py(Py — P))*"Py) — Tr(Py(Py - P)**'Py)
Po(Py — P)**! — Py(Py - P

Po(Py — P)**! + Py(Py - PP

(Py + Py)(Py — P1)(Pg — Py)™).

Ind(Po,Pl) = TI‘
=Tr
=Tr

_~ N~ o~ o~

=Tr
It remains to show
2k 2k+1
Tr((Py + Py)(Py — Py)(Py — P)™) = Tr((Py — P)™ ). (5.12)
Note that

(Py + Py)(Pg — P1)(Py — Py — (P — P)**!
= (P,Py — PyPy)(Py - Py
= (P1(Py - Py) = (Py — Py)Py)(Py — Py)*™
= P(Py — P)** — (P, - P)P,(P, - P))*.
As in the last line both summands are trace class, (5.12) now follows from the cyclicity
of the trace. O

Based on Theorem 5.2.11, one can derive integral formulas for the index of a pair of
projections which is due to Phillips [148]. They directly lead to formulas for the spectral
flow in Section 5.6.

Theorem 5.2.12. Let (P, P,) be a Fredholm pair of projections on H such that (Py—P;)*"!
is trace class for some integer n > 0. For Q, = 1- 2P, and Q; = 1— 2P, consider the linear
patht € [0,1] — Q; = Qy + t(Q; — Qo). Then for all integers k > n,

1

1

Ind(Py, Py) = o J dt Tr((3,Q),(1 - Qf)k),
K

where, with 2k + )!! = 2k +1)2k -1)---3-1,

Ce = Jdt(l P LN (5.13)

Proof. One directly checks
(0:Q)¢ = 2(Py — Py)
and

1-QF =t - 6)(Qo - Q) = 4t(1 - O)(Py - Py)".
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Hence (0;Q);(1 - Qf)k is trace class by assumption, and thus

1
[ aetr(@@1(1- 1)) = [ arTe(aces - Po(@ate - )@, - PyY))
0

O

1
_ 2.4k J de(t - )" md(py, Py
0

ds(1 - %) Ind(P,, P,),

A —

where the last step follows after the change of variables s = 2t — 1. The value of the
integral can be computed and gives the constant Cj,. O

5.3 Fredholm pairs of orthogonal projections

In this section, unless otherwise stated, all projections are supposed to be orthogonal,
namely to be self-adjoint idempotents. Let us begin by proving two results that reformu-
late the definition and give a geometric interpretation of the index of a Fredholm pair
of orthogonal projections.

Proposition 5.3.1. Let P, and P, be orthogonal projections on H. Then (Py, P;) is a Fred-
holm pair if and only if

PyPPy+1-P, and P,P,P;+1-P,
are Fredholm operators on H. If (Py, P,) is a Fredholm pair, then
Ind(Py, P;) = dim(Ker(PyP,Py + 1 - Py)) — dim(Ker(P;PyP; +1- Py)).

Proof. This follows directly from Theorem 3.4.1 applied to the operator A of Defini-
tion 5.2.1, after complementing A*A and AA™ to operators on all of . O

Proposition 5.3.2. Let P, and P, be orthogonal projections on H. Then (Py, P;) is a Fred-
holm pair if and only if

() the linear span Ran(P,) + Ran(1 — P;) = Ran(P,) + Ker(P,) is a closed subspace;

(i) Ran(Py) nKer(P,) is finite dimensional;

(iii) Ran(P;) N Ker(Py) is finite dimensional.

The index Ind(Py, P,) of the Fredholm pair is then given by

Ind(Py, P;) = dim(Ran(Py) n Ker(P;)) — dim(Ran(P;) n Ker(Py)).
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Proof. First of all, let us note that Ran(P;) and Ran(P;) are closed subspaces and thus
Hilbert spaces. Now by Definition 3.2.1, the operator A = P,P, : Ran(P;) — Ran(P;) is a
Fredholm operator if and only if

Ker(A) = Ran(P;) N Ker(P;)
is finite dimensional,
Ker(A*) = Ran(A)" = Ran(P,) n Ker(P,)
is finite dimensional, and Ran(A) = Ran(P;P,) is closed. Now
Ran(P,) + Ran(1 - P;) = Ran(1 - P;) @ Ran(P;P,),

where & denotes the orthogonal sum. Thus Ran(P;) + Ran(1 — P,) is closed if and only
if Ran(A) = Ran(P,Py) is closed by Lemma 5.3.3 below. Therefore A is indeed a Fred-
holm operator if and only if (i), (i), and (iii) hold. Furthermore, by definition, the index
Ind(Py, P;) = Ind(A) = dim(Ker(A)) - dim(Ker(A™)) is given by the formula claimed. O

Lemma 5.3.3. Let P be a projection (not necessarily orthogonal) and £ c Ker(P) as well
as F c Ran(P) subspaces. Then & + F is closed if and only if & and F are closed.

Proof. Suppose that € + F is closed. Let (¢,),,-1 be a convergent sequence in £ with limit
¢ € J. It is then also convergent in € + F and therefore ¢ € € + F as € + F is closed.
But P¢ = lim P¢,, = 0 so that ¢ € Ker(P) and thus ¢ € €. Similarly, one checks that F is
closed. For the converse, let (¢,,),cn be a convergent sequence in € + F. Then (P, ) e
and ((1-P)¢,)nen are Cauchy sequences in F and &, respectively. As F and € are closed,
(P9, )nen converges in F and ((1- P)¢,) e cOnverges in € and hence also the sequence
¢, =P¢, + (1-P)¢, convergesin & + . O

It follows directly from Definition 5.2.1 that for a Fredholm pair (P, P;) of orthogo-
nal projections also the pair (Py, Py) is Fredholm (because then the corresponding Fred-
holm operators are A and its adjoint A*, respectively) and that one has

Ind(Po, Pl) = - Ind(Pl, Po).

Moreover, by Proposition 5.3.2, (1-P,, 1-P;) is Fredholm if and only if (P, P,) is Fredholm
and then

Ind(1- Py, 1-P,) = Ind(P;, Py).

Finally, it follows from Proposition 5.3.2, or alternatively from (5.10), that for every
Fredholm pair (Pgy,P;) of orthogonal projections and any unitary operator U, also
(UP U™, UP,U™) is a Fredholm pair of orthogonal projections with index
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Ind(UP, U™, UP,U") = Ind(P,, P,). (5.14)

Generalizing the unitary conjugation, one can also consider the natural action (5.7) of
invertibles on orthogonal projections.

Proposition 5.3.4. Let (Py, P;) be a Fredholm pair of orthogonal projections and further-
more let T € G(H) be invertible. Then (T - Py, (T‘l) *.P,) is a Fredholm pair of orthogonal
projections with the same index. Moreover,

dim(Ran(T - Py) nKer((T™)" - P,)) = dim(Ran(P,) N Ker(P,))
and
dim(Ran((T™!)" - P;) n Ker(T - Py)) = dim(Ran(P;) n Ker(Py)).
Proof. For any orthogonal projection P, one deduces from the definition of T - P that
Ran(T - P) = TRan(P), Ker(T-P)= (T’l)* Ker(P),

see the argument after equation (5.7). The Fredholm property of (T - Py, (T™H*.p)is
checked by verifying the three conditions (i)-(iii) stated in Proposition 5.3.2. One has

Ran(T - Py) + Ran(1— (T%)" - ;) = Ran(T - Py) + Ker((T )" - P,)
= T Ran(P,) + T Ker(Py)
= T(Ran(P,) + Ker(P,)),

showing that this is a closed subspace because T is invertible. Moreover,

Ran(T - Py) nKer((T™)" - P;) = (TRan(P,)) N (T Ker(P)))
= T(Ran(P,) N Ker(P,)),

which has the same finite dimension as Ran(P;) n Ker(P;). In the same way,
Ran((T1)" - P;) nKer(T - Py) = (T"")" (Ran(P,) n Ker(Py)),
implying all remaining claims. O

One may wonder if for a Fredholm pair (P, P;) of orthogonal projections and an
invertible T € G(J) the pair (T - Py, T - P;) is Fredholm. In general, however, this is not
true as is shown by the next example.

Example 5.3.5. For a fixed grading 7 = 3{’ ® I’ where ' is an infinite-dimensional
separable Hilbert space, let us set
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Ped(D) el ) (R )

2\1 1 5\-2 4 0 1

Then Ker(P,P,) = Ker(P,) and Ran(P,P,) = Ran(P;), and therefore (P, P;) is a Fredholm
pair. Moreover,

Ran(T - Py) = span <\f> Ran(T - P;) = span (—i/i)

This shows T - Py =1 - T - P and therefore (T - Py, T - P;) is not a Fredholm pair. <o

The following aim is to give a spectral theoretic approach to Fredholm pairs of or-
thogonal projections. As a preparation for the proofs, let us present a set of algebraic re-
lations satisfied by two projections (which need not be orthogonal). They can be traced
back to Kato [112], see also [49] and [18].

Lemma 5.3.6. Let P, and P; be projections. Set
RO=1—P0—P1, R1=P0—P1.

Then the following identities hold:

RA+R: =1, RyR, = —RiR,. (5.15)
Moreover,
RyPy = PiRy, RyP; = PyRy,
Rl(l_PO) :PlRl’ Rl(l_Pl) :PORl’

R3Py = PyR5,  RoRy(1-Py) = PyRyR;.
Proof. Multiplying out, one finds
2
RO = 1 _PO - Pl +P0P1 +P1P0,
and similarly
R} = Py + P, — PyP, - P\P,.

Adding this up, leads to the first identity. The others are also verified by straightforward
algebraic computations. O

The identities of Lemma 5.3.6 lead to interesting spectral information of P; — Py and
P; + Py, stated in terms of Ry and R;.
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Proposition 5.3.7. Let P, and P, be orthogonal projections and R, and Ry as in Lem-
ma 5.3.6. Then for j = 0,1, the spectrum spec(R;) of R; lies in [-1,1] and satisfies

spec(R) \ {-1,1} = —(spec(Rj) \{-1,1}).
Moreover; for any A ¢ {-1,1},
dim(Ker(R]- -A1)) = dim(Ker(Rj +A1)).

Proof. Letus focus onj = 1. The proof for the case j = 0 is the same as only the relations
(5.15) are used and they are symmetric in the indices. The inclusion spec(R;) ¢ [-1,1]
follows from R? = 1 - R < 1. The symmetry of the spectrum can be shown using Weyl
sequences, namely if (R; — A1)¢p, — 0 for A € (-1,1) and a sequence of unit vectors
(9)ns1> then, by the identity RyR; = —R;R, of Lemma 5.3.6, one has (R; +A1)Ry$, — 0.As
R3¢, = (1-2%)¢,— (Ri-A*1)¢,, by the first relation of (5.15) and (R -A*1)¢,, — 0, it follows
from |A] < 1 that |Ry¢,ll > c for some constant ¢ > 0 and n sufficiently large. Hence
(R1+A1) "ﬁg—z:" — 0and (%)@1 isa Weyl sequence for —A. Finally, set H; = Ker(R;-A1).
Then by the same identity Ry(H;) ¢ H_; and Ry(FH_,) c ;. As R(2,|:HA =(01- A2)1|g.f/1 by
the identity R3 = 1- R% in (5.15), it follows that Ry is an isomorphism from X, to H_, for
any value A ¢ {-1,1}. O

Now the main spectral theoretic result for the index of a Fredholm pair of orthogo-
nal projections can be stated and proved.

Theorem 5.3.8. Two orthogonal projections P, and P; form a Fredholm pair if and only
if +1 are not in the essential spectrum of the operator P, — P,. Then

Ind(Py, P;) = dim(Ker(P, — P; - 1)) - dim(Ker(P, — P; + 1)). (5.16)

Proof. Recallthat (P, P;)isaFredholm pairifand onlyifA : Ran(P;) — Ran(P;) defined
by A¢ = P,Py¢ for ¢ € Ran(P) is a Fredholm operator.

Let 1be in the essential spectrum of P, — P;. By Proposition 3.4.7, there is a singular
Weyl sequence (¢,,),>1 such that (Py — P; - 1)¢, — 0. Then (¢,|(Py — Py)¢,) — 1, thus
|Pyd,l — 1and |P;¢,ll — 0. Therefore ¢, = "ﬁz—z:” has norm 1, converges weakly
to 0, and PyP; Py, — 0, which shows that 0 € spec,,(A*A) by Proposition 3.4.7. By
Theorem 3.4.1, this is a contradiction to the Fredholm property of A. Therefore (P, P;)
is no Fredholm pair. Similarly, —1 € spec, (P, — P;) implies 0 € spec,.(AA™) and, again
by Theorem 3.4.1, this is a contradiction to the Fredholm property of A, thus (Py, P;) is
no Fredholm pair.

Conversely, let +1 be not in the essential spectrum of the operator P, — P;. By the
spectral radius theorem, one has P, — P; = B+ F where F is of finite rank and, moreover,
(e-1D1<B<(1-e¢e)lforsomee >0.As

POP1P0 = Po(l— (PO _Pl))PO
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= _POFPO +P0(1—B)P0
> —PyFP, + €Py,

this implies 0 ¢ spec,.(A*A). Analogously, one has P;PyP; > P,FP; + €P; and conse-
quently 0 ¢ spec,(AA™). By Theorem 3.4.1, this implies that A4 is Fredholm and (P, P;)
is a Fredholm pair.

It remains to show (5.16) if (Py, P,) is a Fredholm pair. The kernel of a sum of two
nonnegative operators is the intersection of their kernels. Therefore

Ker(PO - Pl - 1) = Ker(P1 + (1 - Po))
= Ker(P;) n Ker(1 - Py)
= Ker(P;) n Ran(Py).

Similarly, Ker(Py — P; +1) = Ker(P,) nRan(P;), and this implies the claimed identity due
to Proposition 5.3.2. O

Remark 5.3.9. Proposition 5.3.7 and Theorem 5.3.8 allow giving an alternative proof of
Theorem 5.2.11 for orthogonal projections. Under the hypothesis that (P, —Pl)Zk *is trace-
class, the spectrum of (P, — Pl)Zk+1 = R%k” consists of eigenvalues accumulating only
at 0. By Proposition 5.3.7 and because 2k + 1is odd, this spectrum is symmetric and the
eigenspaces H; and H_; have the same dimension for A ¢ {-1, 0,1} which, moreover, is
finite. Thus by Lidskii’s theorem,

Tr((Py - P)*™M) = Y A dim(3()
Aespec(Py—P;)
= Y HNdim(3y) - dim(H )

Aespec(Py—Py),
A>0

= dim(%;) - dim(H_y)
= Ind(Po, P1),
where the last equality follows from Theorem 5.3.8. <o
Let us also provide a slight generalization of Theorem 5.2.11 going back to [56].

Proposition 5.3.10. Let (Py, P,) be a Fredholm pair of orthogonal projections such that
Py — P, € K(H) is compact and let f : [-1,1] — R be a continuous odd function such that
f@) =1and such that f (P, — Py) is trace class, then

Ind(Po,Pl) = TI‘(f(PO - Pl))
Proof. Recall from Proposition 5.3.7 that

spec(Py — P)) \ {-1,1} = —(spec(Py — P)) \ {-1,1})
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and
dim(Ker(Py — P; — A1)) = dim(Ker(P, — P; + A1))
for any A ¢ {-1,1}. Therefore, by the same argument as in Remark 5.3.9,

Tr(f(Py - P;)) = (dim(Ker(Py - P; — 1)) — dim(Ker(P, — P; + 1)))
= Ind(Po,Pl),

where the last step follows from Theorem 5.3.8. O

Based on Proposition 5.3.10, one can also express the index of a pair of projections as
an integral similar as in Theorem 5.2.12, but under weaker hypothesis. Combined with
the results of Section 5.6, this leads to integral formulas for the spectral flow of paths
between Fredholm pairs of symmetries. In the following, functions f : [0, c0) — [0, c0)
of the form f(x) = x TeX" forr > 0 and ¢ > 1 are considered. These functions are
defined to be 0 at x = 0.

Proposition 5.3.11. Let Py, P; € P(H) be orthogonal projections such that the operator

exp(—((Py - Pl)z)_%) is trace class for some 0 < q < 1. Then (Py, P;) is a Fredholm pair of
projections and for Q, =1 - 2P, and Q; = 1 - 2P, the linear path

— Qr = Qg + t(Qy — Qp)

is within the Fredholm operators. Moreover,

1

Ind(Py, P
(Pg, Py) = .

1
JdtTr 0,0),(1- @} Te AT
40

forr = 0, where

1

_1
Crq = J du(1-u2) e 517)

.|

_1
Proof. First of all, let us note that e (Po=P DY) is trace class and, in particular, compact
so that Py — P; € K(HH) is compact. Thus (Py, P,) is a Fredholm pair and Q, is Fredholm
for all t € [0,1]. Now recall from the proof of Theorem 5.2.12 that (0,Q),; = 2(P; — P;) and
1- Q@ = 4t(1 - t)(Py - P,)* Thus

1 1 -1
QT (g (Po—P)Y) T (HO-ONE

1
is trace class as (4t(1—t)) @« > 1for t € (0,1) while it trivially is trace class for t € {0,1}.
One obtains
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1
| aer(@@ua- gy
0

1
1
= J dt Tr(Z(PO _ P1)(4(t _ tz)(PO _ Pl)Z)’re*(4(t7tZ)(Po*Pl)z) q )
0

For t € (0,1), the function f; : R — R defined by
£i06) = 2x(4(t — )T e
is odd and f; (P, — P) is trace class. Thus by Proposition 5.3.10,
Tr(fi(Py — Py)) = f;(1) Ind(Py, P;)

and therefore

! 1
J dt Tr((0,Q),(1 - Qf)’re—(l—Qf)’ﬁ )
0
1
- J dtf,(1) Ind(Py, P,)
0
! 1
= Ind(Py, P;) j de2(4(t - tz))"e—ﬂ(t—tz))‘ﬁ

0
1 1
— 2\— G
= Ind(Py, P,) J du(1-u?) e T
]

where the last step follows from the change of variables u = 2¢-1. Dividing by C; ; shows
the claim. O

Theorem 5.3.8 has several other consequences. The first gives an important criterion
for a pair of projections to be a Fredholm pair with vanishing index.

Proposition 5.3.12. Let P, and P, be a pair of orthogonal projections on 3. If
[Py — Pyll <1,

then (Py, P,) is a Fredholm pair and Ind(Py, P;) = 0.

Proof. This follows immediately from Theorem 5.3.8 because the hypothesis implies that
+1 are not in the spectrum of P, - P;. O
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One can go beyond Proposition 5.3.12 and show that [P, — P4|| < 1implies that there
exists a unitary V such that VP,V* = P, and VP,V* = Py, see Proposition 5.5.6. The next
consequence is a characterization of the Fredholmness of a pair of orthogonal projec-
tions that is often used as the definition of a Fredholm pair.

Corollary 5.3.13. Two orthogonal projections P, and P, form a Fredholm pair if and only
if the norm of their difference in the Calkin algebra is less than 1,

|77 (Py — Po) < 1.
The following characterization of the Fredholmness of a pair of orthogonal projec-
tions is another direct consequence of Theorem 5.3.8.
Corollary 5.3.14. A pair of orthogonal projections (Py, P;) is a Fredholm pair if and only
if

PO—P1:B+F,

where B, F are self-adjoint operators on H, |B| < 1 and F is of finite rank.

Proof. 1If Py — P; = B + F, then (P, P;) is a Fredholm pair by Theorem 5.3.8.

For the converse, set P, = y(,4;(Py — Py). Then define F = P, — P_ which is of finite
rankand B =(1-P, - P_)(P, — P))(1 - P, — P_) for which |B|| < 1. One directly checks
that Py — P, =B+ F. O

Next let us strengthen Proposition 5.2.6 on the concatenation of Fredholm pairs.

Proposition 5.3.15. Suppose given three orthogonal projections P,, P; and P, such that
[72(Pg) =7 (Pl + 17 (Py) —71(Py)llq < 1. Then (Py, Py), (Py, Py) and (Py, P,) are all Fredholm
pairs and

Ind(Po,Pz) = Ind(Po,Pl) + Ind(Pl,Pz). (518)
Proof. By Corollary 5.3.13, (Py, P;), (P4, P,), and (Py, P,) are Fredholm pairs. Therefore,
by definition P;P; : Ran(P;) — Ran(P)) is Fredholm for i,j € {0,1,2} with i > j and
Ind(Pj, pP) = Ind(Pin). Thus, by item (iii) of Theorem 3.3.4,

Ind(Po,Pl) + Ind(Pl,Pz) = Ind(P2P1PO),

where P,P, P, : Ran(P;) — Ran(P,) is Fredholm by item (i) of Corollary 3.3.2. Then (5.18)
is equivalent to

Ind(P2P1PO) = Ind(Pzpo),

which is, again by Corollary 3.3.2, equivalent to
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Ind(P0P2P1P0) = Ind((Pzpo)*(Pzplpo)) = 0
As

|77 (PoP3P1Pg) — 7t(Py)|| < [7(PoPy) — (o) o
< |r(PyPy) — ()|, + [|7(PY) — 7(Py)]
< |m(Py) = (P + |7 (Py) — (Py)||p < L

there is a compact operator K : Ran(P;) — Ran(P,) such that
[PyPyP,Py + K — Pyl < 1.

This implies that PyP,P,Py + K — Py + P, : Ran(P;) — Ran(P) is invertible and therefore

Remark 5.3.16. It is not sufficient to suppose that (Py,P;) and (P;,P,) are Fredholm
pairs, because then (P, P,) is not necessarily a Fredholm pair. Indeed, let us set

1 0 1/1 1 0 0
P0—1®<0 0), P1—1®§<1 1), P2—1®<0 1)

acting on BZ(IN) ® C2. One directly checks [Py — Py|| = [Py - Pyl = % < 1, thus (Py, Py)
and (P, P,) are Fredholm pairs by Corollary 5.3.13. But [|77(Py — P;)|l = 1 and therefore
(Py, P,) does not form a Fredholm pair, again by Corollary 5.3.13. <o

Even though a Fredholm pair (Py, P;) with compact difference P;—P, is only a special
case, it nevertheless appears often, as in the following situation:

Proposition 5.3.17. Let Hy, H; € FBy,(H) be two self-adjoint bounded Fredholm opera-
tors such that the difference H; — H, € K(H) is compact. Then the spectral projections
Py = x(Hy < 0) and P; = y(H; < 0) form a Fredholm pair with compact difference
P, — Py € K(H).

Proof. Because Hy and H; are Fredholm, and therefore 0 ¢ spec,s(Hy) U Speces(H;) by
Corollary 3.4.4, 0 is not an accumulation point of £ = spec(H,) U spec(H;). Therefore
X—comlz : T — {0,1} is a continuous function on the compact domain Z and one has

Py = Py = X (oo |z (H1) = X(c00,0) |z (Hp)- AS
H -Hy =H,H ' -H™") + (H,-HyHy ", n=2

p(H;) — p(Hy) is compact for any polynomial p : C — C. As the set of compact operators
K(H) is a closed subset of the set of bounded operators B()) and the polynomials are
dense in set of continuous functions on compact domains, we see that h(H;) — h(Hy) is
compact for every continuous function h : £ — C. In conclusion, P; — Py € K(H) is
compact and therefore (P, P;) is a Fredholm pair by Corollary 5.3.13. O
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In Remark 5.3.16, the orthogonal projection P, is obtained from P, by a rotation of
less than a right angle. The following result states that, inversely, one can always rotate
one of the orthogonal projections of a Fredholm pair to attain a Fredholm pair with
compact difference.

Proposition 5.3.18. Let (Py, P;) be a Fredholm pair of orthogonal projections. Then there
existsapatht € [0,1] — P,(t) of orthogonal projections such that (P, P;(t)) is a Fredholm
pair for all t € [0,1], Py(1) = P, and P, — P;(0) is compact.

Note that by Proposition 5.2.7, t € [0,1] + Ind(Py, P;(t)) is constant along this path.
The proof of Proposition 5.3.18 starts out with a special case.

Proposition 5.3.19. Let (Py, P;) be a pair of orthogonal projections satisfying the bound
|Po =Pyl < 1. Then there exists apatht € [0,1] — P; of orthogonal projections connecting
P, with P such that (Py, P;) is a Fredholm pair for all t € [0,1].

Proof. (This uses the construction after Proposition 4.6.6 in [23].) Let Q, = 1 - 2P, and
Q, = 1- 2P, be the two associated symmetries and then set

R = Q01 + Q1Qp = 21— 4(P) - P,)".

Then one has [R,Qy] = 0 = [R,Q4]. Let a = [Py — P4|| < 1. Then -21 < (2 - 4a2)1 <R<21
so that 1+ AR > 0 uniformly in A € [0, %]. Therefore one can set

00 (1 roos(Ze)sn( 20)) (peos(20) - qusn( ). e o

Clearly, Q; = Q, and computing the square shows Qf =1, so this is a path of symmetries
which, indeed, connects Q, and Q,. Set P; = %(1 — Q,)- To verify the Fredholm property
along this path, let us compute

1
pyrotgl 7 sin( ~ ( (z) <£>>
(P; — Py) —21 4(1+Rcos<2t>sm<2t)> 2cos 2t 1+Rsin 2t .

The right-hand side is merely a function of the self-adjoint operator R. Hence the norm

is bounded by the maximum of the function
1
2
<2 cos(%t) +r sin( %t))

f(t,r)= % - %<1+ rcos(%t) sin(%t))i

on the rectangle [0,1] x [2 - 4@%,2). One finds

<d,

sup f(t,r)=f(,r) =

te[0,1]

DN =
s
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so that [P, — Pyl < a uniformly in t € [0, 1]. By Proposition 5.3.12, this implies that (P, P;)
is a Fredholm pair for all ¢ € [0,1]. O

Proof of Proposition 5.3.18. Let us set Ky = x5,(Py — Py) and K; = x;_y,(Py — P;) which
are finite-dimensional orthogonal projections satisfying K,K; = 0. For ¢ € Ran(Kj), one
has Py¢ = ¢ and P;¢ = 0 so that Ran(K))) is left invariant by both P, and P;. The same
holds for Ran(K;). Then consider 3’ = H o (Ran(K;) @ Ran(K;)) and the restrictions
P} = Pyls¢ and P; = Py|4¢. By construction, P and Pj are orthogonal projections on '
satisfying [Py — Pj|l < 1. Let Pj(t) be the path of orthogonal projections on ' given by
Proposition 5.3.19. Finally, set Py(t) = P;(t) ® K; which is an orthogonal projection on K.
The pair (P, P;(t)) is Fredholm and satisfies the claim. O

The next aim is to lift the path of Proposition 5.3.19 by generalizing Proposition 5.2.9
in the following manner.

Proposition 5.3.20. Let t € [0,1] — P, be a path of orthogonal projections. Then there
exists a path t € [0,1] — U, of unitaries such that

P, = U PyU,.
Proof. The operator M, used in Proposition 5.2.9 satisfies M;P, = P;M, so that also
PyM;" = M; P,. Therefore P, = M,P(M,)"* and P, = M; P,(M;)™* so that upon replacing
also

w1 *
Pt = (MtMt ) Pt(MtMt )

This implies P; = (M[Mt*)‘%Pt(M,M[*)%. Now set

(IS

Uy = Mz* (Mth*)i :
This is indeed unitary and satisfies the claim. O

Remark 5.3.21. If the path ¢t — P, is differentiable, then there is another standard way
to obtain the path t — U, as the solution to Kato’s adiabatic time-evolution:

10,U; = Un[Py, 0:P;], Uy =1
Note that :[P;, 0,P,] is self-adjoint so that indeed U; is unitary. Furthermore, one has

0,(UPU;) = 0, U)PU; + U (0P)U; ~ UP.U; (0,U)U;
= Ui Py, atP[]P[U[* + Ut(atPt)Ut* — UP, [Py, atP[]Ut*
=0,

the latter because o,P; = atpf = 0,P,P; + P,0,P; and P,0,P,P; = 0 for any differentiable
path of projections. Hence the initial condition implies indeed that P, = U; PyU,. This
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argument can be modified to show that there are many possible choices for the path
t — U,. More precisely, one can modify the adiabatic equation to

10,U, = U,(1[P,,0,P,) - H,), Up=1,

where t — H,isan arbitrary path of self-adjoints satisfying [H;, P;] = 0, without spoiling
the conjugacy relation P, = U; Py U,. <o

Combining Proposition 5.3.20 with Proposition 5.3.19 one obtains the following:

Corollary 5.3.22. Let P, and P, be a pair of orthogonal projections satisfying the bound
[Py — Pyl < 1. Then exists a path t € [0,1] — U, of unitaries such that for Py(t) = U;P,U,
one has Py(1) = P; and P1(0) = Py, and (Py, P,(t)) is a Fredholm pair for all t € [0,1].

As an application of Proposition 5.3.18 let us prove a statement on the connected
components of Fredholm pairs of proper orthogonal projections:

FPP(H) = {(Py, P;) Fredholm pair : dim(P)) = dim(1 - P)) = ool (5.19)

The result is the equivalent of Theorem 3.3.5 for Fredholm operators.

Proposition 5.3.23. With respect to the norm topology on B(H) x B(J), the set
F,PP(H) = {(Py, P,) Fredholm : Ind(P,, P;) = n, dim(P)) = dim(1 - P;) = oo}

is connected.

Proof. Let (P ep, Pyrer) € FpPPP(XH) be a fixed Fredholm pair with index n such that
Porer 2 Piperifn > 0, Pyror < Prpepifn < 0 and Pyyer = Pyyep if n = 0. It will be
shown that for (Py, P;) € F,PP(XH) there is a norm-continuous path of Fredholm pairs
connecting (Pg, Py) t0 (Pg yef» Py rer)- First recall from the proof of Proposition 5.3.18 that
there is a norm-continuous path of Fredholm pairs connecting (P, P;) to (P, P;) where
with respect to the grading

% = Ran(xy, (Py - P1)) ® Ran(x,_y,(Py — Py)) ® Ran(y;_1,(Py - Pp)"

one has P} = 0 @ 1@ Py and Py = Pyy_11,(Py — Py). In this grading, P, is of the form
Py, = 1 0 @ Py. Moreover, there is a unitary U € U(H) acting nontrivially only on
Ran(yy, (Py — P;)) ® Ran(y;_yy(Py — P;)) such that P = UP{U* fulfils Py > Py’ if n > 0,
Py<Plifn<0and Py =P} ifn=0.As1-U € K(X) is a compact operator, ¢ € [0,1] —
(Py, U'P{(U")*) is a continuous path of Fredholm pairs connecting (P, P;) to (Py, P}').
Finally, there is a unitary V € U(H) such that VPyV"* = P ¢ and VP{'V* = P, .¢. Indeed,
say for n > 0, one can first rotate Py to Py . via a unitary V, namely VP V* = P ; then
VP{'V* < Py f; thus one can choose V commuting with Py ¢ so that VVP'V* V* = Py o;
finally, set V = VV.Then ¢ € [0,1] = (V'Py(V")*, V'P](V')*) is a norm-continuous path
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of Fredholm pairs connecting (P, P;') t0 (Pg ref> P ref). Concatenation of these paths leads
to a path of Fredholm pairs connecting (Py, Py) t0 (P rep, Py ref) (as the index of Fredholm
pairs is locally constant by Proposition 5.2.7 the path lies in IF, PP(3)). As the Fredholm
pair (Py, P;) € F,PP(H) was arbitrary, this shows that IF,PIP(J) is connected. O

Corollary 5.3.24. The path-connected components of FPPP(H) are labeled by the index
map Ind : FPP(H) — Z.

Remark 5.3.25. Given an arbitrary pair (P, P;) of orthogonal projections, it is always
possible to find a path t € [0,1] — P, connecting them. Indeed, there always exists
a unitary U such that P; = UP,U" (see Proposition 5.1.7) and then one can simply set
P, = U'Py(U")* where U" is the }th root of U defined by spectral calculus. However,
along this path, the Fredholm property is in general violated. <o

5.4 Fredholm pairs of symmetries

Associated to an orthogonal projection P is always a symmetry, that is, a self-adjoint
unitary, by the formula

Q=1-2P.

Definition 5.2.1 therefore naturally leads to the following:

Definition 5.4.1. Two symmetries Q, and Q; form a Fredholm pair of symmetries if and
onlyif P, = %(1 -Qp)and P, = %(1 — ) are a Fredholm pair of orthogonal projections.
Then the index of the Fredholm pair of symmetries is given by

Ind(Qy, Q1) = Ind(Py, Py).

Of course, Fredholm pairs of symmetries are merely a reformulation of Fredholm
pairs of orthogonal projections, but in some instances below this leads to nicer formulas.
The first result shows that a pair of symmetries is Fredholm if and only if the sum of this
symmetries is Fredholm.

Proposition 5.4.2. A pair (P, P;) of orthogonal projections is Fredholm if and only the
operator if Qy + Qq is Fredholm, where Qy =1 - 2P, and Q; =1 - 2P;.

Proof. As
Qo+0Q1=2(1-Py - Py),
Qo + Q; is Fredholm if and only if 1 — Py — P, is Fredholm. Moreover,

(1—P0—P1)2 :l—PO—P1+POP1 +P1P0 = (1—P0 +P1)(1—P1+P0).
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By Theorem 5.3.8, (Py, P,) is a Fredholm pair if and only if1 - P, + P; and 1 - P; + P
are Fredholm. Therefore Q, + Q, is Fredholm if (Py, P;) is a Fredholm pair. Conversely,
if Qp + Qq is Fredholm, (1 - Py + P;)(1 - Py + Py) = (1 - P; + Py)(1 - Py + Py) is Fredholm
by the above. We show that (1 - Py + P;) and (1 - P; + P,) are Fredholm. First

Ker(1 - Py + P;) ¢ Ker((1- P, + Py)(1- Py + Py))

is finite dimensional. Analogously, Ker(1 — P; + P;) is finite dimensional. The range of
1- P, + P; can be decomposed into a direct sum of two subspaces

Ran(1- Py + P;) = Ran((1- Py + P;)(1 - P; + Py)) @ Ran((1 - Py + Pl)lKer(l—P1+P0))-

The first summand is closed by the Fredholm property of (1 - Py + P;)(1 — P; + Py), the
second is finite dimensional. Thus Ran(1 — P, + P;) is closed, and one concludes that
(1 - Py + Py) is Fredholm. Analogously, (1 — P; + Py) is Fredholm. Theorem 5.3.8 allows
concluding that (P, P;) is a Fredholm pair. O

Lemma 5.4.3. For symmetries Q, and Q,, one has
Ker(Qq + Q;) = (Ker(Qy — 1) n Ker(Q; +1)) & (Ker(Qq + 1) N Ker(Q; — 1)).
Proof. If Q, and Q, are expressed in terms of orthogonal projections P, and P;, then
Ker(Qq + Q1) = Ker(1- Py — Py).
For some vector ¢ = ¢, + ¢, in this kernel such that Py¢, = ¢; and Py¢, = 0, one has

1-Py-P)p=0 < ¢;—Pi¢p—P1pp=0
& (1-P)¢, =Py

Hence (1 - P;)¢, = 0 = P;¢; and therefore
Ker(Qo + Q) < ((Ker(Qg — 1) nKer(Q; +1)) & (Ker(Qp + 1) N Ker(Q; - 1)))

As the reverse inclusion is obvious, this implies the claim. O

If Qp and Q, are expressed in terms of P, and Py, then the operators R, and R, defined
in Lemma 5.3.6 are given by

1 1
Ro=1—(Po+P1)=§(Qo+Q1)a R1=P0—P1=§(Q1—Qo)-
Then the second set of identities of Lemma 5.3.6 becomes

RyQp = Q1Ry,  R1Qp = -01R;, R3Qp = QuR;,
RyQ1 = QoRy, R0y =-0QoR;,  RoR1Qp = —QpRyR;.
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Replacing R; in the formula in Theorem 5.3.8, one finds for a Fredholm pair (Qy, Q1) of
symmetries

Ind(Qy, Q;) = dim(Ker(R; — 1)) — dim(Ker(R; +1)). (5.20)
This leads to the following further formula for the index of Fredholm pairs.
Proposition 5.4.4. For a Fredholm pair (Q,, Q,) of symmetries,
Ind(Qy, Q1) = Sig((Q1 ~ Qo)lker(g,+0y))-

Proof. First of all, let us note that Ker(R,) is an invariant subspace for R;. Indeed, if
¢ € Ker(R), then, exploring the second identity in (5.15), one finds RyR;¢ = —R;Ry¢ = 0.
Moreover, the first identity Ry + Ry = 1 implies that Ry|gez,) is nondegenerate. Hence
the signature of this finite-dimensional operator is well defined. More precisely, one has

2
(Rilker(r,))” = ker(ry)

namely R;|ger(r,) is @ symmetry on Ker(Ry). Using again that on the spectral subspaces
Xiz13(Ry) of Ry the projections P, and P; are either the identity or the zero map, one
obtains

Ker(R; - 1) = (Ker(Q; - 1) N Ker(Q +1))
and
Ker(R; +1) = (Ker(Q; + 1) n Ker(Q, — 1)).
By Lemma 5.4.3,
Ker(R,) = Ker(R; — 1) @ Ker(R, +1).

Thus Sig((Q1 — Qo)lker(g,+0,)) is given by the difference of dimension on the right-hand
side of (5.20). O

5.5 Fredholm pairs of unitary conjugate projections

In many applications Fredholm pairs are explicitly given by pairs of unitary conjugate
orthogonal projections, namely given in the form (Py, P;) = (P, U*PU) with a unitary
operator U. Conversely, if Py and P, are both proper, namely have infinite-dimensional
range and kernel, then they are always unitarily equivalent, as Proposition 5.1.7 shows.
Hence many of the results of the last two sections transfer to this case, but sometimes
take a slightly different form worth noting, in particular, for the context of applications.
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Let us begin rewriting the Fredholm condition in this situation, which follows directly
from Proposition 5.3.1.

Corollary 5.5.1. Let Py and P, = U*PyU be orthogonal projections on H. Then (P, P;) is
a Fredholm pair if and only if

POU*POUPO +1—P0 and P[)UP()U*PO +1—P0
are Fredholm operators on 3. If (Py, P,) is a Fredholm pair, then
Ind(Py, P;) = dim(Ker(PyU"PyUP, + 1 - Py)) — dim(Ker(PyUP,U* Py + 1 - Py)).

Note that the Fredholm property of PyU*P,UP, + 1 — P, is not sufficient for
(P, U*PyU) to be a Fredholm pair. This can be shown by considering H = H' ® C*
for an infinite-dimensional separable Hilbert space 3’ and setting

1
P0:1® 0
0

o O© O
o O O

Then by Proposition 5.1.7, there is a unitary U € U(X) such that

1
P =UPU=18]| 0
0

o = O
o O© O

One directly checks that PyU* PyUP,+1-P, = 1is Fredholm but P,P,P,; +1-P; = Py+1-P;
is not Fredholm. Therefore by Proposition 5.3.1, (Py, U*PyU) is not a Fredholm pair.

In many situations one has the property that [P, U] is compact. This does, however,
not necessary hold for every Fredholm pair (P, U PU), as shows the following remark.

Remark 5.5.2. This elaborates on Remark 5.3.16. Let

10 1/1 1
Py =1 P —1w-
0 ®<0 o) 1 ®2<1 1)

act on £%(N) ® C. Then P; = U*P,U for the unitary operator

1 /1 1
U=1e — ,
w/i(l —1>

and, by Remark 5.3.16, (Py, P;) is a Fredholm pair. On the other hand, neither the com-
mutator [U, Py] nor Py — P; is compact. This generalizes as follows: Let P, and P; be two
orthogonal projections such that P; = U*P,U for a unitary U. As

PO _Pl = PO - U*PoU = U*[U,Po],

the difference P, — P, is compact if and only if [U, Py] is compact. <o
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Proposition 5.5.3. Let P be an orthogonal projection and U € U(H) unitary. Then
(P,U*PU) is a Fredholm pair if and only if PUP + 1 - P is Fredholm and in this case

Ind(P, U*PU) = Ind(PUP +1 - P).

Proof. Letusset T = PUP+1-P. Then, by Corollary 5.5.1, (P, U*PU) is a Fredholm pair if
and only if PU*PUP+1-P = T*T and PUPU*P +1- P = TT" are Fredholm, which is, by
Theorem 3.4.1, equivalent to the Fredholm property of T. Moreover, by the expression
for the index given in by Corollary 5.5.1,

Ind(P, U*PU)
= dim(Ker(PU* PUP + 1 - P)) — dim(Ker(PUPU*P + 1 - P))
= dim(Ker(T"T)) - dim(Ker(TT")).
As Ind(T) = dim(Ker(T*T)) — dim(Ker(TT*)), this implies the claim. O
The following corollary is a consequence of Proposition 5.3.15.

Corollary 5.5.4. (i) Suppose given an orthogonal projection P and furthermore two uni-
taries Uy, U, € U(H) such that |7([Uy, PDlq + ||7T([U2,U1*PU1])||Q < 1 holds. Then
(P, U; PUy), (U} PUy, (U,U,)*PULU,), and (P, (U U,)* PU,U,) are all Fredholm pairs
and

Ind(P, (U, U,)* PU,U,) = Ind(P, U; PU,) + Ind(U; PU,, (U, U,)* PU,U,).

(ii) Let P € B(H) be an orthogonal projection and U € U(K) unitary such that for some
ne Nandalk € {0,...,n -1} one has |n([U,P)lq + ||n([Uk,P])||Q < 1. Then
(P,U*PU), (P, (U*)"PU™), and (P, U"P(U*)") are Fredholm pairs with index

Ind(P, (U*)"PU") = nInd(P, U* PU) = —Ind(P, U"P(U*)").
Proof. To show (i), note that P — U*PU = U*[U, P] and therefore
(P - U"PU) | = (10, P])]q
for any orthogonal projection P € B(HH) and unitary U € U(H). Hence
[72(P ~ Ul*PUl)"(Q + | (Uy PU, - (UlUZ)*PUlUZ)NQ <1

and the claim follows from Proposition 5.3.15.

Because [7([U, PDllq + I ((U¥, U*PUDlq = Im([U,P)lq + ”ﬂ([Uk)P])"Q < 1, the
first part of this corollary implies that (P,U*PU), (U*PU,(U*)**'pu**!), and
(P, (U*)**1pu**1) are Fredholm pairs and

k+1

md(P, (U*)"'PU**!) = Ind(P, U*PU) + Ind(U* PU, (U*)**"

PUk+1).
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As Ind(U*PU, (U*)*1pU**y = Ind(P, (U*)*PUY), it follows iteratively that

k+1

Ind(P, (U*)""PUX) = (k + 1) Ind(P, U PU),

which implies the first claim. The claim on Ind(P, U"P(U*)") follows by exchanging the
rolesof U and U*. O
The following is merely a reformulation of Proposition 5.2.10 and Theorem 5.2.11.

Proposition 5.5.5. Let P € B(K) be an orthogonal projection, U € U(H) unitary, and
n € N be such that

P-PU"PUP ¢ L"(Ran(P)), P-PUPU'P e L"(Ran(P)).
Then (P, U™ PU) is a Fredholm pair of orthogonal projections, and for all m > n one has
Ind(P, U*PU) = Tr((P - PU*PUP)") - Tr((P - PUPU"P)"™).
If (P,U*PU) is a Fredholm pair of orthogonal projections and (P — U "PU)Z”'+1 is trace
class for some integer n' > 0, then for allm’ > n’,

Ind(P, U*PU) = Te((P - U*PU)™ ),

Proof. Asthe property P - PUPU*P ¢ £"(Ran(P)) is equivalent to U*PU - U* PUPU*PU
lying in £"(Ran(U*PU)) and

Tr((P - PUPU*P)") = Tr((U*PU - U*PUPU*PU)"),
Proposition 5.2.10 implies the first claim. The second claim directly follows from Theo-

rem 5.2.11. O

From the formula in Theorem 5.3.8, one can directly deduce the next result (taken
from [18]).

Proposition 5.5.6. Let (P, P;) be a Fredholm pair of orthogonal projections. There exists
a unitary V e U(H) such that

if and only if Ind(Py, P;) = 0.

Proof. 1f such a V exists, then V(P, - P;))V* = P, — P, and thus, by Theorem 5.3.8,
Ind(Py, Py) = 0.

Conversely, let (Py, P;) be a Fredholm pair with vanishing index. As above, define
P, = Y111;(Po—Py). AsInd(Py, P;) = 0, Ran(P, ) and Ran(P_) have the same dimensions by
Theorem 5.3.8, there is a unitary operator U, : Ran(P,) — Ran(P_). Then the operator
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V, : Ran(P,) @ Ran(P_) — Ran(P,) @ Ran(P_) defined by Vy(¢, + ¢_) = Uy d_ + Uy,
for ¢, € Ran(P,) and ¢_ € Ran(P_) is unitary. Let V denote the partial isometry in the
polar decomposition 1- Py — P; = V[1- P, - P;| of the operator 1- P, — P;. Then also the
restriction V; = lean(l—Po—Pl) :Ran(1- P, - P;) — Ran(1 - P, — P;) is unitary. Note that,
by Lemma 5.4.3, Ran(1 - Py — P;) = H e (Ran(P,) @ Ran(P_)). As1- P, — P, and Py — P;
anticommute,

V(Py—P) = (P, -Py)V and V(Py+Py) = (Py+ PV,
thus
VPy=P,V and VP, =P,V.
One directly checks that
VP,V* =P, and VP,V* =P,

hold for V=V, e V. O

5.6 Spectral flow of linear paths between Fredholm pairs

This section collects several formulas connecting the index of Fredholm pairs of orthog-
onal projections to a spectral flow. Let us begin with an expression of the spectral flow
of the linear path connecting two symmetries that form a Fredholm pair by the index of
this Fredholm pair.

Theorem 5.6.1. For any Fredholm pair of symmetries Q,, Q; on 3, one has
Sf(t € [0,1] = (1-)Qq + tQ;) = Ind(Qy, Qy)- (5.21)

Proof. The operators H; = (1 - t)Q, + tQ; are Fredholm. Indeed, H; = Q, + t(Q; — Qp)
isfort € [0, %] a perturbation of an operator Q, with spectrum {-1,1}. As the Fredholm
condition of the pair (Qy, @) is equivalent to [7(Qy — Q;)llq < 2 by Corollary 5.3.13, it
follows that H, has its essential spectrum bounded away from 0 for t € [0, %]. Further-
more, for t € [%,1] one can write H; = Q; + (1 - t)(Qq — Q) so that the same argument
applies. Moreover, H, is invertible except possibly at t = % The derivative at this point

is
OHili_1 = @1 = Qo
Hence the crossing form at t = % is

I Ker(H%) - Ker(H%), F%(¢) = (0](Q1 - Q0)9),

1
2
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and its signature is equal to the spectral flow by Proposition 4.3.6 which applies because
the crossing was shown to be regular in the proof of Proposition 5.4.4. But, by Proposi-
tion 5.4.4, this signature is precisely the index of the Fredholm pair (Q,, Q;) of symme-
tries. O

Let us stress that in the earlier works [207, 148, 84], the equality (5.21) was only
shown under the hypothesis that Q, — Q; is compact (or equivalently that the associ-
ated orthogonal projections have a compact difference P, — P,). Next recall from Propo-
sition 5.1.7 that, given two proper symmetries Q, and Q;, it is always possible to find
a unitary U € U(XK) such that Q; = U*Q,U. For this situation, one thus obtains from
Proposition 5.5.3:

Corollary 5.6.2. For a Fredholm pair of symmetries Qy =1—-2Pyand Q; =1-2P;on H
and a unitary U such that Q; = U*Q,U, one has

Sf(t € [0, 1] Land (1 - t)QO + th) = Ind(PoUPO + 1 —Po).
Proof. As P, = U*P,U, the claim directly follows from Theorem 5.6.1 and Proposi-
tion 5.5.3. O

Combined with Theorem 5.2.12, one also deduces the following formula for the spec-
tral flow which is similar in spirit to Proposition 4.3.12.

Corollary 5.6.3. Let (Qy, Q1) be a Fredholm pair of symmetries such that (Q, — Q) is
trace class for some integer n > 0. Then for the linear path t € [0,1] — Q; = Qu+t(Q1—Qy)
and any k > n,

1
S(¢ € [0,1] = Q) = Cl Jdt Tr(3,0),(1 - 09)1), (5.22)
0

with Cy given in (5.13).
Similarly, also Proposition 5.3.11 leads to a formula for the spectral flow, see [56].

Corollary 5.6.4. Let (Qy, Q) be a Fredholm pair of symmetries on H such that the oper-
1
ator exp(—((Qq — Ql)z)_ﬁ) is trace class for some 0 < q < 1. Then the path

— Qr = Qg + t(Qy — Qp)

satisfies

1

! 1
Sf(te[o,lwot)—c—j 4 Tr((0,0) (1~ @8) Te 1)
O

forr > 0 and where C, , is given in (5.17).
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5.7 Spectral flow formulas for paths with compact difference

Section 4.3 already presented a quite diverse selection of formulas for the spectral flow.
Here further formulas are provided, all based on the results of the last Section 5.6. First
let us generalize Theorem 5.6.1 to linear paths connecting two invertible self-adjoint op-
erators (instead of symmetries) with compact difference.

Corollary 5.7.1. For self-adjoint invertible operators Hy, H; € B(3) such that the differ-
ence H, — Hy € K(H) is compact, one has

SE(t € [0,1] > (- )Hy + tH,) = SE(t € [0,1] > (1 — )Qp + £Qy)
= Ind(QO’ Ql):

where Q; = H;|H;|™ is the unitary phase of H; for i = 0, 1.

Proof. (Some elements are similar to the proof of Proposition 5.3.17.) As H, — H,, is com-
pact, (1 — t)Hy + tH; = H + t(H; — Hy) is Fredholm for all ¢ € [0,1] by Corollary 3.2.3.
Moreover, h(H,) — h(H,) is compact for every continuous function h : ¥ — C where
L = spec(H,) U spec(Hy). As

H'—H} = Hy(H' - H}™) + (H, - H)H} ', n=2

p(H;) — p(Hy) is compact for any polynomial p : C — C. As the set of compact op-
erators IK(H) is a closed subset of the set of bounded operators B(J) and the polyno-
mials are dense in the set of continuous functions on compact domains, we see that
h(H;) - h(H,) is compact for every continuous function h : spec(H;) U spec(H;) — C.
Therefore (t,s) € [0,1] x [0,1] — (1—t)Hy|H,|™* + tH;|H;|™* is a continuous homotopy of
Fredholm operators. By Theorem 4.2.2,

Sf(t € [0,1] = (1 - t)H, + tH;)
= Sf(s € [0,1] = Hyl|Ho|™)
+S£(t € [0,1] — (1— t)Hy|Hp| ™" + tHy|H;| ™)
— Sf(s € [0,1] — Hy|H,|™®).

As
s€[0,1] = HylHy|”® and se€[0,1] — H|H,|"®

are paths of invertibles and therefore the spectral flow along these paths vanishes, and
HylHy|™ = Qo and Hy|H;|™* = Q,, one has

SE(t € [0,1] > (1 - t)Hy + tHy) = Sf(t € [0,1] — (1 - £)Qy + tQy).

The remaining claim follows from Theorem 5.6.1. O
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Similar as Corollary 5.6.2 is a special case of Theorem 5.6.1, one can now state Corol-
lary 5.7.1 for the special case of paths with unitary equivalent endpoints.

Corollary 5.7.2. For a self-adjoint invertible operator H € B(H) and a unitary U € U(H)
such that the commutator [H, U] € K(JH) is compact, one has

Sf(t € [0,1] > (1- t)H + tU*HU) = Ind(PUP + 1 - P),

where P = y(H < 0) is the orthogonal projection onto the negative spectrum of H.

Proof. AsH —U*HU = [H,U*]U is compact,

St(t € [0,1] — (1- t)H + tU*HU)
= Sf(t € [0,1] — (1- )1 - 2P) + tU* (1 - 2P)U),

by Corollary 5.7.1. Now the claim follows from Corollary 5.6.2. O

The next result is the starting point for many applications, e. g., all of Chapter 10. It
also considers a situation similar to Corollary 5.7.2, namely paths with unitary conjugate
endpoints, but does not require the paths to be linear. The result goes back to the work
of Phillips [148] with precursors like Wojciechowski [207], see also [70].

Theorem 5.7.3. Lett € [0,1] — H, be a norm-continuous path of self-adjoint operators
with invertible endpoints Hy and H, such that H, — H is compact for all t € [0,1] and
H, = U"HyU.IfP = y(H, < 0), then

Sf(t € [0,1] — H,) = Ind(PUP +1-P).
In particular, one has for the linear path connecting1 - 2P and U* (1 - 2P)U,
Sf(t € [0,1] = (1-t)(1-2P) + tU*(1-2P)U) = Ind(PUP + 1 - P).

Proof. FirstH,—H, = U*HyU-H, = U*[H,, U] € K(H) is compact by assumption. Thus
[Hy, U] € K(H) is compact and, by Corollary 5.7.2,

Ind(PUP +1-P) = $f(t € [0,1] — (1 - t)Hy + tU*HyU). (5.23)
The homotopy h : [0,1] x [0,1] — B(F),
h(t,s) = (1 - s)H; + s((1 - t)H, + tHy),
is within the Fredholm operators as h(t,s) = Hy + (1 — s)(H; — Hy) + st(H; — Hy) and
(1-s)(H; — Hy) + St(H; — Hy) is compact for all (¢, s) € [0,1] x [0,1]. As h(0,s) = H, and

h(1,s) = H, for all s € [0,1], Theorem 4.2.2 implies

Sf(t € [0,1] — H,) = Sf(t € [0,1] — h(t,0))
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= Sf(t € [0,1] — h(t,1))
=Sf(t € [0,1] — (1 - t)Hy + tU"HyU),
which by (5.23) implies the claim. O
Let us give an elementary example illustrating some of the above facts.
Example 5.7.4. Let H = EZ(Z) with orthonormal basis |n), n € Z. Introduce the symme-

try

Qo =Y. In)(nl =) In)(nl.
n>0 n<0
Furthermore, let S be the left-shift on 3 given by S|n) = |n — 1). For k € N, choose
U = (89" and set Qx = (sk )*QOSk . Now, roughly stated, Q; has k less positive eigen-
values than Q. This difference between infinities is taken into account by the spectral
flow. Calculating the spectrum on the straight line path H, = (1 - t)Q, + tQ; € FBZ,(H)
explicitly shows

St(t € [0,1] — H,) = —k.

Alternatively, (0,H); = Qx — Qp = —2P; where P, is the finite-dimensional orthogonal
projection on the span of |n), n = 0,..., k — 1. Then by Proposition 4.3.12,

St(t € [0,1] > H,) =

DN =

1
Jdt Tr(g' (H)@,H),) = -k,
0

where g is a smooth nonnegative function of integral 1 which is supported in the gap of
the essential spectrum of H, for all t € [0,1]. o

The Fredholm operators in Theorem 5.7.3 often appear as the result of an even in-
dex pairing between a K;-class specified by P (e. g., of the C*-algebra generated by H)
and a graded Dirac operator, see Section 10.1 for a detailed description. Section 10.1 also
describes odd index pairings and the following result can be interpreted as an odd (or
dual) analogue to Theorem 5.7.3, namely an index formula for paths of unitaries with
conjugate endpoints by a self-adjoint conjugation operator. It will use the notion of spec-
tral flow of paths of normal operators as given in (4.14).

Theorem 5.7.5. Lett € [0,1] — U, be a path of unitaries such that U, — U, is compact.
Suppose that there is a self-adjoint unitary G such that U; = GU,G. IfE = y(G = 0), then
EULE +1 - E is a Fredholm operator with index given by

Ind(EU,E +1- E) = Sf(t € [0,1] — Re(W,)), (5.24)

where W, = GU, Uy is unitary.
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Proof. To show that the spectral flow is well defined, first note that U,U; -1 = (U,~U,) U,
is compact by hypothesis, so that W; — G is compact and so is Re(W;) — G. Moreover,
W, = G = Re(W,) and Wy = UyGU; = Re(W,) are both self-adjoint, and one has
Re(W,) = UyRe(Wy)Uy . Thus Theorem 5.7.3 can be applied to ¢ € [0,1] — H, = Re(W,).
There are now two sign changes in the index pairing involved, one because E is the
spectral projection onto the positive spectrum of G and one because Uy is on the left-
hand side in Re(W;) = UyRe(W,)U; (while P is the negative spectral projection of H;
and H; = U*H,U in Theorem 5.7.3). This concludes the proof. O

The spectral flow of unitaries appearing on the right-hand side of (5.24) inherits
natural homotopy invariance properties. For example, choosing U,U,"G instead of W,
is another natural choice giving a different path connecting G and UyGU; . The choices
GU/ U, and U; U,G reverse the path and thus the sign of the spectral flow. A standard
choiceoft € [0,1] — U, leadingtoapatht € [0,1] — GU,U; from G to U,GUj, expressed
merely in terms of U; and G, is given by

U, = U, exp<%(G ~1+tU[G, UO])>G.

As explained in [70], this path leads to a K-theoretic interpretation of Theorem 5.7.5.

The next set of results generalizes the formula given in Corollary 5.6.3. The proofs
are based on Singer’s idea to use closed 1-forms [183] which in this context was further
developed in the work of Getzler [96] and more thoroughly in the works of Carey and
Phillips [55, 56]. The latter two papers contain more general versions of the next results.
More precisely, these works require fewer summability assumptions and also deal with
the case of semifinite spectral flow discussed in Chapter 11.

Proposition 5.7.6. Let (Qqy, Q1) be a Fredholm pair of symmetries on H connected by a
patht € [0,1] — Q; € Bg,(H) such that (Q; — QO)Z’Hl is trace class for some integern > 0
and the path is continuously £*"*-differentiable. Then one has for any k > n,

1

[ artr@0na- 3, (5.25)
0

S(¢ € [0,1] — Q,) = Cik

with Cy given in (5.13).

Proof. Let Li’;”(ﬂ{) denote the set of self-adjoint operators in the (2n + 1)th Schatten
ideal £2"*}(3(). Then consider the set M = Qp + £X™*}(() as a manifold with tangent
space TM = ng”(f}f). By assumption the path t € [0,1] — Q; lies in M and is differ-
entiable with derivatives (0;Q), lying in ng”(%). Let us introduce a 1-form a; on M by

setting

e o(X) = ClkTr(X(l ~0M), XeT™M Qe (5.26)
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Note that q o(X) is real because it is given by the trace of a product of two self-adjoint
operators. The integral on the right-hand side of (5.25) is by definition the integral of a;
over the path t € [0,1] — Q;. To show the claim (5.25), it will be verified that this integral
of a; over a path is invariant under changes of the path inside M with fixed endpoints,
or alternatively that it vanishes on closed curves. This will follow by adapting a standard
argument. Let us first show that the form a; is closed, namely that one has

asls:oak,o+sY(X) = as|szoak,Q+SX(Y), X, Y e TM.

This follows from a computation based on the Leibniz rule, d,]s_o(Q + sY)* = QY + YQ
and the cyclicity of the trace:

k
CiOsls=0 grsy (X) = Bglsmg TH(X (1 - (Q +sY)*)")

k-1-1

k-1
= - Y Tr(X(1- QB)'(QY + ¥Q)(1- )T
=0

k-1

=Y Te(v(1- 02 X + xQ)(1- 02))
=0

= Ckasls:oak,Q+sX(Y)'

Now given that a; is closed, one can deduce that the integral of a; over a closed curve
vanishes. This can first be shown for rectangles lying in a two-dimensional plane
spanned by two vectors X,Y € TM, by transposing Pirkheimer’s proof of the Goursat
lemma. Then one can deduce it by the usual approximation arguments for an arbitrary
differentiable curve in M. Let us stress that the argument only requires that the deriva-
tives of a; exist (and neither their continuity nor the exactness of the form which in the
present situation is given, but not when the above argument is applied in the proof of
Theorem 7.2.2 later on). Therefore the right-hand side of (5.25) equals the integral of a;
over the linear path connecting Q, to Q; which, by Corollary 5.6.3, equals the spectral
flow of the linear path connecting Q, to Q;. As Q, — Q; is compact for all ¢ € [0,1], the
claim follows from the homotopy invariance of the spectral flow. O

Remark 5.7.7. The 1-form defined in (5.26) satisfies a; = df, r» where, for an arbitrary
fixed point F' € M = Qq + LX*(3(), the 0-form B}y : M — C is defined by

k

1
Brr (F) = J dt Tr((3,F),(1- F2)"),
0

1
Ck
where F, = F' + t(F - F') is the linear path between F’ and F. This is merely the Poincaré
lemma for the 1-form q; which holds globally in all of M. This can be verified by an

explicit computation as the one in the proof of Proposition 5.7.6 which we provide for
the convenience of the reader. The claim a; = dB) r explicitly means
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Ogls—oBr pr (F + 8X) = g p(X), X € TM.
To verify this, let us set
F.(s) = A =r)F +r(F + sX),
so that 0,F,.(s) = rX and 0,F,(s) = F + sX — F', as well as F, = F,(0). Then

CyOsls=oBrp (F + 5X)
1
= 3y [ drTe((F+ X ~F)(1- F(5))')
0

1
_ j dr[Tr(X(1 - F2)") + 0yls_o Te((F - F')Y(A - F(s)%))].
0

The derivative is computed as above, using the Leibniz rule and the cyclicity of the trace,

Almo Tr((F — F') (1= Fy(s)%)")

k-1
=- Y Tr((F-F)(1- F)a|s oF ()" (1~ F)k H)
IkO1
=1 Y Tr((F - F')(1- F2) (XF, + FX)(1- F2) )
=0
= z Te(X(1- F) (R (F - F') + (F - F')E,)(1 - F))

=ro, Tr(X(1- Fr) ).

By replacing, one finds

CidylseoBicr (F + sX) = | dr[Tr(x(1 - F2)") +ra, Tr(x (1 - F2)")]

Jd 9, [r Tr(X(1- F2))]

0

- Tr(x(1- F2)")
=Tr(X(1- )) Cray p(X),

which shows the claim. O

In the following, Proposition 5.7.6 will be further generalized to paths for which the
endpoints are not necessarily symmetries. The following object is needed.
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Definition 5.7.8. Let F; € B,,(H) be a base point satisfying Fé -1e€ Li;”l(f}{) for some
n € N. Then for an invertible F ¢ M = F; + Lg‘*l(ﬂ{) with phase Q = sgn(F) set

1
AP = & Jdm(@ )(1-F2)"),
0

where t — F; = F + t(Q — F) is the linear path from F to Q and k > n.

Theorem 5.7.9. Lett € [0,1] — F; € Bg,(H) be such that
() F2-1e L2 g0),

(il) F,—Fy e £2(30),

(iii) the path t — F, is continuously £*"*'-differentiable.

Then one has for any k > n,

1
SE(¢ € [0,1] — F,) = B (Fy) ,Bk(Fo)+— JdtTr((atF) (1-F)"),
0

Proof. First of all, note that

Bu(Fy) = J o Br(Fy = j @
[Fo,Qo] [F;,01]

where [F}, Q;] denotes the straight-line path from F; to Q; = sgn(F;) for j = 0,1 (these
paths lie in M). Moreover, let [Q,, Q;] denote the patht €[0,1] —» Q; = Qo + t(Q; — Qp)
from Q, to Q, (attention: Q, is not equal to sgn(F;)). Then the path t € [0,1] — F,is
homotopic to [Fy, Qp] * [Qp, Q1] * (—[F;, Q1]) where —[F;, Q;] denotes the reversed path
of [Fy, Qq]. As the paths [Fy, Qo] and [Fy, Q] lie in the invertibles, there is no spectral flow
along them. Hence by the homotopy invariance of the spectral flow and Proposition 5.7.6,

Sf(t € [0,1] — F,) = Sf(t € [0,1] — Q;)

- [«

[QO)Ql]
= J ak + J ak + J. ak,
[Qo-Fo] [te[0,1]—F] [F1.Q1]

where in the last step the closedness of the 1-form a; was used in order to deform the
integration path. The middle term is precisely the integral in the statement, which is
hence verified. O

Remark 5.7.10. The essential ingredient of the proof of Theorem 5.7.9 is Corollary 5.6.3.
It is possible to carry out a similar reasoning based on Corollary 5.6.4. This is carried out
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in the work of Carey and Phillips [56]. If the statement is then applied to the bounded
transform of paths of self-adjoint Fredholm operators with compact resolvent, one
obtains, after the change of variables connected to the bounded transform, a proof
of Theorem 7.2.2, namely the equivalents of the boundary terms S, (F) become the
n-invariants. <o

5.8 Spectral flow as sum of indices of Fredholm pairs

In this section, it is shown how the spectral flow of an arbitrary norm-continuous path
t € [0,1] — H; of bounded self-adjoint Fredholm operators can be expressed as a sum
of indices of Fredholm pairs of orthogonal projections. The outcome is Proposition 5.8.2
below. As a preparation for the statement, the following lemma is needed.

Lemma 5.8.1. ForeveryH € FB,(H) thereisa > 0 and aneighborhood Ny, , < FBg,(H)
such that S — X[_4/(S) is a norm-continuous finite-rank projection-valued function on
Ny o (P*(S),P*(H)) is a Fredholm pair, where P*(A) = X{g,.0)(A) for every self-adjoint
Fredholm operator A, and

Ind(P*(S), P*(H)) = Ind(¥{0,q (S): X[0.0) (H))

forall S € Ny .

Proof. By Lemma4.1.1, there is a neighborhood N of H and a > 0 such that S + y;_, 4/(S)
is a norm-continuous finite-rank projection-valued function on N. By construction (see
the proof of Lemma 4.1.1), the function S + ¥4 o,)(S) is norm-continuous on N. Define
Nj 4 @S

Niza =18 € Nt [X(g.00)H) ~ X(a,00 )] < 1}-

AS S = X(a.o00)(S) is norm-continuous on N, this is a neighborhood of H. Then de-
fine N}{,a as the connected component of f\fH)a containing H. It remains to show that
(P>(S),P*(H)) is a Fredholm pair with index Ind(y;o 4)(S), X[0,o)(H)) for all § € Ny, . As
P*(H) = Xj0.0)(H) + X(q,00)(H) and, similarly, P=(S) = ¥{0,a1(S) + X(a,00)(S)> Where y{o o (H)
and (o (S) are compact,

I7(P=(H) - P*(S))]q = 17t (@00 H) = X(a.00) )l
< i@ ) = X(@eo) S| < L.

Therefore, by Corollary 5.3.13, (P>(S), P*(H)) is a Fredholm pair. Its index equals the
index of P*(H)P(S)|ran(p=(s)) : Ran(P>(S)) — Ran(P>(H)) by Definition 5.2.1. Thus

Ind(P*(S), P*(H)) = Ind((X{0,q) (H) + X(a,00) H)) K10,a1(S) + X(a,00)(S)))
= Ind(X[0,q) H)X{0,a1 (S) + X{0,0) H)X(g,00) ()
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+ X(ay00) EDX10,a1 (S) + X(a,00) HX(a,00) (S))-

As the second and third summands in the last expression are compact, Theorem 3.3.4
implies

Ind(P*(S), P*(H)) = Ind(¥;0.0; (H)X{0,0)(S) + X(a00) H)X(@,00)(S))-

By Corollary 3.3.2, this implies
Ind(P*(S), P*(H)) = Ind(x10,q H)X10,0(9)) + IA(X(0,00) H)X(0,00)(S))>

where yjo.q)H)Xj00(S) : Ran(xpoq(S) — Ran(xgoqH)) and ¥(geo)H)X(g,00)(S)
Ran(¥(,00)(S)) — Ran(y, ) (H)) are Fredholm operators. Again by Definition 5.2.1,

Ind(P*(S), P*(H)) = Ind(X10,0(S): X[0,0) D) + INA(X (4,00) (S)> X(,00) (H))

follows. By definition of Ny , [¥(a,c0)(H) — X(g,00)(S)ll < 1 which, by Proposition 5.3.12,
implies

Ind()((a,oo)(s)x)((a,oo)(H)) =0.
Therefore Ind(P=(S), P*(H)) = Ind(x{9 41 (S), {0, (H)), finishing the proof. O
By compactness, it is possible to choose a finite partition
O=tg<ty<--- <ty 4 <ty=1 (5.27)
of [0,1] and a,, > 0,m =1,..., M, such that
t € [ty ty] = Hy

lies entirely in the neighborhood N}{[ «a, Of H;, defined in Lemma 5.8.1.

Proposition 5.8.2. For a partition 0 =t, < t; <--- < ty_1 < ty; = 1 as above, one has
Sf(t € [0,1] — H;)

M
= %dim(Ker(HO)) + Y Ind(P*(H, ),P*(H, ))- %dim(Ker(Hl)).

m=1

Proof. By Lemma 5.8.1,

PZ

tots)

Ind(P*(H, ),P*(H,, )) = Ind(P;

[y

foralm = 1,2,...,M where P; . = yoq, (H)- As P; . and P; , are finite-
dimensional,
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Ind(P;

at’at

) = dim(Ran(P; , )) - dim(Ran(P; . )
=Te(P: , -PZ )

am m-1
=Tr(P, . —P, . )+dim(Ker(H, ))-dim(Ker(H, )) (5.28)

Aot A

by Proposition 5.2.2. By Definition 4.1.2,

M
Sf(te[O,l]HHt):%ZTr(V -P; . P2, +P;, ).

(R Ayt Ayt Ayt

Ast € [t,_1,t,] — H;lies entirely in the neighborhood N}{ of H; , one concludes
that the path t € [t,,_y, ;5] = Tr(x_q, q,)(H,)) is constant. Therefore

Tr(Pa - 1) Tr(P;m,tm)

=Tr(P, . )+dim(Ker(H, )) - Tr(P, , )-dim(Ker(H, )
and
Sf(t € [0,1] — H;)
1 M(Tr(ZP > . ) +dim(Ker(H, )) - dim(Ker(H; )))
2 = Aot (stm-1 + tn )
M
=y nd(Pa oo Pa o) - dim(Ker(H, )) + dim(Ker(H, ))
m=1
1.. 1..
+ = dlm(Ker(Ht ) - zdlm(Ker(HtM))
1. 1.
= z Ind(Pa 6Pt 1) Edlm(Ker(Htm)) +Ed1m(Ker(Htm_1))
1 e 1
=3 dim(Ker(Hy)) + Y Ind(P*(H, ),P*(H, ))- zdim(Ker(Hl)),
m=1
where the second step follows from (5.28). O

5.9 Relative Morse indices and spectral flow

The Morse index of an invertible self-adjoint matrix is defined as the number of negative
eigenvalues. It is a standard object in Morse and stability theories as it is used to deter-
mine the qualitative behavior of flow lines of gradient flows on Riemannian manifolds
close to rest points. It is possible to define the Morse index for self-adjoint Fredholm
operators H € FB, () with positive essential spectrum as the same object. However,
for a self-adjoint Fredholm operator H € FB,(3{) having both positive and negative
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essential spectrum, there is no interesting definition of the Morse index itself. It is, how-
ever, possible to define a relative Morse index for a pair Hy, H; € FB;, () with compact
difference H; — Hy € K(J) (namely, Hy, and H; are Calkin equivalent). Indeed, due to
Proposition 5.3.17, the following definition is justified.

Definition 5.9.1. For self-adjoint bounded Fredholm operators Hy, H; € FBg,(H) with
compact difference H, - Hy € K(H), the relative Morse index is defined by

Ure (Hy, Hy) = Ind(Py, Py),

where Py = y(H, < 0) and P; = y(H; < 0).

Let us list the basic properties of the relative Morse index which are all directly
inherited from properties of Fredholm pairs and their index. Hence even though there
is little extra mathematical content, this allows summarizing all these properties in a
compact form (moreover, in the language of relative Morse indices that may be more
familiar to some readers).

Proposition 5.9.2. Let Hy,Hy,H, € FBg,(H) be such that the differences H; — H, and
H, — Hy are compact.

() One has pye)(Ho, Hy) = ity (Hy, Ho).

(ii) The relative Morse index is additive in the sense that

Uret(Ho, Hp) = e (Ho, Hy) + e (Hy, Hy).
(iii) Let R € B(XH) be invertible, then
trei(Ho, Hy) = e (R"HoR, R"HyR).
(iv) If H, is positive semidefinite, then
Urel(Ho, Hy) = L_(Hy),

where the Morse index (_(H,;) is defined in (4.6).

(v) Lett e [0,1] — H; € FBg,(H) andt € [0,1] — Ht’ € FBg,(H) be norm-continuous
paths of invertibles such that H, - H; € K(X) is compact for all t € [0,1]. Then
t € [0,1] = u.(H/, H,) is constant.

Proof. The first claim follows from the remark after Lemma 5.3.3. Item (ii) is a direct
consequence of Proposition 5.3.15 and (iv) follows from Definition 5.2.1. Claim (v) is im-
plied by Proposition 5.2.7 because ¢ € [0,1] — y(H; < 0) and t € [0,1] — )((H[ < 0) are
norm-continuous paths of orthogonal projections with compact difference. It remains
to show (iii). Let us setR, = U |R|H where U = R|R|’1 is the unitary phase of R, then
Ry = R, Ry = U and, moreover, R; HyR, and R; H;R, are Calkin equivalent for all ¢ € [0,1].
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Because t € [0,1] — dim(Ker(R; HyR,)) and t € [0,1] — dim(Ker(R; HyR,)) are constant
t €[0,1] — x(R{HyR; < 0)and t € [0,1] — x(R;H;R, < 0) are norm-continuous paths
of orthogonal projections with compact difference. Hence, by Proposition 5.2.7,

.urel(R*HOR’R*HlR) = yrel(U*HOU’ U*HlU) = .urel(HO’Hl)’

where the last equality follows from the fact that the relative Morse index is invariant
under conjugation by unitary operators by (5.14). O

The relative Morse index can be used to give an alternative description of the spec-
tral flow in Theorem 5.9.6 below, as put forward in [84]. It is based on the following fact
for which we provide an alternative proof.

Theorem 5.9.3. Associated to t € [0,1] — H; € FBg,(H) are norm-continuous paths of
invertibles t € [0,1] — M, € B(XH) and self-adjoint compacts t € [0,1] — K, € K(H) such
that

Mt*HtMt =Q+K; (5.29)

where Q is a symmetry. If H, is invertible, one can choose K, = 0.

Proof. Suppose that the partition (4.2) and a,, > 0 are chosen such that the spectral
projections ¢ € [ty_y, ty] = Pyt = X(-q,,,a,,] (H) are norm-continuous and finite dimen-
sional, see (4.3). Then let us set

H,_ = P—oo,—am,th> Hy = Pa,,,,th’ H = Pam,oo,th’

where P_, .+ = X(—co-a,)(He) aNd Py o+ = X(a,,00) (H}) are spectral projections of H;.
Let us note that all of these operators are not necessarily continuous att, . .., t;, as there
may be jumps in the dimension of the finite-dimensional projection. Nevertheless, for
each t € [t,,_q, ty], let us set

S = (Hy,) 2 +Py (+(H,) .

Here H,. are understood as invertible operators on their range. By construction,
t € [tyrtm] — S; is norm-continuous, self-adjoint, and invertible. Moreover, for

t € [ty i tyls

SeH Sy = —P_oo g, ¢ + Ho + Pg, oot

Each summand on the right-hand side is continuous in t € [t,_q,t;,]. Moreover, the
operator —-P_, o +P, o, differs from a symmetry only by a compact operator, which
will be chosen to be P, ,, notably let us set

Qt =P o a,t +Pa,t + Paoort-
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These symmetries can be continuously deformed by a path of unitaries U, into a given
one, say @, = Q, . Hence there exists a continuous path t € [t,,_y, t,] — N, of invert-
ible operators such that

Nt*HtNt = Qm + Ko

where t € [t,,_4,t,] — K is norm-continuous and compact. This proves the statement
locally in ¢. It remains to join the pieces in such a manner that the Q,, can be chosen to
be equal. This will be achieved inductively in m after a finite number of steps. Hence let
us assume that (5.29) already holds for t < t,,_;. At t,,_;, one then has

Htmfl =

M; )@+ K, )M, )"
o, zt,H )71(Qm + K, N )

Thus set A = (Ntmq)‘lthq and M, = N;Afor t € [t,,_y, t;,]. It now follows that

% * * -1 -1
A QpA=0+ Ktm,l - M, (N ) Km,tm,l (sz,l) Mzm,l»

m-1 tmfl

and so A*Q,,A = Q + K for a compact self-adjoint operator K. Hence, for ¢ € [t,,_1, tp],

MH,M, = A*N;H,N,A
=A"(Q, + KA
=Q+K+A"K,,A
=Q+K,,

for the compact self-adjoint operators K; = K + A*K,,, ,A. This finishes the proof. O

Remark 5.9.4. Itis possible to reformulate Theorem 5.9.3. Because M, is invertible, one
can set H, = (M;")*QM; ' and K, = (M;})"K,M;" and obtains

H, = H, +K,. (5.30)

Hence the path t — H, can be decomposed into a path ¢ + H, of invertibles and a
compact perturbation t — K, thereof. Let us stress that if t € [0,1] — H, is a loop,
namely H,, = H,, the two paths t — H, and t — K, are in general not closed.

Provided that H, is invertible (so that K; = 0), one can homotopically deform the
time parameter in the two summands on the right-hand side of (5.30) to deduce the fol-
lowing: the nontrivial loop t € [0,1] — H, is homotopic to the concatenation of two
paths

(t € [0,1] = H;) * (t € [0,1] — H, + K;).
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The first of these paths is within the invertible operators and hence has no spectral flow,
while the second is merely a compact perturbation of H; = H,, — K. On this second part
though, there is possibly a spectral flow given by

Sf(t € [0,1] — H, + K;) = Sf(t € [0,1] — H,).

Let us note that a particular case of this is the following: given two symmetries Q, and
Q, with compact difference Q, — Q; and a given index Ind(Q,, Q;), first rotate Q, into
Q, by a path of unitaries, then use the straight-line path to complete a nontrivial loop
rooted in Q, (playing the role of H;, in the above). Such a loop is constructed explicitly
in Example 8.3.4, which is based on Example 5.7.4. In order to be even closer to this
Example 8.3.4, the next result further specializes (5.30) to the case where H; is a proper
symmetry up to a compact perturbation. <o

Corollary 5.9.5. Let t € [0,1] — H; be a path of essential proper symmetries, namely
lying in the set

FBLS(30) = {H € FBy(3) : specegs(H) = -1 1}}.

Then there are norm-continuous paths of unitaries t € [0,1] — U; € U(X) and self-
adjoint compactst € [0,1] — K; € K(H) such that

U HU, =Q+K, (5.31)

for some proper symmetry Q.

Proof. Let us start out from (5.30). As H; € ]FIB;‘E;C(J-() and f(t € K(F), it follows that
also H, IF]B;;C(H-C), due to the compact stability of the essential spectrum. As H, is
invertible, the proof of Proposition 3.6.5 implies that it can be decomposed as H, = Q,+K,
into a symmetry Q, and a compact K,. Moreover, this decomposition is continuous, see

Remark 3.6.6. Then
H, = Q, +K, +K,.

By Proposition 5.3.20, one can write Q, = U,Q,U;" for some path of unitaries. Setting
Q = Qg and K, = U} (K, + K;)U; concludes the proof. O

Based on Theorem 5.9.3, one has the following formula for the spectral flow as Morse
index.

Theorem 5.9.6. For pathst € [0,1] — H, € FBg,(H) andt € [0,1] » M;HM, = Q + K,
where as above Q is a symmetry, t € [0,1] — M, € B(X) is a path of invertibles and
t € [0,1] » K; € K(K) is a path of compacts, the spectral flow of the path t € [0,1] — H;
satisfies
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Sf(t € [0,1] — H,) = Sf(t € [0,1] » Q +K,)
= % dim(Ker(Hy)) + fiye (Q + Ko, Q + Kp) — % dim(Ker(H,)). (5.32)
Proof. Fort e [0,1],1et U = M/ IM; | be the unitary phase of M; . Then let us consider
the continuous homotopy h : [0,1] x [0,1] — FB,,(H) defined by
h(t,s) = U/ |M; |sHt|Mt* |sUt-
By Theorem 4.2.2, one has

Sf(t € [0,1] = h(t,1))
= —Sf(s € [0,1] — h(0,s)) + Sf(t € [0,1] — h(t,0)) + Sf(s € [0,1] — h(1,5)).

As s € [0,1] — dim(Ker(h(0, s))) and s € [0,1] — dim(Ker(h(1, s))) are constant, item (i)
of Theorem 4.2.1 implies

Sf(s € [0,1] = h(0,s)) = Sf(s € [0,1] = h(L,5)) = 0.
Therefore
Sf(t € [0,1] — Q + K,) = S(t € [0,1] — U/ H,U,) = S£(t € [0,1] — H,),

where the last step follows from item (vi) of Theorem 4.2.1. This implies the first claim.
The second holds because

Sf(t € [0,1] » Q+K;) = % dim(Ker(Q + Ky))

M
+ Y Id(P*(Q + K, ),P*(Q+K, )

m=1
1 ..
-3 dim(Ker(Q + K;))
for a partition 0 = ¢, < t; <--- < ty;_1 < ty; = 1 as in Proposition 5.8.2. By definition,

Ind(P*(Q + K, ), P*(Q + Ky, ) = e (Q + K, ,Q + K; )
= Upel (Q + Ktm,l’ Q+ Ktm ).

Therefore and as dim(Ker(Q+K;)) = dim(Ker(H,)) and dim(Ker(Q+K;)) = dim(Ker(H,)),

Sf(t € [0,1] = Q + K;)

M
= % dim(Ker(Hp)) + Y tq(Q+K, ,Q+K, )- % dim(Ker(Hj))

m=1

= % dim(Ker(Hy)) + e (Q + Ko, Q + K7) — % dim(Ker(H,)),

where the last step follows from item (ii) in Proposition 5.9.2. O



