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An introduction to digital criminology

“The Internet will disappear,” is a famous sentence uttered by Eric Schmidt, then-Google
CEO visiting the 2015 World Economic Forum (Smith 2015, online). His vision refers to
the ways in which one day the devices surrounding us will be seamlessly connected,
rendering our online existence from a deliberate choice into a default state. Indeed,
being online is an everyday experience for many, where it tends to slip into the “tech-
nological unconscious” (Thrift, 2004). The same applies to our use of offline digital de-
vices: it is easy to forget about their presence and to reflect about the ways in which
they influence our everyday lives. Yet, even if unconscious, the internet and other dig-
ital infrastructures do not disappear. Not only can they be unintuitive, break down, or
act back in unforeseen ways, disrupting our supposedly seamless experience. But their
material existence keeps confronting us with societal and political issues. They raise
questions about ownership (who owns infrastructures and data?), design (which values
and functionalities are embedded in the design of digital devices?), practice (how do
technologies enable new forms of usage?), choice (which choices can we take ourselves,
which are taken for us?), ethics, governance, and regulation (what power structures
and dilemmas does digitalization entail?).

This book pays attention to the ways in which electronic digital devices, online and
offline, spread and cut across all fields of criminology. Criminologists need to be able to
identify, make visible and analyze the technologies, practices, and social dynamics that
emerge from their growing relevance. Digitalization changes interaction and informa-
tion flow, speed and spatiality, experiences and practices of crime and crime control. It
influences every aspect of criminology, such as victimization and violence, corporate
and organized crime, fraud, drug markets and consumption, radicalization and terror-
ism, policing and forensics, sentencing and punishment. Digitalization bears new modi
operandi, cultures of surveillance and social control, and new types of offenses, which
this book documents and problematizes.

Hence, this is a handbook about the digitalization of criminological arenas rather
than criminology in the ‘digital era.’ Criminology has not entered the ‘digital age,’ an
epoch in which the digital—singular—is an entirely new and all-encompassing phe-
nomenon. Rather, its theory, method, and subjects are part of a process of digitalization
that is rooted in the discipline’s original matters and spreads in manifold ways.

In what follows we will first go back to the origins of the word digital and show
how it has shaped criminological work from its very beginning. We will then move
on to describe the ways in which ‘the digital’ and its technologies have changed. Crim-
inologists have to take account of these changes when they study specific phenomena,
especially because the logics of digitalization tend to tie in with politics and power.
Studying digitalization across different criminological fields also warrants a re-think-
ing of the tools we use for knowledge-making, which we will discuss before we let read-
ers off to browse, delve into specific topics and plan research projects.
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Continuities

Maps, tables, sketches, specimen. Criminology has always had an intimate relationship
to data and measurement. Like in any other empirical science, infrastructure such as
spreadsheets, file cabinets, thermometers, and dictaphones are key to the generation,
collection, and organization of criminological data. They are important artifacts in the
making of criminological knowledge. Metric tools generate data, but they also act as
data when one takes account of the ways in which measurement and counting vary
across tools.

Crimes have been counted ever since society “became statistical” between 1820
and 1840, when an “avalanche of printed numbers” swept over many European coun-
tries (Hacking, 1990: 1–2), which also manifested itself in emerging governmental ra-
tionalities. So when numbers, enumeration, and statistics became part of social sci-
ence—and governance—‘crime’ was understood, rendered, and approached in a new
fashion (Lomell, 2010). From the beginning, numeric representations of social phenom-
ena were used by social scientists to substantiate theories and to identify statistical
laws and regularities, both in order to improve and control ‘deviant subpopulations’
(Lomell, 2011). Reading regularity and predictability into the first crime rates, Adolphe
Quetelet [1796– 1874] concluded that the causes of crime must lie outside of each indi-
vidual’s control, and that crime could not be a simple matter of individual choice (Que-
telet, [1842] 1996). Crime as a social phenomenon—and problem—was invented with
the representation of crime in numbers and the creation of the crime rate.

The criminological discourses of the early 1900s were also characterized by de-
bates about the ‘correct’ instruments and methods for metricizing criminals (Gibson
and Rafter, 2006). Today, in the 21st century, debates about measurement tools are
not concluded. They may no longer refer to the process of rendering the bodies of crim-
inals into numbers, but to the ‘correct’ choice of instrument for identifying patterns of
crimes and risks. Relatedly, the ways in which criminological knowledge production
impacts societies is also not a new discourse. For example, critics have long addressed
the discriminatory nature of early metric works such as Lombroso’s Criminal Man (Ba-
saglia, 1971, cited in Montaldo, 2018). Yet, discussions about discrimination are still cen-
tral in today’s biometric projects (see Biometric Failure by Din and Magnet).

Though it is seductive to think of digital criminology as a new field, the above goes
to show that criminologists have a long tradition of engaging (with) digital logics. For
many, it may be unusual to think of the above practices of measurement and number-
ing as digital. The word digital, however, goes back to digitalis, measuring a finger’s
breadth, which came to denote discrete entities that can be used to count and calculate
with. The discrete units of the abacus are, then, a form of digital information in an an-
alog fashion. Yet, today’s vernacular refers to digital information as the electronic rep-
resentation of data in the discrete values of ones and zeros as established in the mid
20th century (see Digital by Wernimont). This conceptual development expresses the
continuities that characterize digitalization: that digital technologies and practices
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did not arise with the advent of the personal computer or the Internet. They are the
result of more comprehensive genealogies.

The way in which digitalis relates to concrete, physical units reflects yet another
important aspect: the materialities of digital data or digital matters. In the same way
in which skulls, maps, and archives are material, electronic data and infrastructures,
too, are material. That is to say: a software indicating crime hot spots is not only an
extension of analog data, such as maps with needles and pins as prototyped by the Chi-
cago School (Thrasher, [1936] 2013). Its electronic instance, too, is enabled and upheld
by a network of humans, items, and material practices without which it cannot exist.

Digital criminology, then, does not refer to virtual and abstract phenomena (Flo-
ridi, 2010) or totalizing qualifiers such as ‘ages’ and ‘worlds.’ It engages with concrete
matters that have specific genealogies. And these material genealogies keep evolving.
Infrastructure studies provide a lens to understand these phenomena as evolving so-
ciotechnical assemblages (see Infrastructures by Grisot and Parmiggiani). For instance,
rather than studying electronic monitoring in prisons as a discrete technology, one can
map the larger and evolving surveillance assemblages and infrastructures that it is
part of.

Returning to the word digitalis—measuring a finger’s breadth—we find yet more
aspects that are relevant to defining digital criminology. The activities of measuring
and calculation comprehended in digitalis have been a part of criminology long before
electronic computation arrived. Adolphe Quetelet’s correlational approach to crime
mentioned above, the anthropometric system of Bertillonage, or Cesare Lombroso’s ty-
pology of ‘born criminals’ are examples of measurement, numeric archives, and statis-
tics that were a part of establishing criminology. They are examples of digital methods,
of counting, measuring, and calculating with discrete units in the empirical research
on crime. Even though biometrics is a word that we mainly associate with today’s tech-
nologies for facial recognition and border control, Bertillonage is in fact one of the first
biometric systems used in law enforcement. Data collection, profiling, pattern recogni-
tion as well as the drive for systematization and efficiency are logics that characterized
early criminology and still form the basis of electronic digital practices today.

For example, the search for patterns of delinquency in urban environments (Shaw
and McKay, 1972), the detection of regularities as performed in routines (Cohen and
Felson, 1979) and rational choices (Cornish and Clarke, 1986) are metric and statistical
approaches to crime that constitute the logics of predictive policing software today.
Some software solutions actually incorporate such theoretical models into their algo-
rithms where they are used to define parameters for the identification of patterns
(note that an algorithm is a set of instructions to solve a problem via computation—
electronic or not, see Algorithm by Leese). While patrol, too, has always been central
to the police, as for instance with Sir Robert Peel’s ‘Bobby,’ the use of advanced statis-
tics led to a prioritization of specific environments over time. The growing amount of
digital information available to private and public services as well as electronic com-
putation now enable software-supported predictions (see Prediction by Ķīlis, Gundhus,
and Galis). Such predictions are increasingly used to fine-tune police presence and the
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prevention of expected crimes, which is captured in the term ‘precision policing’
(Shults, 2022).

The story of crime patterns, police patrol, and predictions, then, illustrates the
ways in which a digital criminology involves genealogies, materiality, and calculus.
What is more, the turn towards a ‘politics of pre-’ (Kaufmann, 2023), that is the manage-
ment of security with a focus on the future (Zedner, 2007), was a process that did not
arrive with big data and electronic computing, but was also rooted in the history of
criminological practices. Think of the role of risk logics in criminal justice that existed
long before sentencing was automated, involving large databases (Maurutto and Han-
nah-Moffat, 2006). Yet, arguably, the role of prediction and prevention became more
manifest and integrated into crime control with the advent of the personal computer
and digital archives. It is no longer only an aspiration to predict and get a sense of con-
trol over the future. The availability of predictive instruments suggests a new respon-
sibility to predict, prevent, profile, target, and to be efficient. This new responsibility is
firmly established in modern societies that are imbued with a preventive gaze, where
“incidents are not perceived as tragic accidents, but instead as avoidable events” (Pee-
ters, 2013: 22). The future will stay with us in the future. Prediction will remain a key
logic in criminology, because it is “malleable enough to be adopted and adapted by sev-
eral criminal justice actors, yet robust enough to maintain a common identity and con-
cept across different organisational sites and applications,” as Ķīlis and colleagues el-
egantly put it in their contribution (see Prediction by Ķīlis, Gundhus, and Galis, cf. Star
and Griesemer, 1989).

Creating profiles of criminals, terrorists, or ‘dangerousness’ is another phenomen-
on that tends to be presented as an innovative, 21st-century security practice. But here,
too, historical developments and continuities characterize today’s trends. The practice
of measuring and categorizing criminals, victims, and human behavior started in the
early 1900s. Early biometric instruments set the trend to measure anything from
head shape, weight, body build and to correlate it with behavior in order to arrive
at a profile of criminals by type of crime. While modern profiling rarely seeks to pre-
dict behavior, the idea of using categories and profiles in order to control crime is as
present as ever. Profiles are used, for example, to flag suspicious financial transactions,
conspicuous browsing behavior, or to predict the skin color of a suspect from DNA (see
DNA/Big Genome Data by Kaufmann).

For criminologists it is thus important to remember that digital technologies have a
history and that criminological researchers are, to a certain extent, well-equipped to
study digital technologies and practices. But it would be incorrect to claim that digital-
ization is a development without interruptions, jumps, and changes. As Roger Burrows
puts it: “the ‘stuff ’ that makes up the social and urban fabric has changed” (2009: 451).
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Changes

If the ‘stuff ’ that makes up digitalization has changed, the advent of electric power ar-
guably introduced one of the most significant shifts. With a simple abacus, for example,
one would be able to calculate multiplications of 10-digit numbers in one second. The
British Colossus, the first programmable, electronic, digital computer, was used in
World War II for cryptanalysis. By computing 5,000 operations per second, it was
able to decrypt the German Lorenz cipher and changed the course of war. Since
2022 machines exist that are capable of calculating 10 to the power of 18 operations
per second. Such supercomputers are in need of energy comparable to that of 16,000
homes (Johnson-Groh, 2023). Today’s supercomputers, for example, simulate anything
from the universe to nuclear weapons capabilities which form the basis for security
politics of global dimensions and beyond. We can observe that electric power, powerful
computing, and powerful political dynamics change together, something that is crucial
to criminological analysis. But how do these shifts connect?

First, we can mention the phenomenon of datafication (see Datafication by Chan).
The above examples show that ever-more aspects of life become captured as informa-
tion, or to put it differently: informationalized or datafied. With the spread of digital
infrastructures more objects, bodies and behavior become subject to measurement.
More measurement activity generates more data, and vice versa. Datasets can be dis-
tinctive, specific, and small. But they can also be various, velocious, and voluminous.
While we have not left filing cabinets and paper folders behind, electronic datasets
have become so massive that their storage is a considerable percentage of global car-
bon emissions. Though their size is no longer graspable, which is why we like to call it
‘the cloud,’ we can still observe that data are material and create very concrete effects.
‘Big data’-centers are so physical that they change the atmosphere and the ‘stuff ’ need-
ed for electronic technologies has led to a competition over metals, mining, and mar-
kets.

Unlike ‘the cloud’ suggests, electronic data are not ever-present, they are not every-
where. Some societies are heavily digitalized, while others are not. To some popula-
tions digital technologies are the foundation of their social lives, while others are ex-
cluded, underequipped, or disinterested. Nonetheless, digital data and technologies
have grown in relevance to the extent that most people experience the effects of data-
fication. This has brought about technological innovation, but has also led to new
crimes and harms, exponential surveillance and sousveillance.

A familiar example would be social media, which have become integral to many
peoples’ lives. Social media have reshaped social relations and politics, and thereby
also crime and control (see Social Media by Twigt). They allow users to engage in harm-
ful or illegal acts, such as online mobbing, grooming, or drug trade. Social media pro-
vide platforms for new social practices (e. g., sex work) and groups (e. g., incels). But
they also generate new dynamics, such as political action, radicalization, control prac-
tices, and the resistance to control. Another example is the ‘Internet of Things’ (IoT),
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which refers to the ability of everyday objects to connect to the internet, other commu-
nication networks, and each other to create a ‘smart’ environment (that is Google’s vi-
sion mentioned above). These objects generate and exchange data via sensors and act
based on data analysis. Many IoT devices, however, have not been designed with pri-
vacy and social implications in mind; they follow a technical, not a socio-technical ap-
proach to technology development. Needless to say that the IoT is per se a surveillance
tool, which can be abused for both control and criminal purposes (see Internet of
Things by Milivojevic). The IoT is also the base model for ‘smart cities’—technologically
sophisticated urban areas that use digital devices, data analytics, and innovative archi-
tectural design to overcome traditional metropolitan challenges such as traffic conges-
tion, crime, and incivility. The ways in which such projects root entirely new surveil-
lance infrastructures in societies, facilitating new forms of crime management, but
also social control and types of crime, is a phenomenon of rising importance to digital
criminologists (see Smart City by Hayward). In tandem with a rise of smart infrastruc-
tures we see a normalization and dispersion of digital borders that co-shape the poli-
tics of inclusion and exclusion, wanted and unwanted mobilities, and knowledge-mak-
ing about moving subjects and dynamic territories (see Borders and Border Control by
Jeandesboz).

Indeed, studying digitalization also means researching how data and technologies
impact the temporal and spatial dimensions of criminological phenomena. Speed and
heightened connectivity do not always imply sophistication or betterment. Rather,
they redefine criminological fields of study in various ways. For example, marketplaces
for drug trade still involve farms, cityscapes, and transport networks, but also online
platforms, e-payment systems, and the ‘darknet.’ The darknet is a term adopted by
law enforcement to describe those parts of the internet that are encrypted and layered
to enhance privacy. With increasing digitalization drug markets may not necessarily
become more global (in fact, many of them were dependent on global connections
long before the rise of online drug markets), but digitalization leads to new forms of
both closeness and distance. Sellers and buyers get in touch without having to leave
their homes and the darknet changes the security of buyer–seller contact for better
and worse. In addition, strategies for advertisement, negotiation, and feedback are
adapted to digital markets. This example illustrates the complexities that electronic
data and technologies bring to criminological phenomena.

To grasp the relationship between digitalization, crime, and crime control, then, it
is important to understand the properties of digital devices and what they afford (Gib-
son, 1979). An affordance is that which enables and disables, encourages or discourages
specific actions. Environments, objects, or artefacts do not cause behavior per se;
rather, they offer, enable, or afford some actions over others. What technologies afford
is a key entry point in understanding what humans can, and will, do with them (see
Affordances by Wood and Arpke-Wales). Affordances are specific to each object. In dig-
ital criminology, entire research projects can be dedicated to studying the affordances
of digital devices, how they change environments, practices, and other things. Such de-
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vices can include computers and software, or credit cards and banking infrastructure,
just to name a few.

In order to study the effects of digitalization more generally, it is helpful to under-
stand the affordances of electronic digital data (Kaufmann and Jeandesboz, 2017).
Above, we have pointed out that digital data are discrete (as opposed to continuous),
which makes it easy to count, calculate, and measure with digital data. Hence, the dig-
ital character of electronic information is the basis for numeric and computing oper-
ations that are needed to run anything from local offline data programs to complex
telecommunication platforms (see Computation by Mazzilli Daechsel). What is more,
digital information can be stored, which means that we have archives of entirely
new dimensions. Paper archives were the big data of the early 20th century. Today’s
big data and digital archives, too, are physical as they come in the form of hard
disks and data centers. Actually, some of today’s big datasets also involve paper
forms that are translated into electronic data and across professional domains (see
Translation by Wilson-Kovacs). The digitalization of archives, however, alters the an-
swers to questions such as: Under which conditions are digital archives gathered
and made available? Who governs them? And how do they reshape ontologies and epis-
temologies of crime and crime control? (see Archives by Thylstrup and Veel).

Digital archives make information available and searchable to different parties,
which also means that it can be used for simple and complex analyses. Due to its elec-
tronic form, data are also transferable if systems and rules are set up for this transfer.
The speed with which digital data can be transferred is, for example, a crucial ingre-
dient to online communication. Digital electronic data afford the building of networks,
which means that new group formations can occur. They are also traceable, which is
key not only to communication and networking, but also the reason why any open
data transfer can be surveilled, making it possible to capture and store information.
Crucially, digital information is made, unmade, and co-created by people and machines
in different environments (Kaufmann and Jeandesboz, 2017). This means that digital
criminology is not the study of society or technology, but of socio-technical phenom-
ena. Technologies do not emerge without context. Designing, building, using, even de-
stroying technologies is always a process that involves humans and technologies alike.
All technologies—an encrypted network, a platform for policing or sex work, a messag-
ing app, a database or an electronic shackle—have design decisions built into them that
are part of shaping how digital practices and dynamics unfold. Humans and technolo-
gies are entangled in that they shape one another. Each of them has agency (see Agency
by Krasmann). Technologies and their use, then, need to be understood in their specif-
icity, that means in the specific contexts in which they appear and take effect.

Crime, victimization and digitalization

Paying attention to agencies and affordances can help us find entry points for studying
digital aspects of crime and victimization. Digitalization affects most fields of criminol-
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ogy (and if it does not, its absence may also be an interesting aspect to study). Consider
how online markets and banking change financial crime and surveillance (see Finan-
cial Crime and Surveillance by Amicelle). Electronic gadgets enable new forms of iden-
tification, but also ID-theft (see Identity theft by Langford, Svensson, and Wærstad).
Synthetic data can be used for enhancing privacy, but also for mis/information practi-
ces or the generation of illegal contents (see Synthetic Data and Generative Machine
Learning by de Vries). Social media can enable social networks that have a preventive
effect on their members, but also propaganda, radicalization and ‘networked hate’ (see
Hate Crime and Networked Hate by Cameron, Stratton, and Powell), violence, vulner-
ability, or victimization.

Studying digital dimensions of crime is not the same as studying cybercrime. Cy-
bercrime is often used as an umbrella term which includes all offenses either occur-
ring in or being facilitated by an online environment. Research on cybercrime is
very established in criminology. Yet, its focus on online phenomena implies that offline
offenses fall out of its scope (Cybercrime by Holt and Holt). Digital criminology, as out-
lined in this handbook, underlines that a study of online crime would take offline, an-
alog, or other aspects that enable criminal practice into account. What is more, a strict
definition of cybercrime would relate to crime only. However, since digitalization is a
process of constant change, definitions as to what counts as crime, what is criminalized
and in need of regulation are under constant development, too. When using ‘digitali-
zation’ instead of ‘cybercrime’ as a vantage point we can take account of these dynam-
ics and ambiguities.

New forms of online vulnerabilities (see Vulnerability by Ranchordas and Beck)
emerge hand in hand with new forms of online victimization (see Victimization by
Walklate). While not all examples of victimization are an offense, they may become
an offense in need of legal regulation. The same is true for online abuse. Not only
do practices such as sexting or revenge pornography challenge traditional cultural con-
ceptions of abuse especially when it comes to age, gender, and the status of the ‘deserv-
ing’ victim (see Abuse by McAlinden). But much of such online behavior still has to be
understood and established as criminal offense before it is integrated into law. That is
to say, digitalization enables versions or varieties of crimes that first have to be iden-
tified as those. For example, as more and more administrative fields are digitalized,
new forms of ID-theft occur. The above underlines the importance to study how digital-
ization alters criminalization processes.

Even when a certain digital practice is established as an offense, it is not necessa-
rily clear who will be treated or targeted as the offender: is the individual or are entire
platforms and their owners liable? It is thus crucial for criminologists to take into ac-
count how digital and online devices influence classic criminological themes of crim-
inalization and liability. At what point is the sharing of sexualized content a form of
abuse, who is the offender and what is the role of digital technologies? When is hack-
ing a creative and progressive practice and at what point does it turn into an offense
(see Hacking by Wall)? How does the migration of drug markets to the darknet create
both positive and negative effects on drug consumption? How can law-making take ac-
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count of the two-sidedness of the darknet as it provides encryption and safety from
surveillance on the one hand, and a haven for criminal activity on the other (see Dar-
knet by Tzanetakis)? How are control and care entangled in the design of robots, and
(when) can robots be considered victims of crimes and violence (see Robots by Lintvedt
and Sandvik)?

While many of these issues have been present in law-making for a long time, dig-
ital technologies create new practices and dilemmas, because they are characterized by
a different set of affordances that allow for a variety of usages. Online digilantism, for
example, is the use of the internet to act on perceived offenders without legal authority
(see Digilantism by Trottier). An example are social media groups that take initiative to
report what they consider as offensive or confront the alleged offender themselves.
Digilantism is different from vigilantism, its offline counterpart, because it is mediated
by networked technologies that allow their campaigns to ‘go viral.’ When is digilant-
ism, then, a positive form of social online engagement and at what point does it
turn into networked hate with a potential for offline confrontation and violence?
And how does the digital environment enable or disable this?

Using digitalization as a vantage point for empirical studies is thus also a way of
acknowledging the complexities of phenomena. One example is sex work, where the
internet, smart phones, and cameras play an increasingly central role. By going online,
a new market for sex work has been created and new powerful actors, for example
platform owners, emerge (see Platforms by Egbert). These can act as both protectors
or gatekeepers for sex workers. Digitalization generates new possibilities for sex work-
ers, such as audiences and fans, but also vulnerabilities such as being recorded without
consent, or they face risks of being exploited by platform owners (see Sex Work by
Rand).

Crime control and digitalization

Electronic digital data afford activities of measuring, calculation, and tracing, which
means that they also afford new means of crime control. All three are key to the
logic of surveillance, of collecting information about individuals, groups, and behavior,
and of categorizing this information into risks and predictions. While surveillance has
always existed in analog and non-digital forms (see Surveillance by Lyon), it has recent-
ly been joined by concepts of dataveillance (Clarke, 1988), capture (Agre, 1994), surveil-
lant assemblages, and data doubles (Haggerty and Ericson, 2000). All of these concepts
can be questioned and developed further. What their emergence indicates, however, is
that the exponential rise of electronic data has led to an exponential rise of surveil-
lance. Such growing volumes of anything from metadata to free text (e. g., in messages)
are in need of evermore sophisticated data processing programs. Algorithms can be
trained with more, or less, human interaction, the latter of which we find in machine
learning or Artificial Intelligence (AI) models. AI is not new, but evermore powerful
computers can analyze large amounts of both structured data (i. e., data organized in
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categories) and unstructured data (un- or less organized data). All of these develop-
ments have also increased the use of AI in crime control (see Artificial Intelligence
by Van Brakel).

Police intelligence, for example, has a long history, but technological advance-
ments are here of particular relevance due to the central role that information plays
in intelligence practices. New trends and surveillance solutions enhance collecting,
storing, analyzing, and presenting data and information (see Intelligence by Gundhus
and Lundgaard). These developments also link intelligence analysis to other digital
technologies, such as prediction software and data integration platforms that are
adopted across police institutions, including patrol. Symptomatic of this shift is the
rise of strategies such as predictive policing and precision policing, as mentioned
above. Overall, the volumes and combinations of datasets, advances in predictive ana-
lytics and data mining, as well as competitive markets in security technology, have all
congealed to mobilize an intensive datafication of police work that continues to accel-
erate (see Policing by Wilson). The growth, impact, and meaning of facial recognition
technology in policing is another example that represents a dramatic shift in police
surveillance capability (see Facial Recognition by Fussey). Here, public institutions
are increasingly dependent on private technology providers whose range of products
tend to cover much more than law enforcement applications. As a consequence, new
meeting points between different public and private surveillance practices emerge.

The digitalization of crime control extends to jurisprudence. Courts used to be syn-
onymous with central, imposing buildings where proceedings took place in the pres-
ence of the parties and before a judge. Today, courts are moving online and employ
AI for decision-making (see Online Courts by Mentovich and Einy). While these
changes may render proceedings more efficient, they are also met with issues of rep-
resentation and unequal access to digital infrastructures. Sentencing algorithms, too,
may provide efficiency and structure, but also perform hidden and obvious forms of
discrimination (see Sentencing and Risk Assessment Algorithms by Ugwudike). A key
issue is thus that digitalization entrenches unjust systems and discriminatory practices
in legal domains, which introduces new power dynamics. These dynamics call for new
concepts of justice, as for example captured in the term data justice (see Data Justice by
Redden)

Punishment, too, is being digitalized, where surveillance plays a key role. An exam-
ple that illustrates the transformative power of electronic surveillance may be the foot-
cuff, originally an iron ball connected to a prisoner’s foot, used to prevent escape. The
footcuff is something that assists in, but is not per se surveillance. When it comes to
prison surveillance, Jeremy Bentham became famous for his panopticon. Its architec-
ture allows guards to watch inmates at any point in time without the inmates knowing
when the guard is watching. Today, the footcuff and the panopticon are combined and
built into ankle bracelets that carry sensors to remote-trace convicts (see Punishment
by Lunde and Scharff Smith). The advantages, challenges but also promises and desires
related to digital prisons will have to be documented and gauged in ongoing assess-
ments.
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Indeed, the digitalization of crime control needs to be understood in terms of its
expectations and consequences. And the expectations that law enforcement has to-
wards big data are big (see Big Data by Završnik). Terms such as the ‘data deluge’
(Bevan, 2015) and ‘data tsunamis’ (Rubinstein, 2013) suggest that data are liquid and
can take any form. The shape or the patterns that (we make) data reveal form the
basis for taking action. For that reason, patterns are adopted all across law enforce-
ment. As illustrated above, patterns influence policing (where to focus police atten-
tion), intelligence (identifying suspicious patterns), sentencing (identifying those likely
to reoffend)—and much more.

Association is here a key analytic practice, which is also used to process analog in-
formation (cf. Kaufmann, 2023). To associate is to join, to make a connection “in an in-
terest, object, employment or purpose” (Harper, n.d.), which also could be done on
paper or with simple calculations. With the rise of digital information, however, asso-
ciation has shifted in terms of reach, quality, and scale. Very large datasets can no lon-
ger be managed and analyzed by humans alone, which is why computation and algo-
rithms have become so important. Algorithms associate different datasets with each
other (see Kaufmann, 2023). The most common approach of associating different data-
sets with each other follows a Boolean logic (Kitchin, 2016), named after the mathema-
tician George Boole. We know them as if-then rules, that is: when if is true, then is exe-
cuted. Here, patterns are identified via correlative logics. Another type of association is
to generate patterns as we find in so-called ‘self-learning’ algorithms and large lan-
guage models like Chat GPT. Association has become a central aspect of surveillance.
It is critical to any kind of categorization, sorting, and profiling that we experience
on an everyday basis in public management, including law enforcement, health policy,
welfare schemes, migration, and border control. All of them are key areas of societal
organization, where categories and patterns are expected to produce actionable knowl-
edge (see Categorization and Sorting by Franko).

The implications of the molecularization of society, as Nikolas Rose observes them,
are also reflected in digitalization, producing a shift in law enforcement: away from a
deep ontology aimed at studying causalities, towards a flat ontology concerned with cir-
culations and correlations (Rose, 2000). That is to say, thinking of society at a molecular
and digitalized level places the focus on management, correlations, and surfaces rather
than depth and causalities. The rising confidence in patterns as a base for managing
societal relations is expressive of this flat ontology. The propensity of digital data to ag-
gregate, the hunger for evermore-complete datasets and their analysis favor patterns,
profiles, and categories over individuality. The growth of databases (see Databases by
Bellanova) and the need for automation to analyze them (see Automation by Mann),
too, are symptomatic of flat ontologies. They replace the attempt to capture “a set of
circumstances in the world” (Amoore, 2011: 32) with the logic of the derivative: “the
data derivative is exposed to the underlying data without collecting them, created
across the gaps and absences, in the interstitial spaces of inference and expansion”
(Amoore, 2011: 33). The derivative does not reflect ‘circumstances in the world’, but it
is an analytic device to manage, amongst other things, offenders, crime, and pathology.
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One ambition is here to analyze large datasets in order to enhance precision and to
arrive at the particular. Today, this even involves the generation of synthetic data in
order to increase accuracy (see Synthetic Data and Generative Machine Learning by
de Vries). However, the particular slips away in the process of creating actionable
knowledge in the form of a data derivative, a pattern, a type (Hopman, 2023). Hence,
increasing differentiation and larger datasets do not lead us to the particular, but
only to its increasingly differentiated type. How such derivatives, patterns, and types
circulate in specific criminological domains, how they change crime and crime control
is yet another central aspect of digital criminology. These rationalities are entrenched
with a range of challenges and power-dynamics, which underlines the many ways in
which digitalization is political.

The politics of digitalization

Digitalization requires investments. Budgetary policy prioritizes certain forms of digi-
talization over others. This is a field that becomes relevant to criminologists when they
study law enforcement institutions, where tech adoption, institutional culture, and
budget decisions define digitalization processes. The costs of digitalization also affect
related domains through knock-on effects. Labor markets and work cultures are clas-
sically impacted by the development of technologies. Here, the thrive for efficiency and
effectiveness is also challenged by worries about a compromise of competence and dis-
pensation amongst personnel, something that criminologists have also studied in rela-
tion to the digitalization of police work or court rooms (Ratcliffe et al., 2020).

But there are also more overarching economic dimensions to digitalization. Most
digital infrastructures are owned by private companies and public–private partner-
ships have long histories in law enforcement. And yet, the capitalist role of big tech
companies and related market economies increasingly define the ways in which tech-
nologies are used in law enforcement. Whether in punishment and sentencing, police
and forensic work—providers of technological solutions are normally private. Com-
mercial interests of selling and developing products render both private users and pub-
lic institutions into customers, where knowledge-making and expertise is co-produced
by public and private actors, if it is not outsourced entirely (see Privatization by Lo-
mell). When law enforcement becomes increasingly digitalized, it is indispensable
that criminologists take account of the role that private companies play in prosecution,
surveillance, and data work in organizations. While some digital solutions do not use
customer data for training and development, many private technologies are data-hun-
gry. Not only does that turn user data into the prime capital, but it also places surveil-
lance at the base of technologies’ functioning (Zuboff, 2019).

In many ways, however, data have also become less available or traceable, which is
where black boxes or blackboxing comes into play (Latour, 1999; Pasquale, 2015). The
changing relationship between the public and the private is a central aspect here,
too. Due to the collaborations of public and private actors, public data are not neces-
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sarily open data in the sense that they are publicly available. In the history of informa-
tion much data owned by public institutions was accessible to specific public entities
only, e. g., the police. However, with the rise of electronic infrastructures, access be-
comes a key issue: a lot of information is owned and managed by private companies
that enable and restrict data access.

For individuals it has become impossible to own or even access electronic data
about themselves. One reason for that is the complexity of digitalization as digital
traces of individuals spread across different services and devices. Another one is
that data are integrated into bulk analyses, traded, re-used, and appropriated as capital
by providers of services which makes it impossible for individuals to own or even trace
information. What is more, accessing electronic data requires know-how and infra-
structure, which becomes a challenge for individuals, public institutions, and even
companies depending on the type of data to be accessed. Here, new vulnerabilities
and vulnerable populations emerge. A second issue that complicates access is the
changing capacities and practices of calculation. Data analysis has become complex,
surpassing human ability to follow. What is more, in many cases access to datasets
and knowledge about calculative processes are business secrets, a black box by choice
and a result of privatization. These dynamics of in/visibility impact discretion: deci-
sions are co-shaped by algorithmic logics and (semi‐)privatized institutions, something
that is particularly sensitive in the field of security, crime control, and law enforce-
ment.

Due to their mathematic form, it is seductive to think of computers and algorithms
as neutral instruments (Goffey, 2008: 16). However, the initial design and training of
algorithms are the result of socio-technical interactions, which necessarily creates ma-
chinic bias and discrimination, whether positive or negative (see Bias by Oswald and
Paul). Bias, then, is everywhere. Even with the increase in data and computation tech-
nologies, data analysis has not become more neutral. Current debates about the type of
databases used or the parameters of algorithms illustrate that computation is and will
be a socio-technical issue. Claudia Aradau offers the analytic concept of error as a force
for development. It was the errors in the early (anthropo)metric projects that led crim-
inologists to continue to engage with digital systems, including today’s electronic solu-
tions (see Error by Aradau). Error is also related to failure, a term that Shoshana Mag-
net and Ravida Din use to describe the negative bias and the discriminatory nature of
today’s surveillance systems (see Biometric Failure by Din and Magnet). This can in-
clude failures to identify specific skin colors, the exclusion of people with disabilities
from digitalization, forms of categorization that are racist and produce disproportional
or unfair effects, as well as algorithms that do not pick up on certain forms of victim-
ization. Data have become more than big, however, in tandem with the challenges of
skewed data collection. Here, the discrete nature of digital data also contributes to
the issue of discrimination. Digital, as mentioned above, refers to measurement in dis-
crete units. In its electronic format, too, digital data are expressed in ones and zeros.
The inability to capture anything on a continuum—or to put it differently: the need for

An introduction to digital criminology 13



categorization—necessarily leads to types, profiles, and groups and the risk of creating
discriminatory categorizations is high.

Catch-phrases such as FATE, which stands for Fairness, Accountability, Transparen-
cy, and Ethics (Shin and Park, 2019), are applauded vantage points for the regulation of
big tech, but notoriously hard to implement. The issue of regulation brings us back to
the point that large databases and proprietary software are key to many private com-
panies’ business models, protecting businesses from having to release their algorithms
or publicizing their databases. This complicates legal regulation. In fact, regulation
tends to be privatized as terms and conditions are written by tech owners. Companies
effectively become the regulators of digital information flows and digital behavior, in-
creasingly appropriating domains originally governed by public law and criminal jus-
tice agents. Lawmakers are then left with limited options for contents to regulate. Ef-
fectively regulating such contents would also require streamlined international laws in
order to be effective. Such laws would also require all companies to enact transparency
in a way that actually enables an understanding and the regulation of technologies.
However, the fact that solutions are increasingly complex and complicated to under-
stand—even for their owners—does not make the regulation of technologies any eas-
ier. The European AI Act (European Commission, 2021), for example, places the main
emphasis not on regulating technology development per se, but on risks related to tech-
nology usage. These risk categories would range from minimal to unacceptable risks,
where the “biometric identification and categorisation of people” (European Parlia-
ment, 2023), for example, would count as unacceptable. However, not only is this
risk category so broad that many technologies already in use would be considered un-
acceptable, but a prohibition of their use would also hamper market competition.
While both of these effects can be positive, it remains to be seen how regulation can
and will be implemented in practice and whether Europe is able to attenuate the pow-
erful influence of Silicon Valley and equally powerful tech hubs in Africa and Asia.

Regulating the use of technology for surveillance purposes, meaning limiting pri-
vacy intrusion and defining the threshold to suitable, necessary, and proportional
use of surveillance, is yet another issue that has been subject to a long-standing debate.
The General Data Protection Regulation (GDPR) implemented by the EU is here often
cited as the highest standard privacy regulation in the world (European Parliament,
2016). While it does prevent some companies from operating in Europe, the use of sur-
veillance for security purposes is the argument that creates a loophole in any privacy
regulation. Any of these regulatory aspects are important to navigate and study when
criminologists assess the use of technology in their field of expertise (see Privacy and
Data Protection by Bygrave).

Studying digital phenomena

Studying digital technologies, practices, and environments does not only require ana-
lytic concepts, but also suitable methods. Generating insight into digital practices
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also invites or requires researchers to navigate technologies as research tools. Surveil-
lance studies and digital sociology have here paved the way for adopting new methods
and reflecting about the ways in which digital technologies are part of making crimi-
nological knowledge. Deborah Lupton, for example, traced how many traditional meth-
ods in sociology have become digitalized, such as interviews, surveys, or observation
(2014). When studying documents and other types of texts, Rogers distinguishes be-
tween ‘digitised data objects,’ those that existed as film, photo, audio, text etc. before
digitalization, and those that are ‘native’ to the electronic digital contexts (2014).
Though intuitively one would place the analytic focus on databases, software, or AI-
generated contents to understand digitalization, there is value, as this chapter argues,
to understand which non-digital, low-tech, analog, or offline technologies are part of
such ‘native’ objects (see Low-Tech by Vestad). At the same time, it is of analytic impor-
tance to take account of the specific properties of electronic digital objects to under-
stand how and why they work in the making of criminological knowledge. Here, the
fields of netnography (focusing on online environments) and digital ethnography (in-
cluding any digital tool) open different doors to understand digital cultures and phe-
nomena (see Online Ethnography by Gibbs and Hall). Digital criminology, then, is
not just a study of humans that use technologies, but also a study of digital devices
and online phenomena: how do we make a digital object speak? Adams and Thompson
suggest gathering anecdotes about digital objects, following actors, understanding affor-
dances or ‘invitational qualities’ of digital technologies, studying breakdowns, transla-
tions, and passages, that is studying how technologies become what they are (see Inter-
views with Digital Objects by Adams and Thompson). In such contexts, the laboratory is
also an important but largely understudied site in criminology. Labs play an important
role in crime and crime control, but also in the development of the discipline and its
scholars. Laboratories do not just produce new technologies, practices, and knowledge.
They also produce ‘new types of people,’ that is subjectivities expressive of ongoing so-
cietal and professional digitalization (Schmidgen, 2021; see Labs by Mazzilli Daechsel).

Understanding how digital objects are part of creating criminological knowledge is
also key when choosing a specific digital technology for establishing access to a group,
or for conducting interviews. For example, while one could make offline, face-to-face
interviews with drug consumers, the relative anonymity of encrypted sites can be an
alternative that allows for different interview dynamics, which can lead to different
or new insights. These interviews can be held on gaming software and other encrypted
channels, or texting apps—just to name a few (see App-Based Textual Interviews by
Bakken). Sex work, too, may be understood differently with different methods.
While research on sex work has a long and important history of studying offline envi-
ronments, sex work itself has also moved online. This means that researchers should
also pay attention to chats and forums for understanding online groups and practices
of within their specific field (see Researching Online Forums by Šupa). Indeed, seeking
access to relevant fora or social media is crucial when conducting research on phenom-
ena that are regarded as digitally native, such as online radicalization. When doing so,
navigating the balance of public and private space, or even using one’s own accounts
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for such research projects requires careful planning (see Recruitment via Social Media
by Andersen). An alternative way of approaching online radicalization could also be
from the side of those who seek to regulate it, their online presence, and their use
of tools for the detection and analysis of user patterns.

A tool that is suitable for both qualitative and quantitative projects is the net crawl-
er. They are particularly useful if the aim is to collect a lot of structured information
from the internet, that is content data presented in the same patterns, i. e., a chatroom
with date, time, a line for a heading, and a content box. A crawler is a program that can
be used to automatically collect or ‘scrape’ this content. Often, however, these are large
datasets that require structured storage and analysis with yet different software solu-
tions. Not only is it crucial to be aware of the variations different software solutions
can produce in analyses, but it is also key to reflect about the ethics and the invasive-
ness of crawling data that is not produced for the purpose of doing research. As with
researching online forums, such research requires careful reflection about the relative
privacy and personal character of information shared online despite it being publicly
available. Alternatively, it is also an option to look at services that have already con-
ducted statistical analyses, such as Google Trends or n-grams, for example for checking
the use of specific terms over time. It is, however, important to reflect about the limits
of this pre-given information and the ethics of using big tech services for doing re-
search. There are many ways of using automation and digital tools for doing research.
Some designs, for example, also implement experiments that expose people to robots.
Such research designs require careful and ongoing ethics monitoring (see Ethics by
Markham).

There are plenty of ways of adopting digital objects and methods into criminolog-
ical research: by using simple digital devices to record conversations, by coding pic-
tures or videos, by analyzing algorithms, by studying or building databases, by using
social media actively, by using the encrypted net or ‘darknet’ as a site for research,
by following discussion forums, capturing websites, collecting tweets/Xs, or following
digital devices around in everyday practices. Art, too, is an entry point to knowledge
production and reflections. Here, art projects can embrace speculation more freely
than classic research methods. Through this, art can create new insights, but also
prompt commentary and critique (see Art as Method by Dewey-Hagborg).

What is key to all the above-mentioned methods and digital devices for knowledge
production is to consider their ethical implications: Why should it be fair to use data
for research that are produced by others in a non-academic context? Is my approach
extractivist, i. e., do I harvest or mine data in an unfair or destructive fashion? Is
the method I choose safe for everyone participating in research, including myself?
How do I protect data and when do I cross the line into private spheres? Do the
tools I use for analysis do the phenomenon I study justice? In many ways, these ques-
tions apply to analog and digital methods alike. But it is their ‘digitality’ that needs to
be a point of reflection, that is: How do the properties of electronic digital data and
environments change methods, practicalities, and ethics? A thorough understanding
of the technologies we use to do research is key to reflect about the ways in which

16 Mareile Kaufmann and Heidi Mork Lomell



they shape access, participation, interactions, communication patterns, research data.
Good knowledge of one’s digital research tool is key to assess their advantages and lim-
its—and most important—reflect about one’s own co-creative role in the research
process (see Accessing Online Communities by Kaufmann). Technologies are not only
part of our attempts to understand social practices and phenomena, but they also
shape the knowledge we create about them.

Openings

The ambition of digital criminology is to establish itself “within the discipline, not as a
sub-discipline” (Powell et al., 2018: 190). Digitalization is a phenomenon that cuts across
all criminological fields, affecting criminalization, crime, and crime control alike. Dig-
italization is not a new phenomenon. The original meaning of the word digital relates
to measuring, counting, and calculation. These were equally relevant for the metric and
statistical ambitions of early 20th-century criminology as they are today when complex
computing technologies continue to re-shape societies. Hence, we invite readers to ex-
amine the continuities and changes, as well as the materialities and socio-technical ac-
tivities that characterize digitalization. We invite readers to help characterizing ‘the
digital’ further by studying processes of digitalization in their specific contexts, moving
beyond simple online/offline, analog/electronic, high/low-tech distinctions. Questioning
linear accounts of digitalization, ambiguating categorizations, and transgressing episte-
mological borders is what digital criminology can contribute to the study of technology,
crime, and crime control (see Borders and Border Control by Jeandesboz).

This book should be read as a real handbook, a guide for crafting knowledge, in
that it provides a glossary with concepts, tools, themes, and methods that equip readers
with the key definitions of a term and suitable further readings. The book is edited to
inspire. It encourages readers to combine analytic devices with methods and themes
that are relevant to their area of interest. While it could seem like some entries relate
to either crime or crime control, method or theory, many chapters touch upon several
cross-cutting aspects, which is why this handbook’s chapters or terms are presented in
an alphabetic list rather than in sections. We see value in finding the ambiguities in
both the ‘digital’ and the ‘crime’ in ‘digital criminology’ as they vary across different
fields and jurisdictions.

Since digital criminology relates to fast-moving, diverse, and dynamic phenomena,
handbooks are necessarily incomplete; neither do all authors fully adopt each other’s
analyses. We thus expect readers to question terms, develop them further and add new
ones. What is more, we also want to push readers to consider how their own findings
can challenge and change the politics and dynamics of digitalization. This can be done
by complicating easy distinctions between crime and crime control, or by providing
pathways for tackling discrimination, exploitation, and surveillance creeps, for avoid-
ing victimization, reducing vulnerabilities and injustices that an emerge in tandem
with digitalization.
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