Axel Bohmann
Contrastive Usage Profiling: A Word Vector
Perspective on World Englishes

Abstract: This paper introduces Contrastive Usage Profiling (CUP), a method
for quantifying relationships among varieties of English based on lexical co-
occurrence patterns in large corpora. The approach is situated in relation to simi-
lar research and illustrated with a case study from the context of World Englishes.
Based on the national sub-corpora of the Corpus of Global Web-based English
(GloWbE, Davies/Fuchs 2015), varietal profiles are constructed for twenty varieties
of English. Patterns for individual words as well as aggregate patterns for varietal
differentiation based on many words are shown to yield theoretically plausible re-
sults and to remain robust across different parameter settings of the method.
Model interpretability is identified as an important area for future research.

1 Introduction

In this paper, I outline steps towards contrastive usage profiling (CUP), a method
for quantifying relationships among varieties of English based on lexical co-
occurrence patterns in large corpora. Measuring similarities and differences
among varieties in robust, statistically elaborate terms has become a recent focus
in both dialectological (Grieve 2016; Szmrecsanyi 2013) and World Englishes re-
search (Bohmann 2019; Szmrecsanyi/Grafmiller/Rosseel 2019). The present paper
concentrates on the latter using online discourse from the 20 countries repre-
sented in the Corpus of Global Web-based English (GloWbE, Davies/Fuchs 2015)
as a case study. However, the method can be extended to any comparison of vari-
eties, whether these be dialects, text types, diachronic snapshots, etc., provided
the respective corpora are sufficiently large to allow for the construction of robust
word-vector representations.

The procedure I introduce here relies on word embeddings (also known as
word vector models or distributional models) to represent word usage. Such mod-
els describe individual words by means of their co-occurrence profiles with other
words. A separate word embedding model is constructed for each national sub-
corpus of GloWbE. Differences between these models, i.e., between the varieties
they represent, are then measured by aggregating over differences in the profiles
of the most frequent individual words in the corpus on the whole. The resulting
inter-varietal distance pattern remains relatively stable even after consideration
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of only the 100 most frequent words. The picture of differentiation in English
worldwide is theoretically plausible and shows traces of both developmental sta-
tus (according to Schneider 2007) and areal groupings of varieties.

A problem that remains is to identify what factors drive the output of the
CUP procedure. Capitalizing on a large number of words, and representing
each by its co-occurrence patterns with other words, means the results cannot
easily be traced to a single, unified explanation. In the Discussion, I outline
some steps to enhance the interpretability of the results, but recognize that
these are largely objectives of future research. In its present form, CUP, as de-
tailed below, is a flexible and robust method for comparing large corpora of
text and can be adapted by other researchers with relative ease.

2 Quantitative Relations among Varieties:
Methodological Approaches

Measuring relationships among varieties has been central to several subfields of
linguistics for much of the discipline’s history. In traditional dialectology, lin-
guistic atlases are constructed based on the degree of similarity different regions
show in relation to individual — lexical, morpho-syntactic, or phonological — fea-
tures. Where several isoglosses, i.e., geographical boundaries of feature distribu-
tion, overlap, borders between dialect areas are drawn. Similarly, in historical
linguistics the comparative method (Hoenigswald 1960) uses feature correspond-
ences among varieties at one synchronic stage to reconstruct common ancestor
languages. Typological research proceeds along similar lines, but focuses on syn-
chronic comparison and the discovery of pervasive relationships.

Both traditional dialectology and historical linguistics rely on categorical
observations about the presence or absence of features. Recently, however,
these have been complemented by approaches that employ more sophisticated
methods of quantification in probabilistic rather than categorical terms. The
quantitative dialectological methods developed in Salzburg (e.g., Goebl 2006)
and Groningen (e.g., Heeringa/Nerbonne 2013; Nerbonne 2006) are early exam-
ples of this development, which has been more fully realized in recent studies
such as Szmrecsanyi (2013) and Grieve (2016). In this perspective, covariance
among large sets of linguistic features in different places is used to establish dia-
lect areas statistically.

The comparative method from historical linguistics, likewise, has found ap-
plication in quantitative terms, as prominently elaborated by Poplack/Taglia-
monte (2001). In their comparative sociolinguistic approach, rather than relating
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varieties as to the presence or absence of a feature, the full set of constraints con-
ditioning individual linguistic variables is considered. The three lines of evidence
in this perspective are the statistical significance of constraints, their relative
strength, and the rank ordering of their importance in different varieties or com-
munities. An extension to this approach, which directly quantifies the lines of
evidence, is the “variation-based distance and similarity modeling” (VADIS) par-
adigm developed by (Szmrecsanyi/Grafmiller/Rosseel 2019).

In research on World Englishes, the use case under discussion here, such
aggregate quantitative methods are still in the minority. Detailed investigation
of isolated features based on comparable corpora remains the dominant para-
digm. Such studies have much to offer in relation to the specific variables they
consider; however, extrapolating from their findings to general relationships
among varieties can be problematic. The assumption that the behaviour of one
isolated feature is indicative of difference or similarity among varieties on the
whole is often unjustified (Bohmann 2021; Hundt 2009).

A recent contribution towards grounding the description of inter-varietal re-
lations in World Englishes in more robust aggregate terms is Bohmann’s (2019)
multidimensional analysis. Following the procedures pioneered by Biber (1988),
and using ten corpora from the International Corpus of English (ICE) project
(Greenbaum/Nelson 1996) representing educated standard English from various
countries, this study extracts frequency information about 236 linguistic features
for each corpus text. On the basis of this data, dimensions of variation are estab-
lished that give structure to the range of varieties and registers represented in
ICE. Without going into detail about the interpretation of any of these dimen-
sions, the dominant finding is that register — whether a corpus text is a piece of
fiction writing, a broadcast interview, etc. — significantly outperforms the country
a text is from in structuring variation along these dimensions.

Lexical variation has received comparably sparse attention in the context of
World Englishes. Most frequent are attempts to quantify the normative orienta-
tion of varieties towards British and/or American English. Goncalves et al. (2018),
for instance, demonstrate overwhelming “Americanization” on a global scale
based on a large corpus of Twitter messages. They calculate the proportion of
British and American words from a closed set of clearly marked alternants, e.g.,
eggplant and aubergine, on “a grid of cells of 0.25 ° x 0.25 ° spanning the globe”
(Gongalves et al. 2018: 4). This approach is well-suited for the specific question it
is aimed at addressing, but reducing varieties of English to their relative depen-
dence on British or American norms arguably does not do justice to the full
range of differentiation to be found in World Englishes.

Another choice in the literature has been to focus on “cultural keywords,”
i.e., “words that are revealing of a culture’s beliefs or values” (Rocci/Wariss



14 —— AxelBohmann

Monteiro 2009: 66). Mukherjee/Bernaisch (2015) adopt this perspective in an
analysis of three South Asian varieties. They establish a set of words that are
generally more frequent in South Asian Englishes compared to a reference cor-
pus of British English and narrow this list down to relevant keywords through
“a socio-culturally motivated selection” (Mukherjee/Bernaisch 2015: 420). For
each keyword established in this way, they contrast collocates in the three vari-
eties under discussion.

To a certain extent, the cultural keyword perspective can be seen as comple-
mentary to the one taken in Gongcalves et al. (2018). Whereas the latter subsumes
the status of New Englishes under their relative adherence to British/American
norms, Mukherjee and Bernaisch’s (2015) perspective is firmly focused on nativ-
ization, linguistic acculturation, and locally specific usage. Their method,
however, pre-selects the most distinctive items and focuses heavily on denota-
tionally rich content words. Yet, the innovation that results from structural nativ-
ization is not limited to this level. Nativization can often be seen in collocational
preferences, e.g., between verbs and prepositions and other constructional pecu-
liarities (Schneider 2003). The more general collocational analysis presented
below is based on common words in general without further pre-selection of rele-
vant items. This choice was motivated by the fact that local innovations may be
found not only in the frequency of “big” content words, but in the subtleties of
how relatively common function words enter into collocation patterns.

In general, CUP is not proposed as a competitor to the approaches discussed
above, each of which achieves a level of sophistication that cannot be matched
by simply considering word co-occurrence profiles. Instead, the method should
be seen as a complementary view achieved by zooming out from individual items
of interest to a bird’s eye view of varietal differentiation. The utility of CUP will
depend largely on the extent to which it can plausibly be tied back to more par-
ticular, fully contextualized analyses.

3 Methodological Procedure

In the present analysis, a similar focus on pervasive patterns beyond individual
variables as in Bohmann (2019) is employed. However, whereas that study draws
on a catalogue of features that are attested to play a role in register and/or variety
differentiation, the selection of relevant features presented here is both more com-
prehensive and more agnostic in regards to prior expectations. Specifically, the
usage profiles of the most frequent 28,341 words in GloWbE are considered (all
words that occur in all sub-corpora and with a total frequency of 1000 or more).
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The profile for a given word in a given variety is encoded based on its co-
occurrence behaviour with other words in that variety (see below for details). This
has often been framed in terms of distributional semantics (see Erk 2012 for an
overview), but in fact encompasses other aspects of word use as well, “including
syntactic, semantic, and pragmatic aspects” (Hovy/Purschke 2018: 4383).

At the heart of contrastive usage profiling are word vector models, also
known as word embeddings or distributional word models. These represent indi-
vidual words as vectors in an N-dimensional space. The dimensions are derived
from properties of large amounts of naturally occurring text, usually in the form
of co-occurrence profiles. An established approach is to count for each possible
pair of unique word types in a corpus how often its two members occur within
close proximity to each other, e.g., within a 5-word window. The information de-
rived from this procedure is then used to construct a vector space in which words
that show similar co-occurrence behaviours are located close to each other. The
mathematical details are beyond the scope of the present paper (see Erk 2012 for
more details).

In the resulting vector space, proximity between words is taken to express
commonalities. These commonalities can be along semantic dimensions, such
as when the equation king — man + woman leads to a point in the vector space
whose closest word is queen. Likewise, grammatical properties are encoded, al-
lowing for similar calculations as the above in the form of sitting — sit + walk
finding the word vector for walking. These relationships are usually developed
from the patterning of surface forms without recourse to semantic or syntactic
knowledge. As such, the method is not predisposed to express a particular kind
of linguistic knowledge, whether grammatical, semantic, stylistic, etc.

CUP uses word vector models constructed with the word2vec algorithm (Miko-
lov et al. 2013) as implemented in the Gensim Python library (Rehtifek/Sojka
2010). Word2vec has seen wide application in computational linguistics due to its
computational efficiency and competitive performance. Unlike approaches based
on simple co-occurrence frequencies as described above, word2vec works on a
predictive basis. This approach has been shown to outperform more traditional,
count-based methods (Baroni/Dinu/Kruszewski 2014). Word2vec’s objective is to
find word vector representations that, given a training sentence, maximize the
probability of encountering the sentence’s words close to each other. There are, in
fact, two separate training algorithms to achieve word vector representations in
word2vec: continuous bag-of-words (CBOW) and skip-gram. CBOW is trained by
optimizing predictions of words given a set of surrounding context words, whereas
the latter attempts to predict context words from an individual target word
(see Mikolov et al. 2013 for more detail). CBOW is faster and tends to achieve ro-
bust results even with smaller data sets, whereas skip-gram is able to construct
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more nuanced word vectors based on very large data. CUP draws on the CBOW
algorithm by default; however, choosing skip-gram instead is an option that
should be considered depending on the nature of the data.

In the analysis of linguistic variation, word embeddings have not been
widely utilized to date. Two notable exceptions are the studies by Hovy/Purschke
(2018) and Rosenfeld (2019), both of which use an extension of word2vec, the
doc2vec algorithm (Le/Mikolov 2014). Hovy/Purschke reconstruct dialect con-
tinua in the German-speaking area (Austria, Germany, and Switzerland). Train-
ing their model from a corpus of social media data and employing post-hoc
geographic smoothing, the authors are able to reproduce results from established
dialect atlases with high accuracy. An advantage of their method is that the re-
sults can be scaled to the desired level of granularity, e.g., in terms of how many
distinct dialect areas to construct. Rosenfeld (2019), in addition to performing
diachronic analyses of word usage, employs similar methods with a different
geographic smoothing procedure to establish Texas English dialect regions based
on Twitter messages. His research includes discussion of demographic difference
as a mediator of linguistic differences.

CUP differs from these two examples, both of which draw on the doc2vec
algorithm, in important ways. The latter represents document labels — such as
city or district identifiers in the examples cited above — as vectors in the same
space in which words are embedded. Consequently, individual words are more
or less closely associated with individual cities or geographic regions. The
method therefore answers questions about how the frequencies of individual
words are associated with varieties. CUP instead quantifies the similarities and
differences between varieties in relation to the usage profiles of individual
words. It does not ask whether a given word is more or less frequent in a given
variety, but whether it tends to enter into the same collocational patterns in
one variety compared to another. In order to achieve such a comparison, a sep-
arate word2vec model is constructed for each variety.

In the case study below, the varieties considered are the 20 national compo-
nents of GloWbE (Davies/Fuchs 2015). Comprising a total of about 1.9 billion word
tokens sampled from blogs and general web sites in the different countries, there
is significant variance in the corpus size for individual countries, ranging from
over 380 million words (for the USA and Great Britain) down to 35 million for Tan-
zania. The median size of national sub-corpora is 44,169,602 words. The choice of
GloWbE is opportunistic, as large amounts of data are required to construct word
embeddings. This does not mean, however, that it should be seen uncritically.
Loureiro-Porto (2017) identifies some important issues in GloWbE’s composition,
the most relevant for the present context being a tendency to under-represent
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genuinely local usage and to over-represent Americanisms. A degree of levelling
is therefore expected in the corpus that will make it more difficult to find local
differences.

The goal of CUP is to achieve comparability of word usage in the 20 varie-
ties at a general level. While this makes it desirable to include as many individ-
ual words as possible, several factors impose restrictions in this regard. Most
importantly, words that occur only in a sub-set of the corpora pose problems,
since their vector representations cannot be learned for all varieties. This moti-
vates the exclusion of all such items, which are generally low-frequency and
often locally specific. In order to keep computational complexity manageable,
the additional restriction is imposed that a word has to occur with a total fre-
quency of at least 1,000 (amounting to a normalized frequency of about 0.5
pmw). This threshold is fundamentally arbitrary and subject to further modifi-
cation, depending on how much or little data CUP requires to arrive at stable
inter-varietal distance profiles. After these exclusions, a total of 28,341 unique
surface forms are retained for further analysis.

Next is the problem that word embeddings are abstract spaces that are not
directly comparable. The vector for a given word in the vector model for Jamai-
can English cannot immediately be related to that for the same word in New
Zealand English, etc., because neither the origins of the coordinate systems for
each variety nor the individual dimensions of each vector space are in them-
selves meaningful. What is comparable across models, however, is the distance
between individual words. For instance, if the word biscuit is found to be closer
in vector space to tea in British English than in American English, but closer to
gravy in the latter, this fact expresses a meaningful aspect of lexical variation.
Drawing on this property, CUP represents each word under analysis, for each
variety, as the vector of its distances to all other words (according to the selec-
tion criteria outlined above) in that variety. For each pair of varieties, then, the
cosine distance of the two word-distance vectors for a given word can be calcu-
lated. Doing this for each pairing of varieties, a distance matrix can be con-
structed representing the (dis)similarity of varieties to each other. Tab. 1, for
the word language, is an example of such a matrix, abbreviated to the alphabet-
ically first nine varieties in GloWbE.

The steps detailed above create separate distance profiles for individual
words. These can be visually inspected for qualitative interpretation and utilized
for proof-of-concept. However, the profile for any one word retains only isolated
information. To arrive at an aggregate view, the general tendency behind many
words needs to be quantified. This is achieved by simply summing distance mattri-
ces. One question in this regard is how to treat words with different overall frequen-
cies. It is apparent that the profiles of highly frequent words should contribute



18 —— Axel Bohmann

Tab. 1: Sample CUP distance matrix for the word language.

AU BD CA GB GH HK IE IN JA
AU 0 0.21 0.11 0.09 0.24 0.20 0.12 0.14 0.19
BD 0.21 0 0.21 0.21 0.27 0.24 0.21 0.19 0.24
CA 0.11 0.21 0 0.08 0.24 0.18 0.11 0.14 0.17
GB 0.09 0.21 0.08 0 0.23 0.19 0.09 0.12 0.17
GH 0.24 0.27 0.24 0.23 0 0.28 0.25 0.23 0.24
HK 0.20 0.24 0.18 0.19 0.28 0 0.18 0.19 0.23
IE 0.12 0.21 0.11 0.09 0.25 0.18 0 0.14 0.17
IN 0.14 0.19 0.14 0.12 0.23 0.19 0.14 0 0.19
JA 0.19 0.24 0.17 0.17 0.24 0.23 0.17 0.19 0

more strongly to the aggregate measure of inter-varietal distances than infrequent
ones. However, word occurrences generally follow a power-law distribution in
which the most common items are so much more frequent than all others that scal-
ing distance matrices by raw frequency amounts to disregarding the majority of
words entirely. Instead, as is common practice (e.g., van Heuven et al. 2014), the
contribution of individual words is scaled by the natural logarithm of their fre-
quency of occurrence.

The outcome of this analysis is a matrix containing pairwise distances gen-
eralized over all of the 28,341 words. These can then be used in hierarchical
clustering to represent the relationships among individual varieties. Compared
to other clustering solutions, hierarchical clustering has the benefit of not re-
quiring a set number of clusters. Instead, the entirety of the data is represented
in a tree diagram (dendrogram) where each branching node corresponds to a
subdivision creating an additional cluster. Inspection of such trees can reveal
the most basic splits in the data as well as the immediate relationships of indi-
vidual items to each other. Specifically, CUP, as presented below, uses hierar-
chical agglomerative clustering with Ward’s (1963) minimum variance as a link-
age method.

4 Individual Word Usage Profiles

Before discussing the end result of the CUP procedure, i.e., the aggregate pic-
ture of cross-variety distance, it is useful to consider the profiles of individual
words. Doing so illustrates the results below in more concrete terms and helps
to test the plausibility of the method in relation to specific terms. As such, Fig. 1
shows the profiles for six selected words. For illustration purposes, the optimal
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number of clusters is calculated by means of the dynamicTreeCut (Langfelder/
Zhang/Horvath 2016) package in R (R Core Team 2020), and individual varie-
ties’ cluster membership represented by different font colours. Since the colour-
coding is illustrative rather than essential for interpretation, and since the
procedure for finding the optimal number of clusters would require a length-
ier explanation, the reader is referred to Langfelder/Zhang/Horvath (2009).

The top two panels in Fig. 1 show items chosen for their cultural distinc-
tiveness. To the left, english shows a first split that may be interpreted in relation
to the linguistic situation in each country. The left branch, in red, comprises
countries in which English is clearly the dominant language. This is obvious in
the case of New Zealand, Great Britain, Australia, Canada, and the United States.
The remaining two countries, Ireland and Jamaica, require qualification. The offi-
cial language of Ireland is Irish, with English constitutionally “recognized as
a second official language” (Constitution of Ireland, Article VIII, § 2).

However, despite language policy efforts, Irish continues to have a small
native speaker base while English dominates in everyday communication. In
Jamaica, Jamaican Creole is more widely spoken than English. However, the
distinction between the two languages, descriptively accurate as it may be, is
not normally made in everyday discourse. The countries in the right branch all
feature more intense levels of societal multilingualism, and in most, the major-
ity of inhabitants are not native speakers of English. The second split in the
tree, further differentiating these countries into a Southeast-Asian and an Afri-
can-South-Asian group, is less relevant here.

In the top right of Fig. 1, holy was chosen for its obvious religious meaning.
The first split, separating Pakistan from all other countries, requires explana-
tion in terms of a peculiarity of GloWbE. The word holy is significantly over-
represented in the Pakistan sub-corpus compared to all other parts of GloWbE,
with a per-million-word frequency of 545, i.e., 7.5 times the global average and
almost four times as high as the next most frequent country (Philippines).

More interesting is the second split, creating an almost perfect distinction be-
tween countries in which Christianity is and those where it is not the dominant
religion. Nigeria is an in-between case, with Islam being slightly more wide-
spread than Christianity. However, the material in GloWbE-Nigeria appears to
contain more Christian than Muslim references: the search term “god” is about
20 times more frequent than “allah” (60,344 and 3,152 respectively), and “bible”
(7,097) occurs about seven times as often as the sum of “quran” (914) and
“koran” (205). The only consistently puzzling country remaining is South Africa.
The difficulty in relation to this country is not limited to the word holy. In all
plots below, South Africa and Sri Lanka are the two countries that form the tight-
est minimal cluster (in other words, the last split to occur is always the one
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english holy
NODCOWITX>GOWNIOX<CAZY | | XXIAZ>XOWNONDITOIIWN
ZOIOD~PAISHOXHFGZINDO=L | [ AINOA=SIN—Z20D2O0HZzaoxXH
chop yard
TOXX<IWANOAWNDIIXO>ZT | | QOW<CODON<SWNIO>O0AQZXTXNXI
OZLONXMFOED~ZTO IS~ | | 0~0D<Z3XFGgZSmom=Iaa IN
football boot
WNITO<SONOWNYIXAZI>OXIO | | OXZ<OI>OCAOWDODNIOIXIXUWN
Xf—o%"<zo——n\l&m—m§8zo: mﬂ-_ODD_§8(5_<Z(Dg_>—INIKI—

Fig. 1: CUP profiles for six selected content words in 20 varieties of English.

separating these two), often leading to implausible group membership for the
former. The reasons are unclear at present and require further analysis.'

Moving on to the middle row of Fig. 1, the dendrograms for chop and yard
were chosen because both items represent innovative uses in particular varieties.

1 At the time the article is going into publication, I have been able to identify the reason for
this unexpected behavior. The offline version of GloWbE, which has to be purchased from en-
glish-corpora.org, contains a file each for South Africa and Sri Lanka, comprising over 3 mil-
lion words, with completely identical content. This is, then, an obvious problem of corpus
compilation, not of the CUP method. Scholars interested in working with the offline version of
GloWDbE should be aware of this fact and consider whether the issue persists in the version of
the corpus they have available.
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In West African Englishes, chop refers to eating, whereas in Jamaica, the word
yard has generalized into the meaning of ‘home’. Both these local idiosyncrasies
are clearly reflected in the CUP dendrograms. An anonymous reviewer points out
that chop also has an idiosyncratic meaning in Hong Kong, where it means “to
stamp a document,” and that this should also be reflected in the dendrogram.
This point is well taken. Qualitative consideration of the 253 instances of chop in
GloWbE-HK shows that indeed 53 of them are used with this meaning. The fact
that Hong Kong is not clearly shown as separate from other varieties, however,
may be explained by the fact that the “stamp” use of chop exists in other sub-
corpora as well. For instance, example 1) is from GloWbE-SG and example 2)
from GloWbE-MY.
1) The stamp chop of your company must be affixed (GloWbE-SG)
2) The use of company stamp, chop and personal seal shall be discontinued
(GloWbE-MY)

Nonetheless, this example points to several limitations of the CUP method. First,
it does not include an option for disambiguating between homographs or polyse-
mous items. It may be that the locally specific usage in GloWbE-HK, despite mak-
ing up about 20% of all cases of chop, gets suppressed by the predominant
general usage. Second, once a split (or lack thereof) in the dendrogram is noted,
it is possible to look for explanations by considering examples from the corpus
data. Yet the precise mathematical link between the structure of the dendrogram
and specific kinds of usage cannot easily be established. Developing procedures
to make this link more tangible is a major desideratum for future work.

The bottom row of Fig. 1 shows two words that clearly show different usage
in British and American English. Whereas football refers to two different sports,
boot in British English refers to the part of a car that would be called trunk in
American English. The left panel indicates a first split that creates two groups,
the left of which contains countries in which football in the British English
sense is widely played. The countries in the right branch all feature popular
sports other than football. In relation to boot, the difference between an Ameri-
can and a British sphere of influence is even clearer in the first split. The British
group, to the right, is further divided in a second split, into the core settler vari-
eties and the formerly colonized countries. The American group contains a cou-
ple of questionable candidates, notably the South Asian varieties. As with the
close link between South Africa and Sri Lanka, more work would need to be
done to shed light on this pattern.

These six examples, selected on the basis of theoretical expectations, show
that CUP is able to produce plausible results at the level of individual words. Im-
portant issues remain in regards to homography/polysemy, and the precise
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structure of a given dendrogram cannot easily be attributed to specific explana-
tions. These limitations notwithstanding, the method’s strength, discussed in the
next section, is its ability to average over many individual words’ usage profiles.

under 's
mmzLuN3<n:Qx<I>-(DLuNzoxx< 3<tu.|Nzcoc/)xx<Io<oLuN_T_x>c)
OD=—Z<ONIT A SHXFGZA-IN | | <O~ Z=0D0-INGOZ X TS0

Fig. 2: CUP profiles for the function words “under” and “’s” in 20 varieties of English.

Before moving on to the aggregate picture, Fig. 2 illustrates a different aspect of
CUP, once again on the basis of individual items. The two surface forms chosen
here, the word under and the sequence ‘s, do not come with clear expectations as
to the cross-varietal differentiation they create. As a basic function word, under is
clearly part of the core vocabulary of English everywhere. The ‘s sequence is in-
teresting because it may represent genitive case marking or enclitic versions of is
and has. As such, some register sensitivity may be expected, but not strong
cross-varietal differentiation. Yet, Fig. 2 shows that both these items, in fact, cre-
ate more fine-grained groupings of countries than the content words discussed
above. In Fig. 1, the number of clusters identified as optimal ranged between
three and five. With seven and six clusters respectively, under and ‘s produce
more nuanced profiles. This fact underlines two aspects of CUP: first, that the un-
derlying word vector model not only captures semantics, but more general as-
pects of word usage; and second, that differences between varieties of English
should not only be ascribed to lexical words, as cultural keyword analysis tends
to do. Instead, the collocational preferences of high-frequency function words
like prepositions are a rich area of structural nativization and should be consid-
ered alongside denotationally “heavy” items.
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5 Aggregating Usage Profiles of Many Words

With these exploratory remarks established, it is now time to consider the big-
picture view of cross-varietal differentiation suggested by a CUP for the varieties
of English covered in GloWbE. Fig. 3 shows the clustering solutions produced on
the basis of combined distance matrices for the most common 100, 1,000, and
10,000 words in the corpus, as well as the final diagram based on all words that
meet the inclusion criteria specified in section 3. The number of groups in each
tree was kept constant at 4 in order to facilitate the discussion of similarities and
differences.

The general impression is one of relative stability. In all four diagrams,
there is an important first split, followed at quite a distance in height by two
further, almost co-occurring splits. The four groups of countries created in this
way appear consistent on the whole, with a few varieties showing inconsistent
group membership across the four diagrams.

N =100 N = 1,000

N = 10,000 all words

Fig. 3: Aggregate CUP profiles after the most frequent 100, 1,000 and 10,000 words as well as
all words in GloWbE.

The first split constitutes a relatively clear division between British English and
former settlement colonies to the left and formerly colonized nations to the right.
In Schneider’s (2007) evolutionary model, the countries to the left are those that
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have progressed furthest along the trajectory of postcolonial linguistic indepen-
dence, having entered the fifth and final stage of the evolutionary process, ‘dif-
ferentiation.” Only one variety troubles this view: India, featuring in the left
branch in three out of the four dendrograms. Situated somewhere between the
third and fourth stage in Schneider’s model and sharing a history of forceful col-
onization with most countries in the right branch, the inclusion of India among
the phase five group is not immediately plausible. One explanation might be that
Indian English continues to follow a British normative model closely, but in this
case, one would expect India to be closer to Great Britain throughout.

The formerly colonized countries in the right branch are further sub-divided
into areal clusters. The order in which these appear in each tree is an effect of
how the second and third split separate the data. Given that these two splits
occur at almost the same height, differences in the order of the three areal groups
across dendrograms are of little consequence. The most robust group shows up
consistently in all four clustering solutions and comprises Nigeria, Ghana, Kenya,
Tanzania, and Jamaica, showing a clear African profile with Jamaica as the odd
variety out. However, with reference to the African ancestry shared by the major-
ity of Jamaicans, including substrate influence from African languages, the pat-
terning of Jamaica among African varieties is not entirely implausible.

Similarly robust is the (South-) East Asian cluster, containing Singapore,
the Philippines, Malaysia, and Hong Kong. These countries pattern together in
all four dendrograms, being joined by Bangladesh only in the bottom right
panel based on the largest number of words.

The least consistent group are the South Asian countries India, Pakistan,
Bangladesh, and Sri Lanka. While all four dendrograms show a group that might
be interpreted as representing this area, none of these groups is internally pure or
consistent. It has already been noted above that South Africa shows up as closely
related to Sri Lanka throughout the CUP analysis. This leads to the inclusion of
South Africa among the tentatively labelled South Asian clusters in all cases. Sim-
ilarly, India only makes a brief appearance in the areal cluster at N=10,000,
whereas it patterns with the phase five countries in all other panels. Bangladesh
and Pakistan appear consistent in their participation in the South Asian cluster
with the exception of the dendrogram based on all words, which sees Bangladesh
switch groups and join the (South-) East Asian cluster. As a country on the border-
line between these two regions, this behaviour is not altogether surprising.

Approaching the dendrograms from the opposite perspective, i.e., looking at
the most immediate connections between countries, similarly plausible pairs
emerge, with the exception of South Africa and Sri Lanka. Australia and New
Zealand, Kenya and Tanzania, as well as Nigeria and Ghana are among the low-
est-level clusters, indicating sensitivity to smaller-scale areal patterns than the
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ones discussed above. The fact that Great Britain and the United States also form
a tight micro-cluster speaks to their shared history as well as their position as
globally dominant varieties in the world system of Englishes (Mair 2013). This
view also underlines the limited theoretical purchase of attempts to treat other
varieties of English as normatively dependent on either British or American En-
glish. For the most part, CUP shows other Englishes to be different from both
British and American English.

Finally, a brief remark is in order in relation to the parameter settings cho-
sen for the CUP reported here. There are considerable levels of choice in regards
to at least the following variables: the frequency cut-off to include words in the
analysis, the metric to represent the distance between varieties in their word
usage, the question of what kind of item to focus on (surface forms vs. pre-
processed data containing lemma and part-of-speech information), and the rel-
ative weighting of words by their frequency of occurrence. Space limitations
prevent a detailed discussion of each of these choices; yet, it is obvious that a
CUP method is preferable that does not produce vastly divergent results de-
pending on how each parameter is set.

In order to explore this aspect of CUP, solutions were run with variations to
the parameters mentioned above: once with no frequency cut-off, i.e., including
all words that occurred at least once in each national sub-corpus of GloWbE,
once with a Euclidean distance measure instead of cosine distances, once with
(part-of-speech-tagged) lemmas instead of surface forms, and once with indi-
vidual word profiles scaled by their raw rather than log frequency. Aggregate
distance matrices for each of these were calculated for the first 10, 100, 1,000,
and 10,000 most frequent words. A Mantel test for the correlation between the
solutions presented in Fig. 3 above and each of the new variations was per-
formed at each of these four steps, with Spearman’s rho as the chosen correla-
tion coefficient. Fig. 4 visualizes the results.

With the exception of lemma-based distance profiles for relatively few
words, all correlations are strongly positive, with a rho above 0.9. With larger
sample sizes, there is a tendency for the correlations to increase in strength, ex-
cept when word profiles are scaled to their raw instead of log frequency. This is
plausible since the effect of the scaling will increase with a wider range of raw
frequencies, which in turn increases as more low-frequency words are consid-
ered. However, after an initial decrease, at about N=1,000, the correlation sta-
bilizes to a rho of ~0.95. Without going into any further details, Fig. 4 indicates
a surprising robustness of the CUP method against manipulation of individual
parameters. The results are encouraging, for instance, in relation to developing
CUP analyses on the basis of other data, which may not come in lemmatized
and part-of-speech tagged form. They also indicate that consideration of a
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Fig. 4: Spearman’s correlations for CUP results with various modifications at different levels of
aggregation.

relatively small sample of all words may be enough to reach robust CUP results,
thus promising computational efficiency where needed.

6 Discussion

The results presented above are encouraging. Without any information beyond
co-occurrences of surface forms, the CUP procedure was able to uncover relation-
ships among varieties, both in regards to individual words and in an aggregate
view, in good accordance with theoretical expectations. Against the context of
World Englishes research in particular, the results indicate a system of inter-
varietal differentiation that is structured along two axes. First, former settlement
countries in what is traditionally referred to as the “Inner Circle” (Kachru 1985)
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behave significantly differently from formerly colonized ones. Secondly, the latter
are not so much differentiated by their linguistic emancipation as per Schneider
(2007) but rather pattern into areal groups. The role of British and American En-
glish as competing spheres of influence — a popular notion at least since Strevens
(1980) — was not confirmed in the CUP analysis. Most other varieties are different
both from British and American English rather than being more drawn to one or
the other.

A key question that remains is how to explain the aggregate dendrograms
in Fig. 3. What motivates the relationships between varieties as shown in these
diagrams? Does CUP capitalize on cultural discourse patterns, on structural in-
novations in different countries, on some hidden aspects not considered so far?
The fact that word vector models represent usage in a very general sense, com-
prising various levels of description like semantics, grammar, and style, is a
strength in terms of the comprehensive view provided by CUP. When interpret-
ing the results, however, it turns into a double-edged sword. Figures 1 and 2
certainly seem to indicate that both (culturally specific) semantics and gram-
matical idiosyncrasies are captured by the method, but the extent to which
each plays a role deserves further attention.

To that end, it will be necessary to develop methods for post-hoc analyses
of a given CUP solution. These should ideally be able to show which groups of
words are most relevant for a particular split. For these relevant words, further,
more qualitatively informed collocational analyses could then be constructed,
thus re-anchoring the method in contextualized corpus data. For instance, com-
paring the closest neighbours of a given word in each variety’s vector space
could give insight into what it is that causes cross-varietal differentiations. I am
currently in the process of developing principled steps in this direction.

Beyond the specific context of the present study, CUP as a method may be
useful for any research interested in contrastive relationships among varieties
broadly conceived. These may be defined historically, stylistically, regionally or
otherwise. All that CUP presupposes is a sufficiently large collection of electronic
text to represent each variety, and that they share large parts of their respective
vocabulary. The question of how large a corpus needs to be for CUP to produce
meaningful results is not easy to answer with mathematical precision. Future ex-
perience and dedicated simulation studies should be able to shed light on the
relationship between corpus size and the robustness of CUP results. The smaller
sub-corpora considered are 35 million words large, which can be taken as a pre-
liminary conservative estimate of “large enough.” Whether smaller corpora, e.g.,
the International Corpus of English, which contains 1 million words per variety,
may also produce robust CUP results requires further empirical confirmation.
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7 Conclusion

Above, I have outlined the methodological steps for an innovative perspective on
cross-varietal distance, dubbed contrastive usage profiling (CUP). The method
draws on algorithms that have been implemented in popular programming lan-
guages like Python and are consequently fairly easily available to the research
community at large. The added analytical steps can be computationally expen-
sive, but not prohibitively so. The method can still be implemented on a mid-end
personal computer with a couple of hours of runtime.

The results of the case study on differences between national varieties of
English have revealed an important differentiation between countries in phase
five according to Schneider (2007) and formerly colonized countries that are
still in the process of postcolonial linguistic emancipation. The latter further
cluster into areal groups. This finding emerges from consideration of relatively
few surface forms and remains largely consistent as more forms are considered.
It is also robust against manipulation of individual parameters such as the
choice of part-of-speech tagged lemmas instead of surface forms or the metric
used to calculate the distance between two varieties for a given word. At pres-
ent, CUP is an experimental method awaiting further methodological refine-
ment and empirical validation. Still, the results so far are promising.
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