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1 GermaNet, eine lexikalische Ressource fiir die InformationserschlieBung

Elektronische Worterbiicher, welche iiber die Modellierung kleinerer Sprachdoménen hin-
ausgehend den strukturierten Zugriff auf lexikalische Einheiten des Grundwortschatzes
gestatten, sind ein zentrales Desiderat der Informationsgesellschaft. Lexikalische Wissens-
basen stehen im Mittelpunkt des Interesses, da die Verfiigbarkeit elektronischer Bedeu-
tungsworterbiicher fiir zahlreiche Anwendungen innerhalb der Maschinellen Sprachver-
arbeitung die unabdingbare Voraussetzung darstellt.

Semantische Netze im Stil des Princeton WordNet (vgl. Miller et al. 1990, Fellbaum
1998), die eine Vielzahl lexikalischer Einheiten in ihren grundlegenden semantischen Rela-
tionen abbilden, stellen geeignete Grundlagen-Ressourcen fiir effiziente computerlinguis-
tische Verfahren zur Bedeutungsdisambiguierung bereit.

Das in solchen Ressourcen reprisentierte Wissen fungiert in computerlinguistischen
Anwendungen als Referenzwissen und wird iiber statistische Verfahren mit den im zu ver-
arbeitenden Text vorkommenden Wortern abgeglichen (vgl. Yarowsky 1992; Harley 1994).
WordNet kann so wie ein klassischer Thesaurus oder ein Worterbuch sinn- und sachver-
wandter Worter eingesetzt werden.

Folgende Anwendungen bediirfen der lexikalisch-semantischen Disambiguierung (vgl.
Kapitel 4):

~ die Maschinelle Ubersetzung;
- die Informationserschliefung;
- die semantische Annotierung von Korpora;
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~ die Entwicklung von Sprachlernwerkzeugen, Ubersetzungswerkzeugen und Werkzeugen
zum Informationserwerb;

— die Entwicklung automatischer Summarizer,

— die Realisierung von Sprachgenerierungswerkzeugen.

Mit der Entwicklung des deutschen Wortnetzes GermaNet ist die Liicke, die es in bezug auf
deutschsprachige semantische Lexika zu verzeichnen gab, gefiillt worden.

In Kapitel 2 beschreiben wir die Aufbauprinzipien und die Merkmale des GermaNet.
Kapitel 3 zeigt, wie GermaNet in einen multilingualen Kontext gestellt worden ist. Die
Rolle, die GermaNet in computerlinguistischen Anwendungen spielen kann, insbesondere
bei der Akquisition von Selektionspriferenzen, wird im 4. Kapitel erortert. Das Schluwort
faflt zusammen, welche Perspektiven und Modifikationen sich fiir GermaNet ergeben.

2 Aufbau des GermaNet

Der festgestellte Mangel an computertechnisch verfiigbaren lexikalisch-semantischen
Ressourcen fiir das Deutsche hat die Entwicklung eines deutschen semantischen Wort-
netzes motiviert, das im wesentlichen an den Strukturierungsprinzipien des Princeton
WordNet 1.5 orientiert ist.’

Diese Anlehnung am Datenbankmodell und an den Aufbauprinzipien des WordNet be-
deutet allerdings nicht, daB GermaNet aus einer Ubersetzung der WordNet-Konzepte her-
vorgegangen ist. Vielmehr ist GermaNet aus verschiedenen lexikographischen Quellen
(u.a. aus dem DEUTSCHEN WORTSCHATZ und dem DUDEN 8 der sinn- und sachverwandten
Worter) unter Beriicksichtigung von Korpusfrequenzen von Hand aufgebaut worden. Dar-
iiber hinaus setzt GermaNet eigene Schwerpunkte sowohl auf der strukturellen als auch auf
der konzeptuellen Ebene (zu den Unterschieden zwischen GermaNet und WordNet s. u.).

GermaNet modelliert den Grundwortschatz des Deutschen auf konzeptueller Ebene und
verbindet Nomen, Verben und Adjektive durch elementare semantische Relationen und
leistet somit einen wichtigen Beitrag zur Schaffung einer geeigneten Dateninfrastruktur fiir
deutschsprachige computerlinguistische Anwendungen.

2.1 Abdeckung

Ausgangsziel des SLD-Projekts war, mit GermaNet einen on-line Thesaurus, der den
deutschen Grundwortschatz abdeckt, zu erstellen (vgl. Hamp/Feldweg 1997). Zentrales
Konzept der lexikalischen Kodierung sind die sogenannten synsets, die als abstrakte Be-
deutungseinheiten zu gegebenen Konzepten eine Synonymenmenge bereitstellen. Es gibt
semantische Relationen zwischen Konzepten (synsets) oder zwischen Wortbedeutungen

' GermaNet wurde unter der Leitung von Helmut Feldweg im Rahmen des SLD-Projektes

(,,Ressourcen und Methoden zur semantisch-lexikalischen Disambiguierung*) anfgebaut, das 1996
und 1997 vom Land Baden-Wiirttemberg gefordert wurde. An der Realisierung des Projektes
waren im weiteren Valérie Béchet-Tsarnos, Birgit Hamp, Michael Hipp, Claudia Kunze, Karin
Naumann, Susanne Schiile, Rosmary Stegmann, Karen Steinicke, Christine Thielen und Andreas
Wagner beteiligt.
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(einzelnen Synonymen aus den synsets). Solche synsets werden gleichermaBen fiir Nomen,
Verben und Adjektive implementiert.

Die zentrale Relation ist die Hyponymie-Beziehung, welche die Konzepte aller Wort-
arten (auch der Adjektive) hierarchisch gliedert.

Zur Zeit enthdlt die Datenbank, deren Abdeckung sich in kontinuierlicher Erweiterung
befindet, ca. 25000 synsets und etwa 30000 Wortbedeutungen. Eintrige der Datenbank
werden mit Frequenzlisten, die aus Korpora extrahiert sind, abgeglichen, um fehlende Kon-
zepte systematisch zu ergéinzen.

Im Netz sind nur morphologische Vollformen kodiert und lediglich sehr geldufige
Mehrwortlexeme wie erste Hilfe oder gesprochene Sprache. Eigennamen werden, sofern
sie beriicksichtigt sind (z.B. im Wortfeld der Geographie die Namen der Stidte, Lander und
Flisse), speziell markiert. Einige wichtige Abkiirzungen, etwa fir die politischen Volks-
parteien, sind ebenfalls in GermaNet reprasentiert.

Der Datenbestand ist in flinfzehn semantische Felder unterteilt, die weitgehend von
WordNet iibernommen wurden und die zur Bearbeitung in den sog. ,lexicographer files
hilfreich sind.

2.2 Relationen

GermaNet unterschiedet zwischen lexikalischen und konzeptuellen Relationen:

- Lexikalische Relationen wie Synonymie und Antonymie bestehen zwischen verschie-
denen lexikalischen Realisierungen von Konzepten und sind bidirektionale Relationen,
die fiir alle drei Wortklassen gelten.

- Konzeptuelle Relationen wie Hyponymie, Hyperonymie, Meronymie, Implikation und
Kausation bestehen zwischen gegebenen Konzepten in all ihren Lexikalisierungen.

Ferner gibt es noch eine semantische Derivationsrelation, die kategorieniibergreifend
relevant ist fiir denominale Adjektive (finanziell zu Finanzen), deverbale Nomina-
lisierungen (Entdeckung zu entdecken) und deadjektivische Nominalisierungen (Miidig-
keit zu miide).

Das grundlegende Strukturierungsprinzip stellt die Hyponymierelation, wie sie z.B.
zwischen Rotkehlchen und Vogel besteht, dar. Deszendentenketten fiir Nomen weisen oft
eine betrichtliche Hierarchietiefe auf, aber auch im verbalen und adjektivischen Bereich ist
die Taxonomie wesentliche Gliederungsrelation.

Die Teil-Ganzes-Beziehung (Meronymie) wird nur fiir Nomen spezifiziert. So ist ein
Arm nur unzureichend als eine Art Kérper klassifiziert, sondern zihlt als Teil eines
Korpers. Teil-Ganzes-Beziehungen liegen auch auf abstrakter Ebene vor, etwa in bezug auf
Mitgliedschaft in einer Gruppe (Vorsitzender eines Vereins) oder als Material in einer
Komposition (Fensterscheibe aus Glas).

Die Implikationsbeziehung ist anhand einiger weniger Beispiele kodiert. Hier sind Verb-
konzepte in einem logischen Zusammenhang (,backword presupposition) erfalit, wie
dieser z.B. zwischen gelingen und versuchen besteht.

Wichtiger und in groerem AusmaB kodiert ist die klasseniibergreifende Kausations-
relation, die lexikalische Resultative betrifft und z.B. téten und sterben oder 6ffnen und
offen verkniipft.

Die folgenden Abbildungen zeigen einen Verbeintrag und einen nominalen Eintrag mit
allen korrelierten Konzepten. Diejenigen Lesarten, die zu den Ausgangskonzepten keine
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hyponymische bzw. hyperonymische Relation aufweisen, sind grau markiert. Wir haben die
Lesartennummern der synset-Varianten aufgefiihrt, um zu verdeutlichen, daBl in GermaNet
Wortbedeutungen (,senses‘) reprasentiert und semantisch miteinander verkniipft werden.

Das synset {6ffnen#3, aufmachen#2} hat als Hyperonym {wandeln#4, verindern#2,
dndern#2} sowie die vier Hyponyme {aufschieben#1}, {aufstoBen#2}, {aufbrechen#1}
und {aufsperren#1}. Es gibt eine kausale Relation zum inchoativen offnen
(vgl. {6ffnen#1, aufgehen#1}). Interessanterweise haben die Varianten im synset unter-
schiedliche Antonyme: 6ffnen#3 hat das Antonym schlieBen#7, aufmachen#2 das Anto-
nym zumachen#2. Zur Verdeutlichung sind die bilateralen Antonym-Pfeile direkt auf die
entsprechende Variante gerichtet und nicht auf den gesamten Konzeptknoten.

wandeln#4

verdndern#2 =
Andern#2 offnen# 1

aufgehen# 1

offnent#3
aufmachen#2

Abb. 1: Semantische Relationen des kausativen Verbs dffnen. Die einfachen Pfeile indizieren Uber-

ordnung (Pfeilspitze weist nach oben) und Unterordnung (mit der Pfeilspitze nach unten). Antonymie
ist durch den Doppelpfeil gekennzeichnet, die kausative Relation mittels des gepunkteten Pfeils.

Abbildung 2 (folgende Seite) zeigt das Beispiel Atmungsorgan mit zwei Hyponymen
(Lunge und Kieme), einem Hyperonym (Organ) und zwei Holonymen (Oberkdorper und
Atemsystem). Ein Meronym (Luftréhre) ist ebenfalls kodiert.

2.3 Kreuzklassifikation

In GermaNet werden Konzepte, die unterschiedlichen Hierarchien zugehoren, kreuzklas-
sifiziert. Das Kaninchen ist als Haustier, Nutztier und Hasentier klassifiziert, der Hase
lediglich als Hasentier, der Wellensittich als Haustier und Vogel, der Hund lediglich als
Haustier und die Drossel nur als Vogel (Abbildung 3).
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Oberkdrper# 1

Atmungsorgan#|

Abb. 2: Semantische Relationen des Nomens Atmungsorgan. Die Teil-Ganzes-Beziehung wird
durch die gepunkteten Pfeile angezeigt, Meronyme mit nach unten, Holonyme mit nach oben
weisender Pfeilspitze.

g | J = \‘\»

Hasentier Vogel
Nutztier Haustier

Hase Hund

Kaninchen Drossel

Wellensittich

Abb. 3: Kreuzklassifikation im Tierreich: Kaninchen und Wellensitich

Nicht nur die Zugreifbarkeit der Lexeme unter verschiedenartigen Bedeutungsaspekten ist
ein Vorteil des systematischen Kreuzklassifizierens.

Anhand durchgingiger Kreuzklassifikation konnen wir Muster reguldrer Polysemie
ausmachen, die fiir Restrukturierungen des Lexikons niitzlich sind, vgl. aus der Klasse der
Friichte diejenige Teilmenge, die wie Banane zugleich als Nahrungsmittel und als Pflanze
klassifiziert ist. Andere Fille regulirer Polysemie betreffen Birke als Pflanze und als
Holzart oder Tennis als Veranstaltung und als Sportart. Die empirische Analyse deutet auf
sehr viele produktive Muster (vgl. Buitelaars Analyse der CoreLex-Pattern 1998).
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2.4 Artifizielle Konzepte

Auf der konzeptuellen Ebene tragen eigens eingefiihrte kiinstliche Knoten zu einer ausge-
wogeneren Taxonomie bei. Kiinstliche Konzepte kénnen auf lexikalische Liicken in der
Sprache bezogen sein (z.B. das fehlende Antonym zu durstig), aber auch rein konzeptuelle
Konstrukte wie etwa ?Charakterbeschaffener betreffen. Oftmals helfen kiinstliche
Knoten, unmotivierte Kohyponymie zu vermeiden.

Das Beispiel in Abbildung 4 enthdlt mit ?Schullehrer und Zhierarchischer Lehrer
zwei kiinstliche Konzepte, welche das Teilnetz im Wortfeld Lehrer symmetrischer struktu-
rieren. Nach Cruse (1986:22) sollten Kohyponyme eines Mutterknotens moglichst inkom-
patibel zueinander sein. Diese Inkompatibilitit operiert auf einer Ebene von Ahnlichkeit,
die durch den gemeinsamen Oberbegriff gegeben ist, vgl. Baby, Kleinkind, Vorschulkind,
Schulkind als Unterbegriffe zu Kind, die einander wechselseitig ausschliefien.

Da ein Fachlehrer aber an einem Schultyp in einer hierarchischen Position unterrichtet,
wiren die sechs Endknoten des Beispielnetzes als direkte Deszendenten des Lehrer-
Knotens nicht inkompatibel genug, so da die nicht-lexikalisierten Konzepte, die in Germa-
Net durch ein initiales Fragezeichen gekennzeichnet werden, sinnvoll eingefiihrt sind.

Lehrer
Fachlel Zhierarchischer
achlehrer
[ ?Schullehrer Lehrer
Berufs-
Biologie- Kunst- schul- Gymna- Schul- o
lehrer lehrer lehrer Gt oot o vl

Abb. 4: Kiinstliche Konzepte im Wortfeld Lehrer

2.5 Subkategorisierungsrahmen

Alle Verbeintrage in GermaNet sind mit Subkategorisierungsrahmen und diesbeziiglichen
Beispielen versehen. Die kodierten Rahmen geben Aufschluf3 iiber das syntaktische Kom-
plementierungsverhalten der GermaNet-Pridikate, leisten also einen Beitrag zur Syntax-
Semantik-Schnittstelle.

Die Notation orientiert sich an den Celex-Frames, ist aber in bezug auf die Kodierung
von Subjektphrasen und Reflexivphrasen leicht modifiziert worden. Unterschiedliche Verb-
rahmen zu einem Konzept helfen bei der Lesartendisambiguierung, vgl. das Beispiel setzen:
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setzenl NN.AN Er setzt die Fahnen.

setzen?2 NN.AR Sie setzt sich.

setzen3 NN.AN.BL Er setzt den Schiiler ans Fenster.

setzen4 NE.AN Es setzt Priigel.

setzen5 NN.AN.PP Er setzt seine Hofffnungen auf sie.

setzen6 NN.An Die Hisin hat (Junge) gesetzt. (Jigersprache)
setzen7 NN.BL Das Pferd setzt iiber die Hiirde.

setzen8 NN.AN.Dn Das Protokoll setzt (ihnen) Schranken.

2.6 Unterschiede zwischen GermaNet und WordNet

Trotz der strukturellen Ahnlichkeit des GermaNet zum Princeton WordNet lassen sich
folgende Unterschiede skizzieren:

- GermaNet orientiert sich im Gegensatz zu WordNet an linguistischen und nicht an
psychologischen Strukturierungsprinzipien der Daten.

- Um eine ausgewogene Konzepthierarchie zu gestalten und unmotivierte Kohyponymie
zu reduzieren, wird in GermaNet systematischer Gebrauch von artifiziellen Konzepten
gemacht, die entsprechend markiert sind.

- GermaNet kodiert Partikelverben (vgl. Hamp 1997), die in WordNet nicht beriicksichtigt
werden.

- Die Kausationsrelation, die in WordNet lediglich als Relation zwischen Verbinstanzen
vorgesehen ist, kann in GermaNet zwischen allen Wortarten kodiert werden.

- In GermaNet sind Adjektive taxonomisch strukturiert und unterliegen nicht dem Satel-
liten-Ansatz des WordNet, einem assoziativen Verbund von Adjektiven, der auch zu
wenig intuitiven Konzepten wie unschwanger fiihren kann.

Zunehmend zeigt sich, da die GroBressource WordNet, welche ca. die dreifache Menge an
Eintrigen enthilt, zu feinkdérnige Lesartenunterscheidungen vornimmt, um effizient genug
in computerlinguistischen Anwendungen zu sein. Fir den Eintrag go gibt es 32 Lesarten.
Der ,richtige Polysemiegrad“ ist gefragt, um erfolgreich Bedeutungsdisambiguierung
leisten zu kénnen (vgl. Buitelaar 1998 zur Modellierung regelgeleiteter Polysemie).

Eine Ressource mittlerer Gréfle wie GermaNet, die zudem noch von Restrukturierungs-
ansitzen zur Lesartenreduktion mittels des sogenannten ,Sense Clustering (vgl. Peters et
al. 1998) profitieren kann, kann durchaus leistungsfihiger in der lexikalisch-semantischen
Disambiguierung sein als das behdbige WordNet.

3 GermaNet im multilingualen Kontext

Das Basisvokabular des GermaNet ist Bestandteil des multilingualen semantischen Netzes
EuroWordNet, das im Rahmen eines Projektes der Europdischen Gemeinschaft fiir acht
europiische Sprachen aufgebaut worden ist.” EuroWordNet ist eine wertvolle Ressource fiir

2 Genau gesagt handelt es sich um ein zweiteiliges Projekt, EuroWordNet-1 und EuroWordNet-2.

Tibingen ist Partner des EuroWordNet-2-Projektes LE4 8328, vgl. Vossen 1998: , Extending
EuroWordNet with four languages*.
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die Sprachtechnologie in bezug auf multilinguale Anwendungen der Informations-
erschlieBung.

Durch die kontrastive Analyse der erstellten Daten im Projekt haben wir auch fiir die
monolinguale Weiterarbeit an GermaNet profitieren koénnen, z.B.in Hinblick auf die
Datenabdeckung und durch die Verwendung der statistischen Methoden zur Evaluierung

der Daten.

3.1 Interlingualer Index und Basiskonzepte

Ontologie
Domain Tops
traffic motion

Englisches WN
drive

Interlingualer Index

ILI-Record
{drive}

s e

-~

Italienisches WN
guidare

Spanisches WN
conducir

Abb. 5: Ausschnitt aus der EuroWordNet-Architektur. Die sprachunabhingigen Komponenten, zu
denen neben dem ILI auch die merkmalsbasierten Ontologien gehéren, sind grau markiert. Einzel-
sprachliche Konzepte werden iiber Aquivalenzrelationen an den ILI gelinkt.

Die EuroWordNet-Datenbank ist ein multilinguales Netz, das Basiskonzepte acht europii-
scher Sprachen (Englisch, Holldndisch, Spanisch, Italienisch, Deutsch, Franzosisch,
Estnisch und Tschechisch) in ihren semantischen Relationen modelliert. In der Datenbank-
architektur sind die einzelsprachlichen Komponenten iiber den sprachunabhingigen
Interlingualen Index (ILI) korreliert. Trotz seiner Ubersprachlichkeit ist der ILI, welcher
eine unstrukturierte Liste sogenannter ILI-Records’ enthilt, durch die Dominanz und
Vorreiterrolle des Princeton WordNet stark an den englischen Konzepten bzw. den Word-
Net-Eintrédgen orientiert. Die sprachspezifischen Konzepte der einzelnen Sprachen werden
iiber eine Aquivalenzrelation an passende ILI-Records gelinkt. Einzelne Sprachpaare zu
erfragten Konzepten werden also mittelbar (iiber den ILI) erzeugt, vgl. Abbildung 5.

* Ein ILI-Record ist durch einen eindeutigen Code, den unique identifier, gekennzeichnet.
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Um die Abdeckung der sprachspezifischen Wortnetze kompatibel zu gestalten, miissen
alle Sprachnetze anhand der sogenannten ,Base Concepts® strukturiert sein. Die 1300 ,Base
Concepts‘ (ca. 1000 Nomen und 300 Verben), die durch einzelsprachliche Selektionen und
statistische Evaluierungen dieser Selektionen ermittelt worden sind, miissen folgenden
Kriterien geniigen:

- ,Base Concepts® sollten einen hohen Abstraktionsgrad aufweisen, der sich an der Menge
der dominierten Unterbegriffe und an der Hierarchietiefe der dominierten Kette mani-
festiert. Base Concepts sollten spezifischer sein als semantische Merkmale der Top
Ontology wie Funktion, Eigenschaft, Dynamisch, etc., aber auch abstrakter als Roschs
,Basic Level Concepts** (z.B. Tisch und Hammer). Den richtigen Abstraktionsgrad
weisen deren semantische Oberbegriffe Mdbel und Werkzeug auf.

- AuBlerdem sollen Konzepte, die in einer Sprache (und moglichst auch sprachiiber-
greifend) sehr hidufig vorkommen, als ,Base Concepts‘ beriicksichtigt werden, auch
wenn sie nicht den gewlinschten Abstraktionsgrad aufweisen, wie etwa lieben und
mégen.

Dies Inventar gemeinsamer ,Base Concepts® ist in einem ersten Schritt iiber Aquivalenz-
relationen an den ILI zu binden, um dann sowohl die leicht erfaBbaren Topknoten als auch
die Hyponyme erster Ordnung (meist ,Basic Level Concepts‘) zu linken. Die einzelsprach-
lichen Netze kdénnen so unabhingig voneinander, jedoch mit einem Grofimaf} an Kompati-
bilitat, integriert werden.® Durch die Vererbung der semantischen Merkmale der Top
Ontology ist es weiterhin auch mdoglich, die Abdeckung der Netze in den einzelnen
semantischen Feldern statistisch zu evaluieren.

3.2 Relationstypen

Nicht immer konnen #quivalente ILI-Records als Ubersetzungen der einzelsprachlichen
Konzepte ausgemacht werden. Neben den unterschiedlichen Lexikalisierungspattern, die
auf sprachliche und kulturelle Unterschiede zuriickgehen, sind dafiir auch unterschiedliche
Gewichtungen der Konzepte sowie Kodierungsliicken verantwortlich. So gibt es im Word-
Net (das ja weitgehend den ILI prigt) kein Konzept, das dem deutschen Lexem Lebens-
gefihrte (als unverheirateter Partner einer ehedhnlichen Lebensbeziehung) entspricht. Im
deutsch-englischen COLLINS hingegen konnten wir das Literal companion through life
finden. Ein weiteres Beispiel betrifft den Wettbewerbstyp championships ,Meisterschaft’,
der eine Lexikalisierung im Englischen hat, aber in EuroWordNet nicht als ILI-Record
vorhanden ist. Neben der Synonymiebeziehung und der Quasi-Synonymiebeziehung stehen
auch nicht-synonymische Aquivalenzlinks der Hyperonymie und Meronymie, ferner
Rollenbeziehungen und Kausationsbezichungen zur Verfligung.

Mitunter ist ein Konzept gut abzubilden, indem mehrere nicht-synonymische Verkniip-
fungen verwendet werden, vgl. Abbildung 6:

* Vgl. Rosch (1978).
Mittels dieser Prozedur ist das erste Daten-Ensemble mit ca. 7500 Eintrdgen entstanden.
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/' EQ _HYPERONYM ‘garment’

s > EQ_HOLONYM ‘sports equipm:

/' EQ HYPERONYM ‘body substan

““'> EQ CAUSES ‘clotting’

Sportbekleidung

Gerinnungsstoff

EQ_HYPERONYM ‘continue’

aufbleiben
EQ _STATE ‘open’

/' EQ_HYPERONYM ‘fill’

_..—..-..’ EQ_ROLE 'container’

Abb. 6: Beispiele fiir nicht-synonymische Aquivalenzlinks

Der ebenfalls in der EuroWordNet-Spezifikation vorgesehene Near-Synonym-Link verleitet
mitunter zu Ungenauigkeiten. Auf ihn wird oft rekurriert, wenn die Quasi-Aquivalente im
Bedeutungsumfang nicht ganz deckungsgleich sind oder wenn zu einem Konzept mehr als
ein Synonymlink zu unterschiedlichen ILI-Konzepten etabliert wird, die im WordNet nicht
dem gleichen synset angehoren.

3.3 Synergien fiir GermaNet

Die Integration des GermaNet in dic EuroWordNet hat einige wesentliche Impulse fiir
Optimierungsansitze unserer monolingualen Ressource beigesteuert:

- Im Projektkontext konnten wir ein lexikalisches Werkzeug unserer Amsterdamer Pro-
jektpartner fiir das Deutsche adaptieren, das sehr benutzerfreundlich zum Browsen und
Editieren lexikalischer Datenbanken einsetzbar ist.®

- Mithilfe der ,Base Concepts* konnte eine strukturierte, interlingual hinterfragte Uberprii-
fung der Grundwortschatzabdeckung vorgenommen werden. So hatte es im GermaNet
u. a. eine Abdeckungsliicke im Bereich der Ereignisnominalisierungen gegeben, die nun
ausgeglichen werden kann.

Hierbei handelt es sich um das ALS (Amsterdam Lexical System), das von Boersma und Vossen
zwischen 1992 und 1997 entwickelt worden ist. Die Adaption fiir das Deutsche von A. Wagner
haben wir TALS (Tiibinger ALS) genannt. Im Verlauf des Projektes haben wir TALS fiir die ILI-
Anbindung verwendet und nicht zur Editierung des GermaNet.
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— Aus der EuroWordNet Spezifikation wollen wir aus dem Inventar innersprachlicher
Relationen die Rollentypen fiir GermaNet iibernehmen. Diese sprachinternen Relationen
(ROLE_AGENT, role_patient, role_location) und deren konverse Relationstypen
(involved_agent, involved_Patient, involved_location) wollen wir zur Kodierung se-
mantischer Rollen in GermaNet und zur Formulierung von geeigneten Selektionsrestrik-
tionen fiir Verbeintrige implementieren.

4 Anwendungsperspektiven des GermaNet

In diesem Kapitel werden die Einsatzméglichkeiten lexikalisch-semantischer Netze wie
WordNet und GermaNet in der maschinellen Sprachverarbeitung anhand der Beispiele
Lesartendisambiguierung, InformationserschlieBung und Textkategorisierung exemplarisch
aufgezeigt. Insbesondere soll die Ermittlung von Selektionspriferenzen im Mittelpunkt
stehen.

4.1 Lesartendisambiguierung

Lesartendisambiguierung (,word sense disambiguation®) ist von entscheidender Bedeutung
fiir maschinelles Sprachverstehen. Gerade hiufig verwendete Worter sind mehrdeutig. Um
einen Satz semantisch interpretieren zu kénnen, miissen die mehrdeutigen Worter in diesem
Satz disambiguiert werden. Hierbei ist ein lexikalisch-semantisches Netz wie WordNet oder
GermaNet in zweifacher Hinsicht niitzlich: Zum einen liefert ein solches Netz (mit seinen
Knoten) ein Inventar semantischer Konzepte, mit denen Wortbedeutungen représentiert
werden konnen, die synsets. Ist ein Wort mehrdeutig, so gehort es zu mehreren synsets, z.B.
Ton mit den synsets {Ton, Laut} und {Ton, Tonerde}, was den beiden Lesarten dieses
Wortes entspricht. Zum anderen modelliert ein lexikalisch-semantisches Netz (mit seinen
Kanten) Beziehungen zwischen Konzepten. Diese Beziehungen liefern wichtige Informa-
tionen fiir die Disambiguierung. So nutzt der nun skizzierte Ansatz die durch die Hypo-
nymie-Relationen definierte Hierarchie, um die semantische Ahnlichkeit von Konzepten zu
quantifizieren.

Stetina et al. (1998) entwickeln ein Verfahren zur semantischen Disambiguierung von
Inhaltswortern in geparsten Texten. Zur Bestimmung der Lesart eines Wortes werden die
Lesarten derjenigen Worter herangezogen, die mit diesem Wort in einer syntaktischen Re-
lation (z.B. Subjekt—Verb) stehen. Verschiedene Kombinationen von Wortbedeutungen
werden mit unterschiedlicher Wahrscheinlichkeit durch bestimmte syntaktische Relationen
miteinander verbunden. Den Inhaltswértern in einem Satz werden nun diejenigen
(WordNet-)Lesarten zugewiesen, die gemif den in diesem Satz vorhandenen syntaktischen
Relationen die wahrscheinlichsten sind. Die zu Grunde liegenden Wahrscheinlichkeiten
(z.B. die Wahrscheinlichkeit, daB8 ein Verb mit der Lesart y ein Subjekt mit der Lesart x hat)
werden durch eine statistische Analyse des semantisch annotierten Korpus SemCor (Miller
u.a. 1993) eingeschitzt. SemCor besteht aus etwa 200000 Wértern, die jeweils mit ihrer
WordNet-Lesart annotiert sind. Hierbei ergibt sich das Problem, dal viele Waorter, die
spiter disambiguiert werden miissen, in diesem Korpus nicht vorkommen, so da8 fiir sie
keine Wahrscheinlichkeit geschétzt werden kann. Dies Problem wird dadurch geldst, daf
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fiir die Einschidtzung der Lesarten solcher Worter die Wahrscheinlichkeiten semantisch
ahnlicher Lesarten herangezogen werden, die in SemCor vorkommen. Die semantische
Ahnlichkeit zweier Lesarten wird iiber die Hyponymie-Hierarchie von WordNet ermittelt:
Je niher beieinander die entsprechenden Konzepte in der Hierarchie angeordnet sind, desto
groBer ist die semantische Ahnlichkeit.

4.2 InformationserschlieBung

Bei der automatischen InformationserschlieBung (,Information Retrieval®) geht es darum,
aus einem umfangreichen Inventar von Dokumenten diejenigen Texte zu finden, die be-
stimmte, durch eine Anfrage spezifizierte Informationen enthalten. Fiir diese Aufgabe kann
ein semantisches Netz niitzliche Hinweise liefern. Wenn sowohl die Anfrage als auch die
zu durchsuchenden Dokumente semantisch disambiguiert sind, kann gezielt nach Begriffen
in der intendierten Lesart gesucht werden. Wenn z.B. nach Informationen zum Stichwort
Bank (im Sinne von Geldinstitut) gesucht wird, so werden keine Texte iiber Sitzmobel
geliefert. Dadurch wird die ,,Treffergenauigkeit” der ermittelten Dokumente (,precision)
erhoht. Ein zweiter Vorteil eines semantischen Netzes ist, da mit seiner Hilfe die Anfrage
um Konzepte erweitert werden kann, die mit den Suchbegriffen in einer semantischen Be-
ziehung stehen. So kdnnen bei einer Anfrage nach Bank auch Texte gefunden werden, in
denen der Begriff selbst nicht vorkommt, jedoch Geldinstitut oder Sparkasse. Dadurch
wird die Anzahl der korrekt ermittelten Dokumente (,recall‘) erhoht. Mit einem multilin-
gualen semantischen Netz wie EuroWordNet ist so auch die Durchsuchung von Texten in
unterschiedlichen Sprachen méglich, indem die Anfrage um Konzepte aus verschiedenen
Sprachen erweitert wird, die zu den Suchbegriffen dquivalent sind.

Gonzalo et al. (1998) haben durch entsprechende Experimente herausgefunden, daf die
Performanz von Information Retrieval signifikant erhdht wird, wenn die Anfrage und die zu
durchsuchenden Texte mit WordNet-synsets indiziert sind (d.h. jedem Wort das entspre-
chende synset zugewiesen wird). Diese Indizierung liefert erstens Lesartendisambiguierung
und zweitens die Erweiterung der Anfrage um Synonyme der Suchbegriffe.

4.3 Textkategorisierung

Textkategorisierung befaBt sich mit der Klassifikation von Texten im Hinblick auf eine
(vorgegebene) Menge von Kategorien (z.B. Doménen oder Textsorten). Systeme zur auto-
matischen Textkategorisierung werden zunichst mit Hilfe einer Kollektion von Texten
trainiert, die manuell mit dem vorgesehenen Inventar von Kategorien klassifiziert wurden.
Ein neu zu kategorisierender Text wird mit den Texten in dieser Kollektion bzgl. der Vor-
kommenshaufigkeit bestimmter Begriffe verglichen. Die ausgewdéhlte Kategorie ergibt sich
aus diesem Vergleich.

Buenaga Rodriguez et al. (1997) ziehen WordNet als zusitzliche Informationsquelle
heran: In das Kategorisierungsverfahren gehen auch die Vorkommenshiufigkeiten der
Kategoriebezeichnungen selbst sowie ihrer Synonyme im zu klassifizierenden Text ein. Die
Synonyme werden aus WordNet extrahiert. Auch hier ist die Einbeziehung anderer Kon-
zepte denkbar, die mit den Kategoriebezeichnungen durch semantische Relationen
verbunden sind.
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4.4 Eine lexikographische Anwendung: Selektionsbeschrinkungen

In diesem Abschnitt wird exemplarisch eine lexikographische Anwendung des GermaNet
ausfiihrlicher beschrieben: die Akquisition von Selektionsbeschrinkungen. Diese Aufgabe
stellt gleichzeitig eine Perspektive fiir die qualitative Weiterentwicklung von GermaNet
dar.

Selektionsbeschrankungen sind semantische Beschrinkungen, die ein Pridikat (z.B. ein
Verb oder Adjektiv) seinen Argumenten (z.B. einer Verbergéinzung oder einem durch ein
Adjektiv modifizierten Nomen) auferlegt. So fordert beispielsweise das Verb esser einen
menschlichen oder tierischen Agens und einen Patiens, der ein Nahrungsmittel bezeichnet.

4.4.1 Motivation

Die Akquisition von Selektionsbeschrinkungen ist aus mehreren Griinden sinnvoll. Zum
einen konnen sie einen wichtigen Beitrag zur syntaktischen und lexikalischen Disambigu-
ierung leisten. Im Satz

(1) Das Brot schneidet die Mutter.

folgt aus den Selektionsbeschrankungen von schneiden, daB das Brot die Akkusativ- und
die Mutter die Nominativergianzung ist, nicht umgekehrt, wie es nach rein morphologischen
und syntaktischen Kriterien méglich wire. Im Beispiel

(2) Der Mann tritt gegen den Ball.

wird Ball aufgrund der Selektionsbeschrinkungen von treten als Spielgerdt (und nicht als
Tanzveranstaltung) disambiguiert. Selektionsbeschrinkungen sind also als eine Informa-
tionsquelle zur Disambiguierung fiir maschinelle Sprachverarbeitungssysteme interessant.

Daneben kann es jedoch auch zweckmiBig sein, Selektionsbeschrinkungen in Lexika fiir
menschliche Benutzer aufzunehmen. Vor allem fiir Fremdsprachenlerner kénnen sie wich-
tige Hinweise fiir den Wortgebrauch liefern, die aus der Wortbedeutung nicht unbedingt
und aus Verwendungsbeispielen hochstens indirekt hervorgehen. Z.B. verwendet man
tranchieren nur im Zusammenhang mit Fleisch, nicht mit Fisch, Gemiise oder Holz, was
aus der Wortbedeutung nicht zwingend folgt. In einigen deutschen Worterbiichern sind
Selektionsbeschrinkungen explizit angegeben (z.B. in VERBEN IN FELDERN und im
WORTERBUCH ZUR VALENZ UND DISTRIBUTION DEUTSCHER VERBEN), in anderen sind sie
implizit in Bedeutungsdefinitionen und Beispielen enthalten.

4.4.2 Akquisition von Selektionsbeschrinkungen

Es ist offensichtlich, daB die manuelle Akquisition von Selektionsbeschrinkungen zeit- und
arbeitsaufwendig ist, wenn sie flir ein Lexikon breiteren Umfangs durchgefiihrt werden soll.
Dies ergibt sich nicht zuletzt aus der Tatsache, daB prinzipiell jede semantische Eigenschaft
eine Rolle bei Selektionsbeschrinkungen spielen kann und es folglich empirisch nicht adi-
quat ist, Selektionsbeschrinkungen mit einem relativ kleinen Inventar semantischer Merk-
male wie belebt oder abstrakt zu modellieren. Manche Pridikate stellen sehr spezielle
Selektionsanforderungen an ihre Argumente, die von einem solchen Inventar nicht erfafit
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werden konnen. So kann man nichts anderes diagonalisieren als eine Matrix, und nur eine
Geschwulst kann als gutartig charakterisiert werden.

In den letzten Jahren sind Verfahren entwickelt worden, um Selektionsbeschrinkungen
durch statistische Analyse grofer Textkorpora zu ermitteln (Resnik 1993, Ribas 1994,
Abe/Li 1996). Diese Verfahren ermitteln WordNet-Konzepte, die von einem Pridikat pri-
feriert werden (z.B. food als Objekt von eaf). Hierbei weisen sie den Konzepten jeweils
einen Priferenzwert zu, der die Stiirke der Priferenz charakterisiert und auf der Grundlage
relativer Hiufigkeiten von Pridikat-Argument-Kookkurenzen im untersuchten Korpus
berechnet wird. Tatséchlich haben Selektionsbeschrinkungen eher den Charakter von Pri-
ferenzen als von scharfen Restriktionen. So sind kontextbedingte oder metaphorisch zu
interpretierende Abweichungen von Selektionspriferenzen wie in 4ngst essen Seele auf
durchaus géingig. Aulerdem konnen auch innerhalb des durch Selektionsbeschrinkungen
sanktionierten ,,semantischen Raumes* unterschiedliche Priferenzgrade vorliegen. So las-
sen die Selektionsbeschrinkungen von /esen filir den Satz

(3) Der Student liest den Artikel.

die Interpretation von Artikel sowohl als ein Determinans als auch als Text zu. Jedoch wird
die Text-Lesart stirker priferiert, sofern kein spezifischer Kontext die andere Interpretation
nahelegt. Die statistischen Verfahren haben also neben der automatischen Akquisition auf
breiter empirischer Basis den Vorteil, daB sie durch die Quantifizierung des Priiferenzver-
haltens eines Pridikats das Phinomen Selektionsbeschrankungen addquater modellieren.

Mit Hilfe von GermaNet sollen mit diesen Verfahren Selektionspriferenzen fiir das
Deutsche ermittelt werden. Fiir lexikographische Zwecke ist es hierbei wichtig, da8 sich die
ermittelten Konzepte auf einer angemessenen Generalisierungsebene befinden. Ange-
nommen, wir stoen u. a. auf folgende Korpusbelege fiir das Priadikat essen:

(4a) Meine Tochter it gern Kdsekuchen,
(4b) Max hat schon drei Apfel gegessen.
(4c) Muslime essen kein Schweinefleisch.

Die Komplemente sollen einerseits moglichst kompakt, andererseits empirisch adiquat
reprisentiert werden. Das Konzept, das die Objekte in den genannten Beispielen ange-
messen zusammenfaBt, ist Nahrungsmittel. Gegenstand wire zu generell, Konzepte wie
Backwaren, Obst, Fleisch, etc. wiirden dem Kompaktheitsdesiderat zuwiderlaufen.

Das Problem der angemessenen Generalisierung wird von den oben genannten Ver-
fahren nicht befriedigend geldst. Abe/Li (1996) nehmen zwar fiir sich in Anspruch, einen
informations-theoretisch motivierten Ansatz zu implementieren, der die angemessene Ge-
neralisierungsebene liefert. Jedoch haben eigene Experimente gezeigt, dal der ermittelte
Generalisierungsgrad von der GroBe des untersuchten Korpus sowie der Haufigkeit des
untersuchten Préadikats abhidngt: Bei hdufigen Verben wird tendentiell untergeneralisiert,
bei seltenen Verben tendentiell iibergeneralisiert. Dieses Verhalten ist zumindest fiir lexi-
kographische Zwecke nicht akzeptabel. Hier sind also Modifikationen der Verfahren
notwendig.
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Abb. 7: Selektionspriferenzen und semantische Annotation

4.4.3 Kodierung von Selektionspriferenzen in GermaNet
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Die oben genannten Verfahren ermitteln selektionale Priferenzen fiir syntaktische Verb-
komplemente. Jedoch sind Selektionspriferenzen primir mit thematischen Rollen wie
Agens, Patiens oder Instrument assoziiert, die auf unterschiedliche Weise syntaktisch reali-
siert werden konnen. So kann der Patiens von kochen sowohl als Nominativ- als auch als

Akkusativergidnzung realisiert werden:

(5a) Der Kiichenchef kocht die Suppe.
(5b) Die Suppe kocht.
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Solche Korpusbelege konnen dazu fiihren, dal Nahrungsmittel sowohl fiir das Subjekt als
auch das direkte Objekt von kochen als préferiertes Konzept ermittelt wird. Beiden Sitzen
liegt jedoch zugrunde, daBl kochen Nahrungsmittel fiir seine Patiens-Rolle priferiert.

Um das Selektionsverhalten eines Verbs addquat zu modellieren, miissen also die fiir
seine syntaktischen Komplemente ermittelten Priferenzen auf die zu Grunde liegenden
thematischen Rollen abgebildet werden. Um diesbeziiglich geeignete Verfahren zu ent-
wickeln, bietet sich z.B. der Ansatz von McCarthy/Korhonen 1998 an.

Die gewonnenen Priferenzen fiir thematische Rollen sollen in GermaNet kodiert
werden. Hierbei soll auf das Inventar entsprechender Relationen zuriickgegriffen werden,
das im Rahmen der EuroWordNet-Spezifikation festgelegt wurde. Beispielsweise soll die
Relation kochen involved_patient Nahrungsmittel in GermaNet aufgenommen werden.

4.4.4 Semantische Annotierung von Korpora

Das um thematische Relationen erweiterte GermaNet soll u. a. fiir die Erstellung semantisch
annotierter Korpora (genauer: Korpora, deren Worter semantisch disambiguiert sind)
genutzt werden, die wiederum fiir bisher genannte Anwendungen von groflem Interesse
sind. Nicht nur die Hyponymiebeziehungen sind hierbei niitzlich (vgl. 4.1), sondern auch
die thematischen Rollenrelationen. So kann Ball in Beispiel (2) durch eine
involved_patient Relation disambiguiert werden, die zwischen frefen und der physika-
lischen Lesart von Ball besteht.

Aber auch die statistisch ermittelten Selektionspriferenzen selbst (s. Abschnitt 4.4.2)
bilden eine wichtige Informationsquelle fiir die semantische Disambiguierung, da z.B. die
Priferenzstirke, die nicht in GermaNet kodiert werden soll, essentiell sein kann
(vgl. Beispiel (3)).

Die von uns vorgesehene Anwendung, das GermaNet zusammen mit syntaktisch anno-
tierten Korpora fuir die Ermittlung von Selektionspriferenzen und die semantische Korpus-
annotierung einzusetzen, ist in Abbildung 7 schematisch dargestellt:

5 Schlu3wort

In diesem Aufsatz haben wir den Aufbau und die grundlegenden Eigenschaften des
GermaNet, eines lexikalisch-semantischen Wortnetzes fiir das Deutsche, beschrieben und
seine Anwendungsperspektiven fiir die Computerlinguistik dargelegt. Wir haben gezeigt,
wie wir von der Kooperation im Rahmen eines multilingualen Projektes in bezug auf die
qualitative als auch quantitative Abdeckung profitieren konnten. Die mittlere Grofie des
Netzes und die Qualitiit der Daten bieten eine empirische Basis sowohl fiir theoriebezogene
Fragestellungen als auch fiir praktische Anwendungen.

Der Ausbau unserer Ressource umfafit nicht nur die korpusbasierte Erweiterung des re-
prasentierten Wortschatzes, sondern auch die Adaption neuer innersprachlicher Relations-
typen, wie sie durch thematische Rollen gegeben sind. So kann GermaNet noch effizienter
die Ermittlung von Selektionspriferenzen sowie die semantische Annotierung von Korpora
unterstiitzen.
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