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15 Running a confirmatory factor analysis
in R: a step-by-step tutorial

Abstract

Introduction: Confirmatory factor analysis is a frequently used data analysis tech-
nique in nursing research for the development of new measures and psychometric
evaluation. R is an open-source statistical software for data analysis that allows a
high level of reproducibility required for submission in more and more scientific
journals in nursing. The aim of this chapter is to provide a step-by-step tutorial for
conducting confirmatory factor analysis in the statistical program R.

Methods: Data collected from 938 students in Scotland who completed the Trait
Emotional Intelligence Questionnaire Short form (TEIQue-SF) were used to conduct
analyses.

Results: We demonstrated a reproducible way of conducting a correlation-based
network visualization followed by confirmatory factor analysis to confirm the four-
factor structure in the TEIQue-SF questionnaire.

Conclusion: This chapter focuses on the demonstration of an alternative statistical
tool to the frequently used point-and-click software by providing detailed instruc-
tions in the form of reproducible code and data.

Keywords: nurses, nursing, R, data analysis, factor analysis, confirmatory factor
analysis

15.1 Introduction

R is an open-source, crowd-funded, programming language for statistical computing
and graphics [1]. R uses different packages for conducting various functions and anal-
yses. The packages are created by statisticians across the world. Packages are avail-
able under a Creative Commons License and are regularly updated and rigorously
tested before being made available via CRAN (The Comprehensive R Archive Net-
work) [2, 3]. R can be used with various platforms including Linux, Mac, and Win-
dows [4]. At the time of writing, version 4.0.2 (Taking Off Again) is available. R is not
easy to use; it has a “steep learning curve” and can be hard for someone without
computer programming experience. On the other hand, it is free (caveat emptor ap-
plies), and a lot of help is available online. The use of R can be facilitated by instal-
ling RStudio® (the basic package is free) and allows the user to store coding. Even
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with this facility, users must workaround obscure error messages which appear fre-
quently. Although R is a free, powerful, and flexible alternative, it is less familiar and
less frequently used in nursing research [5].

Healthcare institutions must be prepared to invest in new, effective, and effi-
cient treatments and interventions for patient benefit. Before the implementation of
new interventions, research must be done using valid and reliable measurements
[6]. Questionnaires used for the data collection need to be tested for reliability and
validity. When developing and validating the questionnaire, psychometric tests
must be conducted. These include, for example, parametric item response theory,
factor analysis (FA), and reliability via classical test theory.

Exploratory analysis of data can be conducted to observe the correlations be-
tween items as an initial step to statistically more rigorous approaches. Correlation
or covariance matrices are usually the simplest techniques that can be used in this
step. While such an approach allows good visualization of multiple pairwise corre-
lations, it is unable to capture the more complex correlations among multiple
items. One of the novel approaches used in this field is correlation networks that
aim, simultaneously, to capture the correlation and grouping of the items in the
same visualization and were used in other fields like bioinformatics earlier [7]. How-
ever, the technique recently developed in multiple variants of psychological net-
work visualization as a psychometric approach [8].

FA is a method for testing whether item covariance structure justifies the use
of item scores to calculate (sub)scale scores [9]. The aim of FA is to reduce “the di-
mensionality of the original space and to give an interpretation to the new space,
spanned by a reduced number of new dimensions which are supposed to underlie
the old ones” [10]. Matsunaga [11] discusses the importance of FA and how it is
often misunderstood. Although an increasing number of researchers are using
these methods, evidence suggests that a large proportion of the research published
still harbours ill-informed practices. Thus, it is important that researchers are aware
of different FA methods. Confirmatory FA (CFA) is often used for developing a new
measure, testing measurement invariance, construct validation, testing method ef-
fects, and psychometric evaluation. CFA is strongly related to exploratory FA (EFA),
principal component analysis, and structural equation modelling (SEM) [12]. EFA is
described as the orderly simplification of interrelated measures. It has been tradi-
tionally used to explore the possible underlying factor structure of a set of observed
variables without imposing a preconceived structure on the outcome [13]. The result
of performing EFA is identification of the underlying factor structure. On the other
hand, CFA is used to verify the factor structure of a set of observed variables. It al-
lows testing a relationship between observed variables and the existence of their
underlying latent constructs. The researcher can use theoretical knowledge, empiri-
cal research, or both; can postulate the relationship pattern a priori; and can then
test the hypothesis statistically [14]. Both the EFA and CFA are types of factor analy-
ses based on the common factor model, which proposes that each observed response
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is influenced partially by the underlying common factors and partially by the under-
lying unique factors [15]. For conducting CFA, researchers must have strong empirical
or conceptual knowledge to guide factor model specification and evaluation [12]. CFA
will be described in detail in the following sections.

In this tutorial, we introduce a short step-by-step tutorial on how to perform
CFA for researchers using statistics and R programming in applied healthcare re-
search. The corresponding R Markdown script is available as a supplementary
material.

15.2 Methods

15.2.1 Design

This chapter represents a tutorial on using the R statistical software to perform CFA
and the corresponding exploratory analysis.

15.2.2 Participants

We used the dataset originally from the study by Snowden et al. [16] to examine the
construct validity of the Trait Emotional Intelligence Questionnaire Short form (TEI-
Que-SF). The TEIQue-SF is a short-form questionnaire which includes 30 items. It
was developed by Petrides [17] to measure global trait emotional intelligence (trait
EI). Petrides derived it from the larger 130-item-based TEIQue questionnaire by
Freudenthaler et al. [18]. Items were selected based on their correlations with the
corresponding total facet scores [19]. Responses to the TEIQue-SF items are made
on a Likert-type scale (e.g., 1 meaning “strongly disagree” and 7 meaning “strongly
agree”). The total scale score is derived by summing the score of each item (after
reverse scoring of negative items) and is used to locate respondents on the latent
trait continuum. A higher score represents a greater presence of the trait EI [20].
Four dimensions of trait EI are measured with the TEIQue-SF: well-being, sociability,
self-control, and emotionality. Petrides [17] defines well-being as related feelings of a
time based around achievements, self-regard, and expectations; self-control as regu-
lating and having control over emotions, impulses, and stress; emotionality as an
ability to perceive, express, and connect with emotions in self and others, which can
be used in creating successful interpersonal relationships; and sociability as being
socially assertive and aware, managing others’ emotions, and effectiveness in com-
munication and participation in social situations. Sample characteristics are pre-
sented in Tab. 15.1 [16].
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15.2.3 Data collection

Data were collected from 938 students of nursing, midwifery, and computer science in
two Scottish universities. The dataset also contains information on the gender of the par-
ticipants. The data and R source code are available at the Mendeley Data repository [21].

15.2.4 Data analysis

FA is a common method used to find a small set of unobserved variables (called la-
tent variables, or factors) which can account for the covariance among a set of ob-
served variables (called manifest variables) [22]. Latent variables are variables that
are inferred, not directly observed, from other variables that are observed. The pres-
ence of latent variables can be detected by their effects on variables that are observ-
able [23]. A manifest variable is a variable or factor that can be directly measured or
observed. Commonly, CFA models are displayed as path diagrams in which squares
represent observed variables and circles represent the latent concepts. Moreover, sin-
gle-headed arrows are used to imply a direction of assumed causal influence, and
double-headed arrows represent covariance between two latent variables [22].

Initially, we should justify the sample size which allows a robust enough CFA.
Determining the appropriate sample size for CFA is a complex task; therefore, we
refer the interested readers to read more on this topic in a paper by Kyriazos [24].

Tab. 15.1: Sample characteristics.

Programme

Frequency Per cent Valid per cent Cumulative
per cent

Valid Adult  . . .

Mental health  . . .

Learning disability  . . .

Children  . . .

Midwifery  . . .

Computing  . . .

Total  . .

Missing System  .

Total  .
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Also, before any FA, it is important to test the dataset for FA suitability. There are two
methods for testing FA suitability: the Bartlett’s Test of Sphericity and the Kaiser,
Meyer, Olkin (KMO) test. Those tests are used to check whether a matrix is signifi-
cantly different from an identity matrix. A significant Bartlett’s test of sphericity
states that FA may proceed if p < 0.001. In 1970, this method was modified by Kaiser
as the Measure of Sampling Adequacy (MSA), and in 1974 by Kaiser and Rice [25].
The KMO statistic can vary from 0 to 1 and indicates the degree to which each vari-
able in a set is predicted without error by the other variables. The KMO statistic indi-
cates how much variance in your variables might be caused by underlying factors.
High values, close to 1.0, indicate that a factor analysis may be appropriate for your
data. CFA is based on the covariances among variances. These are susceptible to
the effects of violations to the assumption of normality which can affect covarian-
ces. CFA models contain the parameters of factor variances and covariances (Ψ –
psi), factor loadings (Λ – lambda), and error factor variances and covariances (Θϵ –
theta–epsilon) [26].

Before running a model, the variables should be examined to check that there
are no deviations from normality. The MVN package [27] provides various approaches
to check for univariate or multivariate deviation from a normal distribution. In prac-
tice, there are many cases where normality will not be met, especially in surveys
using Likert scales. In such cases, we can use a robust estimator as presented in Fin-
ney and DiStefano [28]. In this tutorial, we used maximum likelihood estimation with
robust standard errors and a Satorra–Bentler scaled test statistic which can be used
even in cases of deviations from the normality in most or all variables.

A simple exploratory visualization of the data can be performed to check for the
correlations between the variables and to see the grouping of the variables in factors. It
should be noted that correlation matrices produce different results from CFA when the
relationships between the items are observed. Instead of using a correlation matrix, CFA
uses a variance–covariance matrix on raw data to estimate input variance [12]. In this
chapter, we present an example of correlation visualization using correlation network
graphs [29]. Correlation graphs have been used to visualize relations and the grouping
of variables at the same time. However, the most frequently used force-directed posi-
tioning of the network nodes representing variables is not easily interpretable and can
be misleading when grouping of the variables is observed. Therefore, alternative options
are available in the qgraph package [29]. In this chapter, we used multidimensional
scaling to position nodes resulting in a more realistic grouping of nodes [8].

First, the factor loadings of the indicators (observed variables) that make up the
latent construct need to be calculated. The standardized factor loading squared is
the estimate of the amount of the variance of the indicator that is accounted for by
the latent construct. Factor loadings of 0.4 or higher are acceptable [30]. The unique
variance is not explained by the latent construct. We also need to check the conver-
gent validity of the construct, which is indicated by high indicator loadings, which
shows the strength of how well the indicators are theoretically similar. Most models
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contain more than one factor. In that case, we need to run a CFA for all the model’s
latent constructs within one measurement model. Discriminant validity exists when
no two constructs are highly correlated. If two constructs are highly correlated
(> 0.85), we need to explore combining the constructs.

Many different approaches are proposed to assess the fit of the model to the data
[31]. Some of the more popular fit statistics include the comparative fit index (CFI), the
Tucker–Lewis index (TLI), and root mean square error of approximation (RMSEA). CFI
is frequently used as it is known to perform well even when the sample size is small
[32] and assumes that all latent variables are uncorrelated and compares the postulated
model to the null model. The CFI values can range from 0.0 to 1.0, where values close
to 1.0 represent a good fit. To avoid misspecified models it is generally advised for
models to achieve CFI over 0.90 which represents a good fit with some authors arguing
that the threshold should lie at 0.95 [33]. TLI measures a relative reduction in misfit per
degree of freedom [34] with threshold values of 0.90 indicating adequate fit and 0.95
indicating good fit [35]. On the other hand, the RMSEA represents a so-called badness-
of-fit measure resulting in lower values for a better fit. It measures discrepancy due to
the approximation with values below 0.06 representing an acceptable model [36].

15.3 Results

In this section, we provide step-by-step instructions on how to run the CFA analysis.

15.3.1 Step 1: reading and checking the data

In the initial step, we read the data from the CSV file using the read.csv command
in R. After reading the data, we checked whether the data were loaded by using a
command str which prints the summary information on the structure of the data
just loaded. This way it is possible to print the type and a few example values for
each variable. In the case of the TEIQue-SF example data provided with this chap-
ter, we observe that our data consists of 938 samples with 36 variables. It needs to
be noted that as in most real-world datasets only a specific number of variables will
be used in the CFA analysis. In our case, only 30 variables are TEIQue-SF scale vari-
ables. Items from the TEIQue-SF scale will be used in the CFA analysis. As men-
tioned, it is important that the researcher who is performing a CFA has knowledge
about the scale and its basic properties. Thus, we removed items 3, 18, 14, and 29
that were considered as a “general” factor by Petrides and Furnham [19], and we
were left with 26 items that should represent 4 factors: well-being, self-control,
emotionality, and sociability. For visualization needed in the next step, we also im-
port textual description for each item containing the questions for all 30 items.
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In addition to the above-mentioned data reading and checking functions, the fol-
lowing packages need to be loaded in R: smacof (multidimensional scaling needed for
exploratory analysis in our case), parameters (KMO and Bartlet’s test), lavaan (CFA anal-
ysis), qgraph (visualization for exploratory analysis), and semplot (visualization of the
relations between items and factors). The initial steps are shown in Box 15.1.

Box 15.1: Source code for exploratory analysis.
library(qgraph)
library(lavaan)
library(semPlot)
library(smacof)
library(parameters)
# Load the data from a csv file
data <- read.csv(“db_TEIQ_CFA_SCO.csv”, header = T)
# Print some information on the data we just read to check
# whether the data loaded properly
str(data)
# Separate TEIQue-SF values in a variable named teiq
teiq <- data[,2:31]
# Load item names
names <- readLines(“items.txt”)
# Create variable names for TEIQue-SF data (V1 – V30)
colnames(teiq) <- paste0(“V”, 1:30)
# Items 3, 18, 14 & 29 were omitted from the CFA because
# Petrides (2006) considered them a ‘general’ factor as
# they were not specifically associated with any particular factor.
# Additionally, item number 20 was omitted as suggested by
# Snowden et al. (2016)
teiq <- teiq[,-c(3, 18, 14, 29, 20)]
names <- names[-c(3, 18, 14, 29, 20)]
# Rearange columns and related questions to match four subscales
items <- c(“V30”,”V15”,”V19”,”V24”,”V27”,”V21”,”V9”,”V6”,
“V12”,”V5”,”V28”,”V13”,”V16”,
“V7”,”V10”,”V22”,”V25”,”V8”,”V4”,”V2”,
“V11”,”V26”,”V17”,”V1”,”V23”)
pos <- match(items, colnames(teiq))
teiq <- teiq[,items]
names <- names[pos]

15.3.2 Step 2: exploratory data analysis

The Bartlett’s test of sphericity and the KMO tests were conducted as shown in
Box 15.2 to test if the dataset is suitable for FA. Moreover, variables were examined
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to check for deviations from normality using univariate (Shapiro–Wilk) and multi-
variate (Henze–Zirkler) tests of normality.

The KMO MSA suggests that the data are appropriate for FA (KMO=0.88). Bartlett’s
test of sphericity suggests that there is sufficient significant correlation in the data for FA
(χ2(300) = 4,841.03, p < 0.001). On the other hand, none of the items is normally distrib-
uted and consequently, the multivariate normality test shows the same. Since we are
using Likert-scale items, this is not unusual, but it requires a different approach to the
CFA. In our case, a robust estimator following Finney and DiStefano [28] was used to per-
form CFA on non-normally distributed data. More specifically, we used maximum likeli-
hood estimation with robust standard errors and a Satorra–Bentler scaled test statistic.

Box 15.2: Source code for basic CFA data assessment.
# KMO and Bartlet’s test
check_factorstructure(teiq)
# Univariate (Shapiro-Wilk) and multivariate (Henze-Zirkler) test of normal distribution
result <- mvn(data = teiq, mvnTest = “hz”, univariateTest = “SW”, desc = TRUE)
result$univariateNormality
result$multivariateNormality

Next, we used a simple exploratory visualization of the data to check the correlations
between the variables and potentially already see the grouping of variables into four
factors. This can be done using the R command qgraph (Fig. 15.1 and Box 15.3).

Box 15.3: Visualization of the data using correlation graph.
# Define a vector of item groups belonging to subscales
groups <- c(rep(‘Confidence’, 8), rep(‘Connection’, 5),
rep(‘Uncertainty’, 7), rep(‘Empathy’, 5))
group_col <- c(“#72CF53”, “#53B0CF”, “#FFB026”, “#ED3939”)
# Covariance matrix
corMat <- cov(teiq, use = “pairwise.complete.obs”)
# Multidimensional scaling based positioning of the nodes in the network
dissimilarity <- sim2diss(cor(teiq))
mdsModel <- mds(dissimilarity)
head(round(mdsModel$conf, 2))
png(filename = “figure2.png”, type = “cairo”, height = 6, width = 12, units = ‘in’, res = 300)
qgraph(corMat, graph = “cor”, sampleSize = nrow(data),
layout = mdsModel$conf, color = group_col,vsize = 4, esize = 4,
border.width = 2, border.color = “black”, groups = groups,
nodeNames = names, legend = TRUE, legend.mode = “style1”,
legend.cex = .36, theme = “colorblind”,
threshold = “bonferroni”,
minimum = “sig”, alpha = 0.05)
dev.off()
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15.3.3 Step 3: building CFA model

We specified the laavan specific model, where each line represents a single latent fac-
tor with its indicators following the = ~ as shown in Box 15.4. In the code, we defined
four latent factors referring to trait EI: confidence, connection, uncertainty, and em-
pathy. We are assuming that 25 variables are indicators of those latent factors.

15.3.4 Step 4: examine model fit statistics

In the next step, a model was fitted to the TEIQue-SF data using the command
model.fit from the laavan package, and is followed by printing a summary of the
CFA results after fitting the model to the data as shown in Box 15.5. The laavan com-
mand summary provides a very extensive list of the CFA results with many details.
However, most of the users will be interested in some of the basic CFA measures
such as CFI, TLI, or RMSEA that can be obtained by a simple command fitMeasures
as demonstrated in the supplementary materials in this chapter.

Box 15.4: CFA analysis using laavan package.
model <- ‘Confidence = ~ V30 + V15 + V19 + V24 + V27 + V21 + V9 + V6
Connection = ~ V12 + V5 + V28 + V13 + V16
Uncertainty = ~ V7 + V10 + V22 + V25 + V8 + V4 + V2
Empathy = ~ V11 + V26 + V17 + V1 + V23ʹ

Box 15.5: Examination of model fit, including visualization of the model.
model.fit <- cfa(model, teiq, std.lv = TRUE, missing = “fiml”)
# Print model summary
summary(model.fit, fit.measures = TRUE, standardized = TRUE)
# Print only selected fit measures
fitMeasures(model.fit, c(“cfi”,”tli”, “rmsea”))
# Visualize normalized values for all items and corresponding factors
semPaths(model.fit, what = “std”, layout = ‘circle2ʹ, intercepts = FALSE, residuals = FALSE, nCharN-
odes = 10)

The fit of our four-factor model resulted in RMSEA = 0.058, CFI = 0.818 (NB: these values
are identical to those obtained by Snowden et al. [16]), TLI = 0.797, and SRMR = 0.054
(NB: these values were not reported by Snowden et al.). Although some of the results
like CFI or TLI are below the generally accepted threshold of 0.9, point at weak fit, one
should be careful when relying on the CFA threshold values. As a final step of the CFA,
we used semPaths command from the semPath package in R which can be used to visu-
alize normalized values for all items and corresponding four factors (Fig. 15.2).

216 Gregor Štiglic, Leona Cilar Budler, Roger Watson



15.4 Discussion

The aim of research in nursing is the delivery of evidence-based care [37]. To collect
and analyse the data, researchers need to have sufficient statistics, informatics and
programming knowledge, and work experience. There are several software pack-
ages available for conducting various statistical analyses, which differ in capabili-
ties for handling single group, multiple groups, non-normal variables, and missing
data [38]. Although R is free to use, it is complex to use for clinicians with no statis-
tical educational background. Thus, step-by-step tutorials and available scripts can
help new or potential users in the transition from alternative, usually more costly,
solutions.

Thus, we set out in this chapter to demonstrate, generally, the use of the R pro-
gramming language for statistical analysis and, specifically, to demonstrate how to
run a CFA using R [39]. Therefore, we were less concerned with establishing the
structure of the TEIQue-SF, which had already been established in a previous
study, than with demonstrating the utility of the R programming language. In this
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Fig. 15.2: Visualization of the obtained CFA model.
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light, the study was conducted against a background of very few “user-friendly” ar-
ticles explaining how to use R for a specific analysis and especially to nurses who
are not, traditionally, comfortable with the use of statistics [40]. Typical of the
genre of articles purporting to introduce the use of R for a specific analysis is a
study by Ritz and Striebig [41] in the Journal of Statistical Software which assumes
considerable prior knowledge of programming generally and R specifically. Books
and manuals on using R notoriously suffer from the same problems.

To conduct this study, we used a dataset that had already been analysed by
CFA using the commercial package and IBM SPSS “bolt on” IBM programme AMOS
(Analysis of Moment Structures) and published by Snowden et al. [16]. The differ-
ences between these two packages are striking. AMOS is modestly priced at under
USD 100 but requires to be run alongside SPSS for which licenses cost more than
USD 1,000. It should be noted that in some cases the price can be lower, especially
with a student or campus-wide licensing. On the other hand, R is free to use. How-
ever, the facilities in AMOS are relatively much more user-friendly requiring only a
minimum of technical skill to run [42]. The most attractive feature of AMOS is the
ability to draw the path diagrams and, thereby, to visualize the structural equation
models that are being analysed [38]. These can also be easily modified and the out-
puts – both graphical and numerical – are quite easy to understand, provided the
user has a reasonable understanding of SEM, generally, and CFA, specifically. On
the other hand, while we demonstrate that precisely the same outcomes for a CFA
are obtained using either AMOS or R, the process of using R is considerably less in-
tuitive. Unlike a commercial package such as AMOS – where the output includes all
parameters including fit indices and a visual representation of the data – R requires
multiple steps and the coordinated use of several different statistical packages. But
R does have some additional features over AMOS and that the output of SEM can be
easily visualized and in a form that is easily used in presentations and publications.
Moreover, AMOS does not implement complex sampling estimation [43].

15.4.1 Limitations

We readily admit that R is not easy to master, and it is also customary for users only
to make use of and have expertise in a limited range of the packages and methods
available in R. Towards the end of helping other users, we provide in detail and in
its entirety the R coding used in the present analysis, demonstrating how to load
packages and subsequently to run specific aspects of the analysis. For others wish-
ing to conduct CFA in R, we encourage simply by copying and pasting this coding
into R or R Studio and we also make our database available for others to replicate
this analysis. By publishing the code and data we also demonstrate that compared
with most other alternatives, R offers a high level of reproducibility.
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15.5 Conclusion

CFA is a common data-analytic method used in development of new measures and
psychometric evaluation in nursing research. Thus, it is important that researchers
have basic knowledge for conducting CFA analysis. CFA can be performed in R fol-
lowing basic steps as proposed in this chapter: reading and checking the data, con-
ducting exploratory data analysis, building CFA model, and examining model fit
statistics. R is an alternative statistical tool for conducting statistical analyses in
nursing. R also ensures reproducible code and data, provides reproducibility of the
results, and offers wide variety of visualization options.
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