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Abstract: The sound of language comprises all articulatory, acoustic, and per-
ceptual aspects of speech, including the phonological and phonetic recoding of
orthographic symbols. The sound of casual speech is widely considered a mere
vehicle of meaning; in literary genres, however, such as proverbs, poetry, or
even the novel, the sound shape of language serves an aesthetic function and
constitutes an integral component of the literary work of art, resulting in a pro-
nounced “palpability” of form (Jakobson, 1960). This chapter selectively re-
views the growing body of empirical research that is concerned with sound-re-
lated aspects of literary texts; particular attention is paid to prevalent concepts,
theories, and methods, concluding with suggestions and recommendations for
future investigation.

Introduction

A large body of research on literature, especially in literary studies, focuses
nearly exclusively on questions of explicit and implicit meaning. However, this
focus disregards the sound shape of literary texts, which, while serving as a ve-
hicle of meaning, often involves a distinct aesthetic function. The sound shape
may highlight the text’s form and create a variety of effects, ranging from mere
euphony to the enhancing or impeding of cognitive processes. In some genres,
like poetry, such sound effects occur across the board, whereas they tend to be
more subtle and less regular in prose genres. This chapter provides some back-
ground information about linguistic sound structure and phonological systems
before we selectively review empirical investigations into sound-related aspects
of literary texts, identify dominant approaches and underlying assumptions,
and describe key theoretical positions, pivotal methods, and major findings. It
concludes with suggestions for future research into the sound shape and sound
effects of literary texts, providing concrete recommendations for research de-
sign and identifying evidential gaps.
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The Sound of Language

The “sound of language” refers – in its narrowest sense – to acoustic signals
shaped to encode information according to linguistic semiotic systems shared
by sender and receiver. Linguistic theory distinguishes the actual acoustic
speech signal from the sound conceptions stored in the minds of speakers,
hearers, and readers. This crucial conceptual distinction gives rise to two sub-
disciplines concerned with speech sounds: Phonetics investigates the produc-
tion, structure, transmission, and perception of speech signals; phonology stud-
ies the systems of abstract knowledge acquired by competent speakers and
hearers, including inventories of basic categories and combinatorial rules and
principles (Hayes, 2009, p. 19). During perception, continuous acoustic informa-
tion is mapped onto discrete phonological categories, so that many stylistic ef-
fects of sound structures in literature depend on the phonological system of the
language at hand. However, since sound sequences carry lexical meaning, sty-
listic effects of sound structures may also be indirect and mediated by the acti-
vation of lexical-conceptual knowledge, both denotational and connotational,
in the mind of the reader/listener.

Sound Structure and Phonological Systems

A simple way to think of the structure of speech is as a series of distinct sounds.
Although this conception is clearly inaccurate from the viewpoint of phonetics,
it is a fair approximation of what we do when we speak or comprehend, which
is to assemble complex sound structures from smaller, more basic, and abstract
building blocks, or to segment continuous speech streams into such discrete
smaller units and components (see Figure 1).

Phonemes are the elementary speech sounds that any given language uses
to distinguish lexical meaning, as in hit – pit. All languages have both vowels
and consonants, but the inventories of these phoneme classes may differ dra-
matically across languages, ranging from 6 to 122 consonants and from 2 to 14
basic vowels (Maddieson, 2013a, 2013c). Although usually considered basic
units of speech, phonemes can be described as bundles of distinctive features
that reflect articulatory gestures and states, and that are more or less transpar-
ently related to modulations of the speech signal. Shared distinctive features
define classes of speech sounds; and phonological rules apply to such classes,
or feature bundles, rather than to distinct phonemes. The descriptive level of
distinctive features and their phonetic correlates is relevant and necessary for
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the adequate formal description of literary phenomena such as assonance and
imperfect rhyme. Some radically economic theories of spoken word recognition
(e. g., Lahiri & Reetz, 2002) maintain that distinctive features are sufficient to
distinguish and activate lexical meaning and that the phoneme level can be dis-
pensed with altogether.

Syllables are complex structures that arise from the combination of pho-
nemes; they are consciously perceived as speech units and as building blocks
of words. The internal structure of syllables is usually seen as tripartite, consist-
ing of an optional consonantal onset, a usually vocalic nucleus, and (optional)
postvocalic consonants in the coda constituent; the complex formed by the nu-
cleus and coda is referred to as rime or rhyme. Although languages differ in
terms of the phoneme combinations they permit in these syllabic constituents
(Maddieson, 2013b), many cross-linguistic (and language-specific) generaliza-
tions about the internal structure of syllables can be captured by the so-called
sonority principle – the tendency to combine speech sounds in such a way that,
roughly, overall acoustic energy and perceptual prominence is greatest at the
syllable nucleus (its most sonorous constituent) and decreases towards the
edges. On this view, a syllable corresponds to a stretch of a speech stream span-
ning from one local sonority minimum to the next. In many languages, syllable
sequences exhibit prominence contrasts, e. g., levels of syllable stress as in Eng-
lish, or tone as in Mandarin Chinese. Syllable prominence and phoneme inven-
tories constitute the basis of tradition-specific sound patterning rules.

Syllables constitute the elementary units of prosody, which refers to struc-
tural phenomena above and beyond single speech sounds or phonemes, such
as stress, accent, and rhythm, tone and intonation, etc. (see Cutler et al., 1997;
Nespor & Vogel, 1986). The sound structure above the syllable is captured in
the prosodic hierarchy (Nespor & Vogel, 1986), wherein larger units dominate
and constrain smaller units. Not all languages exhibit all levels of prosodic
structure, i. e., descriptively, some prosodic systems are flatter than others. Syl-
lables constitute the lowest level of this hierarchy, receiving syllable weight (ei-
ther weak=w or strong=s). Depending on the language, strong syllables have,
e. g., either a long vowel nucleus or a coda and can bear stress. The patterning
of strong and weak syllables defines a prosodic foot, with possible binary se-
quences of strong-weak (trochee) and weak-strong (iamb). Feet are dominated
by the level of prosodic words, whose edges may be marked by boundary ele-
ments such as lengthening or pauses; prosodic words provide an important in-
terface between prosody and syntax. Individual prosodic words are subsumed
in phonological phrases, which also align with syntactic structure. Phonological
phrases then define intonational phrases, themselves dominated by the utter-
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ance level. Figure 1 depicts the phonological hierarchy from the subsegmental
feature level up to the utterance level.

Figure 1: The hierarchical sound structure of language, combining the prosodic hierarchy (Nes-
por & Vogel, 1986) with assumptions from feature theory (Lahiri & Reetz, 2002).

The Sound of Written Text

Writing systems differ with respect to the “unit of linguistic structure that is rep-
resented most directly” (Comrie, 2013), i. e., the phoneme, the syllable, or the
word – and thus in the amount of sound-related information they convey. Any
information that is not conveyed explicitly has to be supplied by the reader,
which creates instructional gaps and interpretive freedom. For instance, written
Chinese texts convey pitch information via lexical units, whereas the pitch con-
tour of English texts is underspecified and supplied by the reader.

Orthographic symbols (written words) are tightly connected with their cor-
responding phonological representations in the minds of experienced readers,
regardless of whether or how well the writing system represents sound. Thus,
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reading a word automatically activates its abstract sound representation, which
is referred to as phonological recoding and comprises both phonemic and syllab-
ic representations (see, e. g., Braun et al., 2009; Conrad et al., 2009; McCutchen
& Perfetti, 1982; Ziegler et al., 2000). But what readers experience as an “inner
voice” (Huey, 1908) during silent reading is the phonetic recoding of written
text. This sub-vocalization comprises not only individual speech sounds and
syllables but, like overt articulation, also sentence intonation, phrasing, stress,
and rhythm, partly guided by punctuation (Chafe, 1988; Steinhauer & Friederi-
ci, 2001; Stolterfoht et al., 2007). In line with Fodor’s (1998, 2002) implicit pro-
sody hypothesis, these rhythmic and melodic aspects may affect how readers
perceive a text, co-determining gaze positions (Ashby & Clifton, 2005), as well
as phonological and syntactic parsing (Bader, 1998; Kadota, 1987; Kentner &
Vasishth, 2016; see the reviews in Breen, 2014, 2015). Crucially, the stream of
inner speech is the actual realization of the sound shape of the written literary
work of art; and it is usually these realizations that we study when we investi-
gate sound effects of written literary texts.

Although phonological and prosodic recoding generally occur during silent
reading, they may be of particular importance when reading poetry (cf. Schrott
& Jacobs, 2011), as this literary genre usually displays the greatest degree of
phonological constraint. Highlighting the importance of genre-specific process-
ing strategies, De Beaugrande (1978, p. 24) argued that poetry readers “have as
part of the text-type frame the instructions to attend to sound recurrences in the
assumption that these are not random.” Hence, poetry-appropriate reading
strategies may lead to an increase in the quantity and quality of phonological
and prosodic recoding during poetry reading (cf. Kraxenberger, 2017). However,
rather than being the result of genre-appropriate a priori adjustments, as argued
by De Beaugrande, both increased attention to sound and deeper phonological
recoding can be triggered by the sound recurrences themselves or by other
sound features of poetry (Blohm et al., 2017; Blohm et al., in press). In their re-
cent eye tracking study of Shakespeare’s sonnets, for instance, Xue et al. (2019)
have argued that more intensive phonological recoding during poetry reading
may be related to sonority, which not only plays a role in silent reading (Maïon-
chi-Pino et al., 2008; Berent, 2013) but also influences the subjective beauty of
words (Jacobs, 2017).
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Sound Shape and Sound Effects of Literary Texts

Research into the sound shape and sound effects of literary texts falls into two
major categories. First, there is continuing interest in how sound conveys non-
denotational meaning, particularly in the phenomenon of sound iconicity. The
second major research tradition examines non-semantic aspects of literary texts
and literary comprehension – and focuses on how systematic and sporadic re-
currences of sounds and sound sequences affect the sound shape and the recep-
tion of literary texts.

Sound Iconicity

The term sound iconicity – also referred to as phonological iconicity, sound sym-
bolism (Hinton et al., 1994), phonetic symbolism (Sapir, 1929), or hypo-iconicity
(Nöth, 2000) – is commonly understood as “an inmost, natural similarity asso-
ciation between sound and meaning” (Jakobson & Waugh, 1979/2002, p. 182).
Whether there is indeed an inherent, natural association between a concept
and its name, or whether this relation is purely conventional, is an ancient
question (see Plato’s Cratylus). De Saussure is arguably the most prominent pro-
ponent of the conventionalist position; his claim (1916/1983) that the relation be-
tween the signifier and the signified is arbitrary has – not least because of the
striking variation in the phonological and lexical systems of the world’s lan-
guages – been the dominant view in the language sciences in the past century.

With respect to an inherent semantics of isolated speech sounds, strict con-
ventionalism further maintains that “the sounds of a language are intrinsically
meaningless” and that “their only purpose is to form the building blocks of
which words are made” (Hayes, 2009, p. 19). The naturalist position has been
convincingly argued by Sapir (1929), who – acknowledging a high degree of ap-
parent arbitrariness in sound-meaning mappings – demonstrated that some as-
sociations of concepts and sounds are more natural than others and that people
intuitively agree on such associations. More recently, non-arbitrary sound-
meaning relations have received increased attention in the language sciences
(e. g., Aryani et al., 2019; Dingemanse et al., 2015; Perniss et al., 2010;
Schmidtke et al., 2014), and the emerging picture is that the development of lex-
ical and grammatical forms is driven by several competing motivations, particu-
larly practicality and ease of articulation, but also iconicity and intuitive com-
prehensibility.
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Sound-iconic relations usually link portions of conceptual space to pho-
netic and phonological features, as well as to the phonemes and phoneme
classes they define. For instance, studies in several languages have examined
the potential link between vowel quality and the perception of brightness/dark-
ness. Fechner’s (1876, p. 318, our translation) claim that “a, e, i appear as
brighter and o, u as darker” has received cross-linguistic support (Moos et al.,
2014; Tsur, 1992, 1997; Wrembel, 2009; but see Kraxenberger & Menninghaus,
2016b). Furthermore, there is evidence indicating that some acoustic and pho-
nological features iconically express the size of denoted objects (Huang et al.,
1969; Sapir, 1929; Thompson & Estes, 2011) and their (e. g., angular vs. round)
shape (Köhler, 1929; Ramachandran & Hubbard, 2001; Westbury, 2005). Of
course, these sound-symbolic biases of language may be more fully developed
and more extensively exploited in carefully constructed literary texts.

Poetry, being firmly rooted in oral traditions, is the literary genre in which
such sound-iconic relations have been studied most extensively (Fónagy, 1961;
Jakobson & Waugh, 1979/2002; Jespersen, 1933; Tsur, 1992), following the no-
tion that its sound “must seem an echo to the sense” (Pope, 1711/2010). In mod-
ern literary theory, the school of (Russian) structuralism was the first to high-
light the phonological and phonetic aspects of literary texts, especially of po-
etry, which was claimed to be “a province where the internal nexus between
sound and meaning changes from latent into patent and manifests itself most
palpably and intensely” (Jakobson, 1960, p. 373). Interestingly, phono-semantic
iconicity in verse appears not to be restricted to individual sound-iconic words;
rather, the meaning of one word may also be sound-iconically reflected in the
phonetic properties of adjacent words in the same line (Auracher et al., 2019).

The relation between the sound of a poem and its emotional meaning has
been frequently highlighted in theoretical reflections as well as empirical stud-
ies (e. g., Jakobson & Waugh, 1979/2002; Tsur, 1992). Indeed, most empirical
studies on (phonological) iconicity in poetry have focused on readers’ percep-
tions and assessments of a poem’s key emotional tonality (e. g., Aryani, et al.,
2016; Auracher et al., 2010; Kraxenberger & Menninghaus, 2016a, 2017; Kraxen-
berger, 2017; Whissell, 2002, 2011). Hevner (1937), for instance, examined the
connotations of vowels (high front vowels vs. round back vowels) and basic
rhythmic patterns in poetry (iambs and anapests), asking listeners to describe
carefully constructed nonsense verse by choosing appropriate adjectives from a
64-item list. She observed that “meter is very effective in determining the happi-
ness or sadness of the poetry, while vowel sounds are quite ineffectual in this
capacity” (p. 431); iambs were perceived as being solemn, serious, earnest, sad,
heavy, dignified, etc., whereas anapests were described as merry, humorous,
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playful, joyous, light, gay, etc. (for a further investigation of prosodic aspects of
language in relation to emotion perception, see Kraxenberger et al., 2018).

The idea that phonemic contrasts systematically support and signal the-
matic contrasts (e. g., Tsur, 1997) has been pursued by Miall (2001), who com-
pared phoneme distributions in selected texts, e. g., in passages of Milton’s
Paradise Lost featuring depictions of Hell or Eden. Contrary to the proposed
mapping of vowel qualities onto the brightness/darkness dimension, he ob-
served that passages about Hell contained considerably more front vowels than
passages about Eden, which contained more medial back vowels than the Hell
passages (Eden=dark, Hell=bright). Phonemic contrast has, further, been
shown to effectively signal narrative shifts in a short story by Katherine Mans-
field (Miall & Kuiken, 2002).

The hypothesis that nasal sounds (e. g., /m/, /n/) are naturally associated
with negative affective states, whereas plosive sounds (e. g., /p/, /d/) are natu-
rally associated with positive ones, constitutes an example of a manner-of-artic-
ulation-emotion association. This link seems to coincide with the descriptive
observation that there are strikingly persistent associations between negation
and nasal sounds in both Indo-European (/n/) and Sino-Tibetan (/m/) lan-
guages. It remains unclear, however, whether these are indeed natural, “pre-
linguistic” sound-meaning associations, or rather acquired, language- and cul-
ture-specific links between certain sound properties and negative affective
states. In any case, this association has been examined in more detail in literary
texts: Plosives are more frequent in Old Egyptian hymns than in Old Egyptian
lamentations and in Goethe’s hymns than in his ballads; by contrast, nasals are
more frequent in the ancient lamentations and in the Goethean ballads (Albers,
2008). Corroborating evidence stems from a study reporting that German, Rus-
sian, and Ukrainian (all Indo-European), as well as Chinese (Sino-Tibetan), na-
tive speakers perceive poems with a relatively high frequency of nasals as sad
and poems with a high frequency of plosives as happy/joyful (Auracher et al.,
2010). However, a more recent study could not replicate this finding for German
poems (Kraxenberger & Menninghaus, 2016a). The authors suggest that the as-
sumed poetry-specific sound-emotion nexus – if it exists – may in fact be driven
by the acoustic features of emotional prosody during poetry reading rather than
by the frequency of specific phoneme classes, based on the observation that
emotional prosody is an important factor in both the recitation and the percep-
tion of German poems by both native speakers and non-native listeners who
have no access to the semantic content of the poems. Semantic and thematic
text aspects of poetry – if available to recipients – are nevertheless far better
predictors of perceived emotions than emotional prosody (Kraxenberger et al.,
2018).
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A number of studies have investigated sound-iconic relations in prose texts
(for an overview of diverse aspects of iconicity in spoken language, see Hinton
et al., 1994). For example, Perlman et al. (2015) used a story reading task to in-
vestigate iconic prosody in terms of articulation rate and pitch. Results show
different temporal patterns of iconic prosody between concrete and abstract di-
mensions of speed (e. g., a sluggish walk, a fast track to success) and size (e. g.,
a small grasshopper, a really big deal) as described in short stories. These find-
ings corroborate previous findings showing that speakers spontaneously iconi-
cally modulate prosody to fit the meaning they are expressing, for instance
when describing short video clips showing fast or slow-paced events (Perlman
& Benitez, 2010; for evidence on markers of emotional prosody when reading
sad or joyful poetry, see Kraxenberger et al., 2018).

Despite the existing research, a comprehensive picture of sound iconicity
remains elusive, and results on the topic often contradict one another. A possi-
ble reason for this, apart from the broadness of this issue and the methodologi-
cal diversity, might lie in the often insufficient scope of the underlying opera-
tional definitions of the sound component (cf. Aryani et al., 2016; Kraxenberger,
2017).

Sound Recurrences and Phonological Parallelism

We distinguish the more general term sound recurrence, which denotes all kinds
of phonemic and suprasegmental sound repetitions, from phonological parallel-
ism, which occurs if identical phonological units (e. g., phonemes) appear in
identical positions of higher order units of phonological structure (e. g., a sylla-
ble) or poetic structure (e. g., a line of verse). Higher order units usually contain
contrasting elements in their other positions (Fabb, 1997; Frog & Tarkka, 2017;
Jakobson, 1960, 1966). For instance, alliteration refers to the (re-)occurrence of
identical consonants in onset positions of neighboring words or syllables; end
rhyme refers to the (re-)occurrence of identical phoneme sequences in final met-
rical positions of (half-)lines of verse or other types of regulated speech. By con-
trast, the isolated (re-)occurrence of consonantal sounds in onset and coda posi-
tions of neighboring syllables counts as non-systematic sound recurrence. We
further distinguish four broad aspects of literary comprehension that are af-
fected by sound recurrences and phonological parallelism: the sound shape of
the literary work of art, text processing, text evaluation, and text memory.
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The sound shape of a literary text corresponds to the phonetic and phono-
logical properties of an actual realization of the text’s surface form, whether
acoustically and explicitly during performance or oral reading, or internally
during silent reading. Sound shapes of written literary texts are often empiri-
cally investigated by analyzing the acoustic properties of spoken renditions of
literature, including the study of (a) material recorded independently of the
study, such as recorded performances and audiobooks, and (b) material created
and recorded expressly for the purpose of a study, often in different variations
or including comparisons between lay and professional speakers. One approach
frequently applied to written texts involves calculating text statistics by (a)
counting certain phonemic and prosodic phenomena in a text based on the pho-
nological information provided by a lexicon, grapheme-to-phoneme conversion
tools, or other means of approximating actual speech and (b) calculating rela-
tions (ratios, intervals) between frequently occurring phenomena in order to de-
rive patterns. While most such work has been done computationally in recent
years, earlier research employed manual annotations, and some scholars of
Classical languages and literatures continue to do so today.

Text processing comprises all cognitive mechanisms involved in converting
acoustic or visual input into the linguistic or conceptual representations that
enter the consciousness of the recipient. The effects of sound on processing are
usually examined by measuring recipients’ behavior or physiological responses
during reading/listening; these so-called online methods – usually adopted
from psychology and psycholinguistics – tap into the comprehension process
as it happens. In the self-paced reading/listening paradigm (Just et al., 1982),
for instance, experimenters split texts into smaller regions of interest and re-
cord processing times per region while participants navigate through the text
at their own pace. Observed processing times are indicative of cognitive effort
associated with the respective text section. Eye tracking refers to the monitoring
of recipients’ gaze position and/or pupil dilation while they process a visual or
auditory stimulus. Allowing for more natural reading and providing a better
signal-to-noise ratio than self-paced reading, eye tracking not only yields total
processing times but also allows for the computation of further dependent vari-
ables indicative of cognitive processing, e. g., the duration of the first fixation
on a particular word, or the length, frequency, start, and landing sites of re-
gressive eye movements (see Rayner, 1998). Electroencephalography (EEG) re-
fers to the noninvasive recording of stimulus-related electrical brain activity
via electrodes placed on the surface of the scalp; this technique has a high
temporal resolution (~1 msec), which allows one to study the time-course of
cognitive processes. EEG yields multidimensional (temporal, spatial, voltage,
oscillatory activity) data that can be interpreted qualitatively, i. e., certain com-
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ponents in the EEG signal can – on the basis of previous research – be associ-
ated with specific cognitive processes, such as the phonological recoding of or-
thographic symbols. Differences in such signal components are interpreted as
evidence for the presence and/or depth of the respective cognitive processes
(Luck, 2014).

Evaluation taps into recipients’ experience and comprises their conscious
judgment about (aspects of) the text; note that recipients are usually aware of
the judgment itself but often unconscious of the processes and factors that
bring it about. The effects of sound on recipients’ text evaluation are usually
assessed by means of self-report and intuitive judgments. These techniques dif-
fer primarily in terms of (a) the conceptual dimensions they aim to assess, (b)
the kinds of stimuli they use, and (c) the format of recipients’ response. For in-
stance, the semantic differential technique (Osgood & Snider, 1969) taps into the
connotative meaning of objects, words, concepts, and – in the empirical study
of literature – text passages or entire texts. This technique requires recipients to
rate literary stimuli on a number of bipolar conceptual dimensions (e. g., dark-
bright, simple-complex); the overlap and divergence of these ratings reveal the
connotative dimension and directionality associated with the contrast of inter-
est, e. g., between groups of texts or readers.

Memory refers to the mental representation that recipients maintain of a
text after they have processed it. In text comprehension, surface information is
usually rapidly forgotten, whereas semantic and particularly conceptual infor-
mation is retained over longer periods (Kintsch et al., 1990). The effects of
sound on memory are usually examined by testing recipients’ text representa-
tion after reading/listening. In recall tasks, recipients are prompted to repro-
duce (parts of) the text, whereas recognition tasks require participants to identi-
fy parts of the text and discriminate them from a set of alternatives; in both
tasks, the accuracy of recipients’ responses serves as the dependent variable of
primary interest.

The combination of (a) multiple phonemic and prosodic parallelisms (me-
ter, (b) rhyme, and (c) several local sound patterns renders lyrical poems more
beautiful, moving, and melodious, and may increase – depending on the theme
of the poem – either the sadness or joy that is conveyed (Menninghaus et al.,
2017). In addition to these aesthetic and stylistic effects, multiple sound recur-
rences and parallelisms facilitate memorizing and recalling poetry and other
genres of phonologically regulated speech (Rubin, 1995). Studying children’s
memory for poetry, Ballard (1913) observed a phenomenon called hypermnesia,
i. e., that (verbatim) recall improves for a few days without re-reading the text,
as evidenced by better performance upon repeated testing. However, it appears
that hypermnesia also occurs for the semantic content of narrative prose if the
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intervals between tests are short enough (Wheeler & Roediger, 1992). More re-
cently, Tillmann and Dowling (2007) have reported further evidence in support
of the idea that the combination of multiple sound recurrences – analogous to
harmonic recurrences in musical structures – facilitate the memorization and
verbatim recall of poetry. They compared memory for (auditorily presented) po-
etry and prose in immediate and delayed (<1 minute) recognition and observed
that memory for linguistic surface form decreased rapidly for prose but not for
poetry. Rubin et al. (1997) collected corpora of children’s counting-out rhymes
in Romanian and English, comparing principles of composition and changes in
wording that occur during oral transmission. They noted that counting-out
rhymes are structurally very similar in both languages, their form being subject
to multiple phonological and lexical constraints (alliteration, rhyme, word repe-
tition, etc.). Verbatim recall was very high even for children who performed less
well on standardized memory tasks such as list learning. The observed changes
in the wording of counting-out rhymes revealed that lexical changes (e. g.,
rhyme word substitutions) usually preserved the constraints on phonological
structure, suggesting that it is the schematic representation of the sound-based
poetic structure that improves recall and that constrains variation in reproduc-
tion.

Phonemic Parallelism

Phonemic parallelism refers to the systematic patterning of phonemes and syl-
labic constituents and comprises alliteration, assonance, consonance, and
rhyme. It is governed by meter and verse constituency in many poetic systems
(see Fabb, 1999; Žirmunskij, 1966), but during literary comprehension it is word
constituency that matters most, i. e., the fact that a sound repetition involves,
for example, the onsets of meaningful units.

The Musical Qualities of Phonemic Recurrence. The poetry-specific formula-
tion of Birkhoff’s (1933) aesthetic measure was an early attempt to quantify the
musical qualities of regular and sporadic recurrence at the level of phonemes
and syllabic constituents. Here, the aesthetic measure M reflects the ratio of or-
der O and complexity C of an aesthetic stimulus (M = O/C). Applied to the musi-
cal qualities of verse, the complexity C corresponds to the number of phonemes
and word boundaries incapable of liaison, whereas the order O corresponds to
the number of “musical vowels” and harmonic recurrences of phonemes and
syllabic constituents; recurrences are considered harmonic if they are not too
excessive and repetitive. There is some empirical support for the validity of
Birkhoff’s proposal and for the predictive value of his own calculations. Davis
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(1936) had readers rank lines of verse according to their poetic quality, paying
“attention only to the sound and structure of verse”; the obtained ranking
showed a moderate correlation with Birkhoff’s values. Davis also observed that
other linguistic and non-linguistic measures of complexity – syllable count and
line length in cm – work nearly as well as the phoneme count proposed by
Birkhoff. Beebe-Center and Pratt (1937) reported three experiments in which
participants, instructed “to judge on musical value disregarding meaning,” as-
sessed lines of poetry they read and listened to. In one experiment, participants
were presented with constructed lines of meaningless pseudoword verse. The
observed preferences for actual verse showed considerable inter-individual var-
iation, and they did not correlate with Birkhoff’s measure – regardless of
whether preferences were assessed by means of ratings (7-point scale) or two-
alternative forced choices. By contrast, the preference pattern for meaningless
pseudoword verse showed considerable inter-individual agreement and
strongly correlated with Birkhoff’s musicality measure.

Effects of Phonemic Parallelism

During comprehension, both alliteration and rhyme can prime cohorts of pho-
nological neighbors in the mental lexicon, but it seems that phonological over-
lap in word onsets – as in alliteration – is a more potent prime than the word-
offset overlap of rhyme (Marslen-Wilson & Zwitserlood, 1989). Combined with
the descriptive generalization that systematic alliteration is local whereas sys-
tematic rhyme is distal (Fabb, 1999), this and related findings suggest that – de-
pending on the experimental task and context – alliteration locally facilitates or
disrupts word processing. How exactly this affects the processing of literary
texts is unclear at present; similarly, little is known about the aesthetic and sty-
listic effects of alliteration, at least independent of other types of parallelism.
What seems fairly well-established, however, is that alliteration is an effective
mnemonic device. For instance, Lea et al. (2008) investigated memory effects of
alliteration in a series of experiments in which participants orally and silently
read excerpts of free verse (thus avoiding confounds of systematic rhyme and
meter) or prose and performed a subsequent sentence recognition task. Allitera-
tion increased recognition accuracy in silent and oral reading (showing that
overt articulation was not a prerequisite for its mnemonic effect) and for poetry
as well as prose (indicating that the memory effect was not a result of genre-
appropriate processing strategies triggered by prior text categorization. Corrob-
orating evidence was reported by Atchley and Hare (2013), who demonstrated
that systematic alliteration enhances immediate and delayed memory for regu-
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lated verse. Their participants repeatedly read a set of verse lines aloud during
a learning phase, and recognition tests were administered immediately after-
wards and after a delay of twelve hours, which either contained a sleep period
or not. Verbatim memory was less accurate after twelve hours, but the allitera-
tive schema was largely retained, with the sleep group performing better during
delayed recognition.

Alliteration constrains the occurrence of consonants in syllable onsets, but
other consonantal patterns may be more complex and involve both onset and
coda segments as well as other phonological variables. The traditional Welsh
poetic form cynghanedd features complex consonantal and stress patterns in-
volving several words within a line of verse, e. g., “A daeth i ben | deithio byd.”
Vaughan-Evans and colleagues (2016) studied the processing and evaluation of
this poetic form, combining EEG during sentence reading with intuitive judg-
ments about how “good” the sentences sounded. They observed a distinctive
brain response associated with attentional re-orientation in the cynghanedd,
but not in control conditions that violated one or both of the constraints on
stress and consonantal re-occurrence; readers’ conscious judgments, by con-
trast, did not distinguish between sentences that conformed to the constraints
of the form and those that did not.

Rhyme occurs if two words share the same sounds from their last prominent
syllable onwards (see, e. g., Fabb, 1997); slight deviations from the strict identity
constraint are conventionally licensed in many poetic traditions, and a few
studies have examined the perception of such imperfect or slant rhymes (e. g.,
Knoop et al., 2019; Stausland Johnsen, 2011). The bulk of rhyme-related empiri-
cal research so far has examined end rhyme, i. e., the systematic use of rhyme to
mark the closure of poetic structures such as (half-)lines of verse. This regular
recurrence of identical vowel sounds makes rhyme both a rhythmic (Breen,
2018; Menninghaus et al., 2014) and a distinctly melodic element of verse, com-
parable to the return to the tonic in music (Lanz, 1926; Schramm, 1935a, 1935b).
During text processing, systematic end rhyme allows one to predict upcoming
input and facilitates word processing if the prediction is fulfilled (Menninghaus
et al., 2014; Obermeier et al., 2016). Even during reading, the non-fulfillment of
a prediction modulates brain responses as early as 150 ms after the onset of a
non-rhyming word. Although the available ERP evidence on rhyme processing
in poetry is not consistent, it appears to converge in the modulation of three
distinct phases of word processing: (a) an early phase related to phonological
processing proper (including phonological recoding during reading); (b) an in-
termediate phase related to lexical processing and the semantic integration of
word meaning; and (c) a later phase related to the (semi-)conscious evaluation
and the controlled resolution of processing conflicts that arise from earlier proc-
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essing steps (Chinese: Chen et al., 2016; Dutch: Hoorn, 1996; German: Obermeier
et al., 2016). Further physiological evidence for rhyme predictability is provided
by a study demonstrating that the pupillary responses of listeners to limericks
are sensitive to violated rhyme expectations, but not to violations of metrical
requirements or of syntactic and semantic constraints (Scheepers et al., 2013).
Carminati and colleagues (2006) used self-paced reading to examine how tran-
sitions in sub-genre (narrative vs. lyric poetry) and/or changes in rhyme scheme
affect poetry reading; whereas readers slowed down after transitions between
sub-genres, their reading times were unaffected by rhyme scheme changes. The
aesthetic and stylistic effects of rhyme seem to be strongly genre- and context-
dependent: Rhymed aphorisms appear more convincing and accurate (McGlone
& Tofighbakhsh, 2000); rhymed proverbs more beautiful, succinct, and persua-
sive (Menninghaus et al., 2015); and rhymed lyrical poems more emotionally in-
tense (Obermeier et al., 2013). Unconventional and imperfect rhymes may have
a comical effect and render humorous verse funnier (Menninghaus et al., 2014).

The mnemonic effects of rhyme are well-known. In a series of experiments,
Bower and Bolton (1969) used list learning and recall to study why rhymes are
easy to memorize. They observed that rhyme words are recalled more accurately
than non-rhymes, but that other phonemic parallelisms (assonance) have com-
parable effects if used systematically. Moreover, they found that rhyme – if
overgeneralized – may also interfere with task performance. Taken together,
their results suggest that the mnemonic effect of end rhyme depends on the re-
striction of the set of response alternatives, “practically converting recall into a
recognition test” (Bower & Bolton, 1969, p. 453). A similar conclusion was
reached by Rubin and Wallace (1989), who demonstrated that combined con-
straints (semantics and rhyme) provided far better cues to memory retrieval
than would be expected from the combination of their individual cue strengths.
Rubin et al. (1993) examined the emerging expertise for English ballads in liter-
ary novices who (repeatedly) heard and recalled several ballads over a period of
five weeks. Repeated exposure to the same ballad increased verbatim recall, as
did repeated exposure to the ballad structure. More importantly, as participants
became familiar with the form and the typical ABCB rhyme scheme, they better
recalled rhyme words than non-rhymes even after first exposure to a text, sug-
gesting that they developed a schematic representation of the formal (and the-
matic) poetic structure of ballads and ballad stanzas, on which they relied dur-
ing listening and recall as well as during an additional ballad composition task.
Recall rates were conflated across the two rhyme words of the ABCB ballad stan-
za, leaving open the question as to whether both rhyme words were recalled
more accurately. Blohm and colleagues (2021) combined self-paced reading
with a probe recognition task to study how end rhyme in quatrains affects word
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processing and memory. They observed that recognition is more accurate for
the second but not for the first word of a rhyme pair and that only recognition
of the first word suffers interference from rhyming alternatives. In keeping with
the idea of multiple constraints that incrementally accrue to restrict the set of
possible continuations (Rubin, 1995), this suggests that the memory effect of
rhyme is unidirectional.

Prosodic Parallelism and Musical Qualities

Prosodic parallelism refers to the systematic patterning of syllables and higher
order prosodic units and comprises both rhythmic and melodic patterns. Rhyth-
mic patterns are usually based on the relative prominence of prosodic units,
e. g., duration and quantity or stress and accent. Note that poetic systems fre-
quently neutralize prominence distinctions in the underlying phonological sys-
tems, for instance by reducing four-level systems of accent or tone to binary op-
positions (Fabb, 1997).

The Rhythm of Prose. In the empirical study of literature, the concept of
prose rhythm does not pertain simply to rhythmic structures preferred in partic-
ular languages, but rather aims to explore and measure author-, genre-, or
time-specific rhythmical properties of literary language that are assumed to
have been deliberately realized by an artful selection and combination of lexical
elements. Strictly speaking, the vast majority of these rhythmic patterns are
sporadic recurrences rather than systematic parallelisms (if one takes the entire
text into account), but they may – in certain passages of rhythmic prose – ap-
proximate the strict rhythmicity of metered verse.

Depending on the language studied, the analysis of prose rhythm usually
focuses on syllable prominence or syllable duration, that is, on patterns of and
intervals between stressed and unstressed or long and short syllables, often de-
pending on their position in larger entities. With regard to methodology, this
means that most of the studies in question syllabify sentences or phrases to
identify their quantitative or accentual patterns and to determine average
lengths and length distributions of rhythmical units and intervals between
these units. In addition, some studies include larger-scale linguistic phenom-
ena, such as regular or partly regular patterns of word, phrase, sentence, para-
graph, or even chapter length.

Empirical studies on prose rhythm usually resort to manual or computation-
al corpus annotations based on the lexicon; studies focusing on or including
the description of acoustic properties as realized by readers/speakers remain
rare (but see, e. g., Esser, 1988). In terms of knowledge production, most of this
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research aims (a) to study the occurrence of rhythmical units in particular text
positions, (b) to quantitatively distinguish where verse ends and prose begins,
or (c) to identify lengths and patterns of rhythmical units, partly in combination
with other textual variables.

Inspired by Cicero’s (55BC/2001) programmatic claims that rhythmic units
tend to occur in specific text positions, several studies have investigated rhyth-
mical patterns in the so-called clausulae, sentence- and passage-final cadences
in antique prose. In these studies, rhythmical patterns conforming to known
antique metrical grids are the primary field of interest. The underlying method
consists in quantifying the occurrence of metrical feet and strings of metrical
feet in terminal cadence positions and assigning different levels of significance
to the pauses following them (e. g., Aumont, 1996; Bornecque, 1907; de Groot,
1921; Primmer, 1968; Zielinski, 1904, 1914). In particular, Aili (1979) was able to
show distinctive differences between authors using this method. While all of
these studies share similar aims and methodology, in the context of Classical
Studies the differences between them remain subject to much disagreement. In
particular, they differ on the principles underlying the assignment of clausula
length; primary, secondary, and sentence accents; and caesura prominence, as
well as the relative significance of stress and syllable quantity in Latin, about
which definitive historical evidence is lacking.

Remarkably, most research on antique prose rhythm has been conducted
without the help of computers despite involving, in part, very large corpora
(one of the largest being Zielinski’s, who analyzed nearly 125,000 clausulae).
However, one of the exceptions, a computational study by Knapp (2015) using
the software Numerator, was able to largely replicate Primmer’s (1968) and Aili’s
(1979) results regarding the occurrence, distribution, and combination of specif-
ic metrical feet.

Taking a similar approach, while analyzing a vast corpus by hand and ex-
tending the method to a modern language, Saintsbury (1912) attempted to iden-
tify metrical feet and their positions in English prose. He explored phenomena
as diverse as Old and Middle English literatures, ornate and plain styles, nine-
teenth-century novelists, and lyrical prose. His calculations revealed a bias for
quadrisyllabic feet (paeons, diiambs, ditrochees, etc.) in much English prose,
especially in passage-final positions, as well as a trend for rhythmic groups that
are marked by slight variations in length due to additional or omitted monosyl-
lables, for polymetrical groups, and for various foot combinations. Overall,
however, Saintsbury arrived at the conclusion that literary prose, while explor-
ing rhythmic regularity, always stops “short…of admitting the recurrent combi-
nations proper to metre” (p. 344). In a diachronic computational study compar-
ing prose and verse, Borgeson and colleagues (2018) corroborate this result,
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showing that English prose was less metrical in periods when verse was partic-
ularly popular and more metrical when verse was less popular. In addition,
they develop individual measures for the identification of accidental metrical
feet, for positions where a text only partly matches a metrical grid, and for in-
stances where different acoustic realizations of the same text parts are equally
likely.

Studies focusing on metrical similarities and differences between prose and
poetry have a considerable tradition in Russia (see, e. g., Yarkho, 1925; Shengeli,
1921). Yarkho (1925), whose work greatly promoted text statistics, claimed that
verse and prose are not distinguished by categorical differences, but represent
gradations on a scale, with verse defined as language use in which the same
type of interval between rhythmical units occurs in no more than 50% of the
cases. In addition, Yarkho (1969) assumed that the distribution of rhythmical
units in non-literary language should conform to a Gaussian distribution and
that literary language, by virtue of being art and thus a deviation from the
norm, should be recognizable by not fitting into this distribution. However, this
claim could not be substantiated empirically (Grzybek, 2013). A recent computa-
tional study by Anttila and Heuser (2015) used the software Prosodic (Heuser,
2011) to examine differences between prose and verse in both English and Fin-
nish. These differences include the choice and linearization of words that strate-
gically weaken or support particular metrical positions, as well as a genre-spe-
cific propensity for stress clashes (in verse) vs. lapses (in prose).

A different approach relies on exploratively assigning stress to individual
syllables to determine the average length of, intervals between, and patterns re-
sulting from, rhythmical units in literary prose (Kagarov, 1928; Lipsky, 1907).
This method was made popular by Marbe (1904), who, assuming a binary sys-
tem of stressed and unstressed syllables, calculated average intervals between
stressed syllables and mean variation in a corpus of text extracts by Goethe and
Heine. Alhough interindividual differences between coders turned out to be rel-
atively high, an analysis by Kagarov (1928) for a Russian corpus arrived at sim-
ilar results. More recent studies that have partly used manual annotation and
partly relied on computational methods, have been able to refine those early
distributional principles by annotating whole texts instead of merely extracts,
and have proposed different models for different languages (e. g., Best, 2002;
Kaßel, 2002; Knaus, 2008). Also drawing on Marbe’s results (1904), a number of
studies have explored interactions between the distribution of rhythmical units
and word length, genre, and affective content (e. g., Unser, 1906; Kullmann,
1909; Gropp, 1915).

Building on Karagov’s (1928) results and drawing on probability theory,
Tomashevsky (1929) systematically analyzed the frequencies with which certain
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intervals between rhythmical units occurred and used them to formulate predic-
tions for general, theoretically expectable interval frequencies. Shengeli (1921)
manually analyzed the accent structures in ten Russian prose passages of 5,000
words each from the nineteenth and twentieth centuries, extracting word length
frequencies and distributions of accent positions in relation to word length.

Aiming to differentiate between the stress or quantity distributions of the
lexicon and the acoustic prose rhythm actually realized by readers, whether
they read silently or aloud, Esser (1988) evaluated reading performances and
found significant differences between readers based on their levels of experi-
ence and proficiency. In addition, rhythm performance has been shown to be
marked by the complexity of interactions between syllable rhythm and accent
rhythm, the knowledge and foresight a reader needs to recognize and represent
thematic focus, as well as the level of text interpretation through performance
(Esser, 2011).

Meter and Verse Rhythm. Like phonemic parallelism, the prosodic regular-
ity imposed by meter affects the sound shape of literary texts, text processing,
text evaluation, and text memory. Research into the sound shape of metered
and non-metered texts has a long-standing tradition in the empirical study of
verbal art (Metcalf [1938] reviews a number of early studies of literary form).
Readers tend to emphasize the rhythm of verse by various acoustic means,
many of which are captured in the “formula for poetic intonation” proposed by
Byers (1979); see also Barney (1999). Poetic intonation involves reduced speech
rates, which reflect the systematic lengthening of speech units in the service of
metrical requirements (e. g., Swedish: Fant et al., 1991; German: Wagner, 2012)
as well as the number and duration of silent speech pauses (e. g., Kowal et al.,
1975). Recent investigations of the acoustic correlates of the metrical hierarchy
and the rhyme scheme in Dr. Seuss’s The Cat in the Hat (Breen, 2018; Fitzroy &
Breen, 2019) have shown that readers modulate syllable durations, intensity,
and intersyllable intervals to realize different levels of the metrical hierarchy.

Research into processing effects of meter has relied on various techniques
to measure processing effort. Menninghaus and colleagues (2014) used self-
paced reading to examine how meter affects global reading fluency; their partic-
ipants read original and modified couplets of humorous German verse that fully
crossed meter and rhyme. Readers slowed down if the implicit rhythm did not
conform to the regularity of the metrical scheme, and they rated these couplets
lower in rhythmicity, providing strong evidence that meter increases global
reading fluency and the perception of rhythmical qualities. Breen and Clifton
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(2011) used eye tracking to examine prosodic expectations while their partici-
pants silently read limericks containing rhyme words that were either consis-
tent with metrical requirements or not. They observed that readers systemati-
cally slowed down at metrically inconsistent rhyme words, providing strong evi-
dence for concrete metrical expectations during silent reading (for a review of
the role of implicit prosody in sentence processing, see Breen, 2015). Recording
EEG while recipients listened to original and modified quatrains of German lyr-
ical poetry, Obermeier et al. (2016) found that only the combination of continu-
ous meter and systematic rhyme decreased amplitudes of ERP components re-
lated to predictive lexical-semantic processing, whereas meter and rhyme indi-
vidually had no such effect, indicating that meter was a prerequisite for the
facilitative effect of rhyme on word processing. van Peer (1990) used a recogni-
tion task and semantic differentials to examine the effects of meter on memory
and aesthetic evaluation, presenting readers with original and modified stanzas
of Dutch poetry. He found that meter enhanced memory for verse and increased
its perceived “smoothness.” Taken together, these results are in line with the
view that meter, typically seen as a global property of a poem, generally in-
creases reading fluency and plays a crucial role in supporting the stylistic ef-
fects of systematic end rhyme by providing the prosodic grid necessary to pre-
dict the position (i. e., the “when”) of this phonemic parallelism. While the im-
pression of smoothness appears to reflect processing fluency – most likely a
result of enhancing the reliability of predictive prosodic cues – other stylistic
effects of meter appear to be more context-dependent, such as the observation
that meter may render humorous verse funnier (Menninghaus et al., 2014).

Speech Melody. The term speech melody describes arranged sequences and
contours of audible speech tones (Hart et al., 1990; Patel et al., 2006; Sievers,
1912) and implies strong affinities between perceived qualities of music and (po-
etic) language. To date, most elaborate melody definitions originate in the fields
of music theory and music cognition; as they relate predominantly to differen-
ces between musical traditions, they are less applicable to melody in speech.
Rousseau (1768) more broadly defines melody as an arranged succession of
sounds in time that follows the laws of rhythm and modulation and thus creates
a sensation pleasant to the ear.

As perceived, incremental distributions of tone heights and tone durations
are sufficient for melodic impressions; but they are by no means the only melo-
dy-defining features. However, they are the ones shared by music and speech
and will, therefore, be highlighted here. Studies in music cognition suggest that
melodic percepts are mainly shaped by tone contours and tone intervals. By
contrast, speech is not marked by fixed tone heights and intervals of musical
melodies, but by approximate pitches (Sievers, 1912, p. 57). In addition, the dis-
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crete character of tones with regard to their pitch and duration in musical melo-
dies, is opposed to the continuous changes of tone in speech over phrases and
sentences.

If considered in relation to syllables, speech tones are also rather variable
in terms of duration. Furthermore, speech melodies do not seem to have tonal
centers (Krumhansl, 1990), although the median pitch of speakers (depending
on age and gender) may be seen as an approximation to such tonal stability.
Finally, the range of intervals in musical melodies is larger than the range of
intervals in speech. This holds true even when comparing a singing voice (with
a range of two octaves) with a speaking voice (with a range of one octave; see
Fant, 1956). With regard to poetic language, Lanz (1926) highlights rhyme as the
melodically most relevant feature, conceptualizing its occurrence as the return
to the tonic in language.

Methodologically, the basis for prosodic analyses of speech, including ana-
lyses of speech melody, is the digitized speech signal, represented as ampli-
tudes over time. Speech intonation analyses require the extraction of the pitch
track, i. e., the varying fundamental frequency based on vocal fold oscillation
during vowels and sonorous consonants. This pitch track is based on the repeti-
tion rate of the vocal folds and is estimated by autocorrelation analyses (de Che-
veigné & Kawahara, 2002; Paliwal & Rao, 1981). The lines in the pitch track il-
lustrate the continuous changes in speech intonation (speech melody). In lin-
guistics, pitch tracks are the basis of prosodic analyses, involving a notational
system that allows the characterization of different tone types in relation to
phonological and syntactic phrases (e. g., Pierrehumbert, 1980).

Studies of music and speech cognition suggest that speech melody can also
be modelled more discretely by taking mean pitch values per syllable together
with (absolute) syllable durations (e. g., Patel et al., 2006). When this is done,
speech intonation can be expressed in musical notation systems. The advantage
of these representations is that the discrete notes can then undergo statistical
analyses commonly applied for studying the (more abstract) Gestalt of melodies
(see, e. g., Müllensiefen & Frieler, 2007). Musical approaches to speech melodies
have a long history (Steele, 1775) and are still relevant to describing commonal-
ities of speech and music (Chow & Brown, 2018), potentially linking to evolu-
tionary perspectives (Fenk-Oczlon, 2017).

Two early studies by Schramm (1935a, 1935b) corroborate Lanz’s (1926) hy-
pothesis that rhyme is the primary melodically relevant element in poetic lan-
guage by providing empirical evidence for recurrent syllable pitch. In addition,
Menninghaus et al. (2018) have found evidence for the recurrence of entire pitch
sequences, underscoring Rousseau’s (1768) understanding of melodies as incre-
mental arrangements of tones. In this study, discrete speech tones were sub-
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jected to autocorrelation analyses on the level of the stanza, revealing recur-
rences in the pitch track that the linguistic notational system could not capture,
given that it was restricted to local phenomena. The autocorrelation approach,
on the other hand, was able to quantify longer range dependencies and pat-
terns, especially the recurrence of similar pitches across stanzas. Importantly,
the size of the autocorrelation value at the stanza-lag was shown not only to
predict melodiousness ratings of spoken poems, but also to correlate with the
likelihood that a particular poem had been set to music. Speech melody, there-
fore, despite well-attested differences to musical melodies on local levels, seems
to be perceived on similarly Gestalt-like grounds, providing empirical evidence
for the century-old assumption that poetic language (speech) and music are in-
trinsically linked by melodic properties.

Suggestions and Recommendations for Future
Research

Based on our review, we provide some recommendations for researchers inter-
ested in studying the sound effects of literary texts and suggest areas for future
research. With regard to the experimental study of literary comprehension more
generally, we have observed that, in many studies, samples of recipients and
particularly of texts – the actual object of inquiry – were surprisingly small, re-
ducing the external validity of the results. Including sufficiently large samples
of both participants and texts permits the generalization of results to recipients
and literary texts not investigated in a given experiment. It also avoids con-
founds with inter-individual differences and features of individual texts that
often yield stronger effects than sound structure does, i. e., semantic and the-
matic ones.

Regarding internal validity, we note considerable differences in the specifi-
cation and operationalization of theoretical constructs and in the control of po-
tential confounds. We recommend paying particular attention to the control of
linguistic complexity and, again, to semantic and thematic text features when-
ever testing claims about sound effects. Further, a thorough understanding of a
given phonological system should guide researchers as they operationalize their
research questions, create appropriate and sufficient contrasts in the materials,
draw conclusions and recognize the limits of applicability, as well as formulate
further hypotheses.
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Regarding the modality (spoken/written) of stimulus material or raw data
in investigations of sound-related literary comprehension, we recommend fol-
lowing a sound-over-letter principle whenever possible. Spoken words provide
richer sound information than printed ones. Speech signals thus constitute (a)
explicit and more effective stimulus materials for investigating sound effects
during literary comprehension and (b) more informative data than approxima-
tions based on written texts (e. g., via grapheme-to-phoneme conversion).

We have further observed that most of the existing empirical research on
sound and sound effects in literary texts has been conducted in only a small set
of languages. A deeper understanding of these phenomena will be achieved by
taking more diverse languages and literatures into account and by systemati-
cally comparing sound-related literary comprehension across languages and lit-
eratures. However, evidential gaps also exist within better researched litera-
tures and well-established research areas, such as the study of phonemic paral-
lelism and its effects. Little is known, for instance, about how alliteration
affects the processing and evaluation of poems and prose passages. Likewise,
even apparently well-established insights, such as the context-dependence of
end rhyme’s stylistic effects, leave ample room for empirical refinement. Fi-
nally, a large number of empirical studies of sound shape and sound effects in
literary texts focus either on large corpora, as is the case for most research into
prose rhythm, or on the way literary texts are processed by the reader. However,
few engage the combination of both (but see Xue et al., 2019). A tighter alliance
between researchers digitally analyzing large corpora and researchers studying
readers’ responses to selected stimuli would allow for more specific and
nuanced insights into the effects and the development of literary forms.
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