5 Spheroidal-type wavelets

5.1 Introduction

Wavelet analysis was introduced in the early 1980s in the context of signal analysis
and exploration for petroleum to give a representation of signals and detect their char-
acteristics. Several methods have been applied for the task; the most known is the
Fourier transform. A major drawback of this method is its limitation to stationary and
periodic signals. Furthermore, the description of signals is limited to the global be-
havior and cannot provide any detailed information. Also, in its numerical computer
processing, Fourier analysis often yields nonfast algorithms.

Progress has been made by introducing the windowed Fourier transform (WFT)
to address the problems of time-frequency localization. The WFT acts on signals by
computing the classical Fourier transform of the signal multiplied by a time-localized
function known as the window. However, the situation was not resolved, especially
with the emergence of new problems, such as irregular signals or high-frequency vari-
ations.

The major drawback with the WFT is the fact that the shape of the window is fixed
and may not be adapted to the fluctuations of nonstationary signals. Thus, the need
for an analysis taking into account nonlinear algorithms, nonstationary signals, as
well as nonperiodical and volatile ones has become a necessity for both theory and
application. Wavelet analysis was introduced, developed, and has proved its power
despite these obstacles. In this chapter, we review a special case of wavelet analy-
sis adapted especially to spheroidal wavelets. We recall the strong relationship with
orthogonal polynomials, homogenous polynomials, spherical harmonics, as well as
special functions, and develop some details and examples.

5.2 Wavelets on the real line

Wavelet analysis is primarily based on an effective representation for standard func-
tions on the real line and a robustness to the specification models. It also permits a
reduction in time computation algorithms compared to other methods. This is essen-
tially due to the simplicity of the analysis and the ease of generalization and efficiency
according to the dimension. It permits one to analyze functions from different horizons
starting from one horizon, which is not possible with Fourier analysis, for example.
There, the number of coefficients to be computed is the standard point behind any
approximation. Finally, wavelet analysis permits one to relate time localization to fre-
quency.

Mathematically speaking, a wavelet or an analyzing wavelet on the real line is a
function i € L?(RR), which satisfies some conditions, such as the admissibility condi-
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tion, which somehow describes Fourier—Plancherel identity and which says that

? dw
|w

j @R

R+

=Cy <o00. (5.1)

The function ¥ has to also satisfy a number of vanishing moments, which is related
in wavelet theory to its regularity order. It states that

p=0,...,m-1, jl/)(t)tpdtzo. (5.2)
R

Sometimes, we say that 1 is ™ on R. The time-localization chart is a normalization
form that is resumed in the identity

+00

J W)Pdu =1. 5.3)

-0

To analyze a signal by wavelets, one passes via the so-called wavelet transforms. A
wavelet transform is a representation of the signal by means of an integral form similar
to Fourier in which the Fourier sine and/or cosine is replaced by the analyzing wavelet
1. In Fourier transform, the complex exponential source function yields the copies e’
index by the indices s € R, which somehow represent frequencies. This transform is
continuous in the sense that it is indexed by the whole line of indices s € R.

In wavelet theory, the situation is more unified. A continuous wavelet transform
(CWT) is also well known. First, a frequency, scale, or a dilation/compression param-
eter s > 0 and a second one related to time or position u € R have to be fixed. The
source function 1), known as the analyzing wavelet, is next transformed to yield some
copies (replacing the e’*")

1 X-u
Vsut = 2= (57 (54)
The CWT of a real valued function f defined on the real line at the position u and the
scale s is defined by

(o)
dsulh = | FOWsultidt, vus. (5.5)
—00
By varying the parameters s and u, we can completely cover the time-frequency plane.
This gives a full and redundant representation of the whole signal to be analyzed
(see [99]). This transform is called continuous because of the nature of the parame-
ters s and u that can operate at all levels and positions.

So, wavelets operate according to two parameters: the parameter u which permits
one to translate the graph of the source wavelet mother 1) and the parameter s which
permits one to compress or to dilate the graph of . Computing or evaluating the co-
efficients d, s means analyzing the function f with wavelets.
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Properties 122. The wavelet transform ds ,(f) possesses some properties, such as
(1) the linearity, in the sense that

ds,u(af +ﬂg) = ads,u(f) +Bds,u(g)a vf, g,
(2) the translation-invariance, in the sense that
ds u(tef) = ds,u—t(f): Vf; and Vu, s, t,
and where
(TeH(X) = fx-0),
(3) the dilation-invariance, in the sense that

1

ds,u(fa) = \/E

das,au(f), Vf; andVu,s,a,

and where for a > 0,

(fa)) = flax) .

The proof of these properties is easy and readers can refer to [8] for a review.
It holds in wavelet theory, as in Fourier analysis theory, that the original function
f can be reproduced via its CWT by an L?-identity.

Theorem 123. For all f € L*(RR), we have the L*-equality

x—u)dsdu
s s2

0= & | [ dsatw

The proof of this result is based on the following lemma.

Lemma 124. Under the hypothesis of Theorem 123, we have

dsdu
S

j j ds (D@ 2 _ ¢, jf(x)%dx, Vf g e LX(R).

Proof. We have

X—-Uu

doaf) = 2f = st = £ [ foow (52 ) dx = 5 (Fbesyre ™) .
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Consequently,
[ dsuthEa@du = 5 [Fgmibisyitay.
u y

By application of Fubini’s rule, we get

———dsd 1 Pt dsd
| [dsur@a@= - o | [Fogombenr =2

s>0 u s>0)

1 s T

=54y Jf(y)g(y)dy

y

- ¢y [ An)gEdy

Y

Proof of Theorem 123. By applying the Riesz rule, we get

F(x)—é | jca,bmw(

X - b) dadb
1/A<a<A |b|<B

a a?

L2

1 x-b\ dadb \——
= sup jF(x)—C— J j Ca,b(F)l,b< 7 ) G(x)dx .

2
IGll=1 a
1/A<a<A|b|<B

Next, using Fubini’s rule, we observe that the last line is equal to

—_— 1 —— dadb
= sup jF(x)G(x)dx— - j j Cab(F)Can(0)
IGI=1 Cy a
1/A<a<A |b|<B

1 — dadb
- sup — j Can(F)Can(©) 242 |
161=1 Cy a

(a,b)¢[1/A,A]x[-B,B]

which by Cauchy-Schwartz inequality is bounded by

12
1 dadb
<o j |Cap(F)2
4 (a,b)¢[1/A,A]x[-B,B]
1/2
dadb
sup j ICas(G)P
IGI=1 a

(a,b)¢[1/A,A]x[-B,B]

Now, Lemma 124 shows that the last quantity goes to 0 as R tends to +co.

O

On thereal line, the most well-known examples are Haar and Schauder wavelet, where
explicit computations are always possible. The Haar example is the simplest example

in the theory of wavelets. It is based on the wavelet mother expressed by

Y) = x10,1/21(%) = X11/2,11(0) -
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The Schauder wavelet is based on the explicit wavelet mother

1
Yx) = 5(1 = 12xDx1-1/2,1/2) (%)
- (1 - 12x = 1)x0,11(%)
1
+ 5(1 —12x = 2Dx11/2,3/21(%) -

Readers can refer to [8, 75, 95, 99] for more details and examples of original wavelet
analysis on the real line and Euclidian spaces in general.

5.3 Chebyshev wavelets

Chebyshev wavelets stem from one mother wavelet ™ depending on a parameter m,
which represents the degree of Chebyshev polynomial of first kind associated with the
wavelet. The source Chebyshev wavelet mother ™ is defined by

Y™(t) = Tm(t), 0<t<1 and O, else
where
T(t) = \/%Tm(t), m=0,1,2,...,M-1. (5.6)

Here Ty, (t) are the Chebyshev polynomials of the first kind of degree m, given by
T (t) = cos(marccost) .

Next, we perform the usual translation—dilation actions using parameters j € IN for
the level and a parameter n = 1,2,...,2/-! for the position. Thus, we obtain the
dilation—translation copies of ™ explicitly expressed by

27 =0 (5.7)

n 2i Tt -2n+1), Zl<t<s
]’n(t) =
o, else .

The Chebyshev wavelets are orthonormal with respect to the weight function

n—1<t< n
P

wj(t) = wnit) =w@ t-n+1), n=1,2,...,2"" and
Denote next

1
L2([0,1]) = {f, jlf(x)lz wx)dx < oo} ,
0
1

2/x(1—x) "

where w(x) = A function f € Lﬁ,([O, 1]) can be approximated in a series form

as

f=

Mg
Mg

Cnm l/)]rfln )
0

3
I
-
3
I
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where
m _ m
o= e

in which (., Dw; is the inner product in Lﬁ,},([O, 1]).

5.4 Gegenbauer wavelets

Gegenbauer wavelets (GIW) depend on four parameters: j, n, m, p. The parameter
j € N represents the level of resolution, n € {1, 2, 3, ..., 2J-11, is related to the trans-
lation parameter, m = 0,1,2,...,M - 1, M > O is the degree of the Gegenbauer
polynomial, and finally a real parameter p > —%. The mother Gegenbauer wavelet
is defined on [0, 1) by Yp™P(x) = G, (x), where G, is the well-known Gegenbauer
polynomial defined in Chapter 1. Next, the translation—dilation copies of ™ are
defined by

L 23iGh(2Ix-2n+1), 2L2<tp<n

Y00 = { Vi
o, elsewhere .

Note here that the translation parameter takes only odd values.

Remark 125. For p = %, we get Legendre wavelets. For p = 0 and p = 1, we obtain
the Chebyshev wavelet of first and second kind, respectively.

To obtain the mutual orthogonality of Gegenbauer wavelets l,bZ],;p , the weight function
associated with the Gegenbauer polynomials has to be dilated and translated as for
the Gegenbauer wavelets. Thus, we obtain a translation—dilation copy of the weight
w as

Win() = w@x-2n+1)=(1-@2x-2n+1)2)P1 .

At a fixed level of resolution, we get

wj1(x), 0<Xx< gy,
1 2
wj2(X), 5 S X< 57,
2
wjn(x) = {@j;300, ST S X< 2,3—_1 ,

j1_
| w),21(x), il <x<1.
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According to such wavelets, a function f € L2[0, 1) can be expressed in terms of the
GW as

f= 2 d v (5.8)

j=1nez

where the coefficient d;""* are the so-called wavelet coefficients given by

1

ap = (Fylh) = jw,-,n(x)rpff(x)f(x)dx .

0

For more details, refer to [124, 126, 135, 139].

5.5 Hermite wavelets

Hermite wavelets are based on the well-known Hermite polynomials. Recall that such
polynomials consist of a sequence of orthogonal polynomials with respect to the spe-
cial weight function w(x) = e and are explicitly given by

m  x? an —x?
Hp(0) = (-1)"e dx_m(e ) -

The Hermite mother wavelet is given by

— {HM(Zt), 0<t<1, 69
o, else,

where 1
Hn=———H,.
" oompyg ™

The translation—dilation copies of Y™ are next defined by

2 Hn(2M e -21+1), Ll<t<t

o, else.

N

lp?’n(t) — { (5.10)

Note that such wavelets depend essentially on the parameter m, which is the degree
of the m-Hermite polynomial H,,. Hermite wavelets are orthonormal with respect to
the weight function

_ -1 n
wi k) = w2t -1+1), 1=0,1,...,x,2k, 7§t<§.

Some propeties of Hermite wavelets are given in [1].
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5.6 Laguerre wavelets

Laguerre wavelets are orthogonal wavelets defined in the interval (0, 1) and stem from

one source mother function

— 1
Y™ () = Ln()x10,1((t) = ﬁLm(t)X[O,l[(t) ,

(5.11)

where L, is the Laguerre polynomial of degree m. A wavelet basis is next expressed

by
25T, t—2n+1), 1L <f< I
VNGRS Lo st
n o, else .

For more details on these wavelets, see [79].

5.7 Bessel wavelets

There are several approaches to introduce Bessel wavelets [126, 127].

(5.12)

In the present section, we will present the most known approach. For 1 < p < co

and yu > 0, denote

LG(R,) := {f such that |fl,c = <J If(X)I”do(X)> <oof ,
0

x2#

where do(x) = )dx. Denote also

—x*
23 M(p+d

. _1 1\ 1
u00 = 22741 (e 5 ), 00,

where J u-1 is the Bessel function of first kind and of order y - % Denote next,
D(x.y.2) = [ ju(x05, 03, (200
0
and the translation
(o)
Tafn) = Fxy) = [ Doey Do), ¥0 <x.y < co.
0
Next, for a two-variable function f, we define the dilation operator

Daf(x,y) = a-zﬂ-lf(g, %) .
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Definition 126. Let ¥ € L2(RR,). The Bessel wavelet copy W¥,,p is defined by

W, p(X) = DaTp¥(x) = a 21 J (g 2 z) ¥(2)do(z); Va,b>0.

The Bessel wavelet transform (BWT) of a function f € LL(RR,), at the scale a and the
position b is defined by

(Byf)(a,b) =a 2"

o——3

jf(t)W(z)D ( ; ,z> do(z)do(t) .
0

The following result shows one of the BWT of functions.

Theorem 127. Let f € LE(R,), ¥ € LL(R,) with 1 < p, q < oo such that % +1=1,
Then (By/) is continuous on R?.

[~}

Proof. Let (ag, bo) be an arbitrary fixed point of lRf. We have

|(Bef)(a, b) — (Byf)(ao, bo)|
JJf(t)W[D(E,E,z>—D<@,£,z>
a’ a ap’ a
00
T bo t \|7
<a| [ [iror|p —,—,z D(—O,—)’ da(t)do(z)}
Il )-

ap do,Z
I b t bo t \|7
— b t B byt |1
x[ le(z) D(a,a,z) D(ao’ao,z>l da(t)do(z)}.
Now, observe that
(5 o) -2 (3as)
D|{—,—,z])-
a a do do,Z
t

Moreover, using the dominated convergence theorem and the continuity of D(g b = 2)
with respect to (a, b), we get

< q 21

do(z)do(t)

ow—3

<2.

lim  |(Byf)(a, b) - (Byf)(ao, bo)| =0

(a,b)—(ao,bo)

which proves the continuity of the BWT on R2. O



114 — 5 Spheroidal-type wavelets

Definition 128. Let f,g € LP(R,). We define the convolution product (usually
known as the Hankel convolution) by

(o]

(F18)(0) = j T f())gy)da(y) .

0

The following result is a variant of Parseval/Plancherel rules for the case of BWT.

Theorem 129. Let ¥ € L2(R,) and f, g € L2(R,). Then

8

(Buf)(a, b)Brg)a, b 29D dotb) = Cy 1 9)

o—-3
Y

where

Cy = J 2P (H)2de > 0.
0

The proof follows similar techniques as for the case of real-line wavelets. Because of
its importance, we reproduce it in detail.

Proof. Recall that
(Byf)(a, b) = j FOWap(O)do(t)
R,

= # Jf(t)‘f’(Z)D ( g, é,z) do(z)da(t) .

R}

Now observe that

D<§, é,z) = jj(%u)j(éu)j(zu)da(u) .
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Hence,
(Buf(@, b) =~ jf(t)av(z)}( ) (2u) jawdowdo@)do(o
]R3
- [F(%) v (2u ) izwdotdota
R
- [F(%) Pwi(gu) dow
Ry
- [ FopP(amyicemdotn)
R,
- (FPam) ) .
As a result
- do(a)
| Bupia nYEvera b 5 do)
R
. — d
= [ FonPamgmPandom S5
R
= [Fovgen | [ #@nr S5 ) dow
R, R,
- v [ Fapgendot)
R,
=Cy (f, 8
- Cv (f,8) - O

5.8 Cauchy wavelets

Cauchy wavelets are one step in the direction of introducing spherical wavelets as
they aim to take into account the angular behavior of the analyzed signals. In the
one-dimensional case, Cauchy wavelets are defined via their Fourier transform

i/;m(w) _ {O, for w<O0

wme ?, for w=>0,

with m > 0.1In 1D, the positive half-line is a convex cone. Thus a natural generalization
to 2D will be a wavelet whose support in spatial frequency space is contained in a
convex cone with an apex at the origin. Let C = C(a, ) be the convex cone determined
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by the unit vectors eq, eg, where a < 8,  — a < mand for all 8, eg = (cos 8, sin 6). The
axis of the cone is {43 = €4+ . In other words,
2

C(a,p) = (ke R?, a<arg(k<p)}
= {k € ]Rz, k.{aﬁ > ea.gaﬁ = el}.> 0} .

The dual cone to C(a, ) is
Cla,B)={keR?, kk'>0, VK eCap)}.
Note that C(a, B) may also be seen as
Ca,p)=C@p),

where & = 8 - g,B = a+ 7 and eq.€3 = eg.ep = 0. Thus the axis of C is &up.
The two-dimensional Cauchy wavelet is defined via its Fourier transform

Im ~ (5.13)

—cn | (ked)(kep)me ™, ke Cla,p),
o, otherwise ,

wheren € Cand I, m € N*. Note that such a wavelet is also supported by C. It satisfies
the admissibility condition
d*k

o P < 0. (5.14)

Cyin = (2m)? J
The following result obtained by Antoine et al. is proved in [12] and yields an explicit
form for the two-dimensional Cauchy wavelet.

Proposition 130. Forevenn € C andl, m € N*. The 2D Cauchy wavelet l[)lcr;" (x) with
support in C belongs to L?(R?, dx) and is given by

lpc”l(x) ~ il+m+2 Tl [Sil’l(,B _ a)]l+m+1
Im - :

2 [(x +in).eq] 1 [(x + in).ep]mtl (5.15)

We can, with analogous techniques, define multidimensional Cauchy wavelets. See [12]
and the references therein for more details.

5.9 Spherical wavelets
Spherical wavelets are adopted for understanding complicated functions defined or

supported by the sphere. The classical spherical wavelets are essentially done by con-
volving the function against rotated and dilated versions of one fixed function . To
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introduce a special wavelet analysis on the sphere related to zonals we first recall some
useful topics. Let F € L?[-1, 1] and L, be the Legendre polynomial of degree n. The
coefficients

1
F(n) = 2n(F,L,) = 2 J F()L,(x)dx, neN
-1
are called the Legendre coefficients or the Legendre transforms of F. It is proved in har-
monic Fourier analysis that F can be expressed in a series form

2n+1
+Ln

an (5.16)

) -~
F=) F(n)
n=0
called the Legendre series of F.

Definition 131. A family {¢;}jen < L?[-1, 1] is called a spherical scaling function

system if the following assertions hold.

(1) For all n,j € IN, we have $,~(n) < $j+1(n). In other words, for all n € N the
sequence (Z;Bj(n));em is increasing

(2 limj_—,eo $,~(n) =1foralln e N

3) Zﬁj(n) >O0foralln,j e N,

where Ej(n) is the Legendre transform of @.

We will now investigate a way of constructing a scaling function [54].

Definition 132. A continuous function y: R* +— R is said to be admissible if it
satisfies the admissibility condition

S 2n+1 2
an o ( sup Iy(x)I) < 400. (5.17)

x€[n,n+1]

In this case, y is called an admissible generator of the function : [-1,1] —» R
given by

J2n+1
P = HZO V(L - (5.18)

We immediately obtain the following characteristics [162].
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Proposition 133. The following assertions are true:
(1) Ify is an admissible generator, then the generated function ) € L*[-1, 1].
(2) Foralln € N, ¥(n) = y(n).

Proof. (1) Since the Legendre polynomials form an orthogonal basis for L2[-1, 1] with
(Ln, Ln)12(-1,1) = zﬁ%, the admissibility condition imposed on y yields that

@ on+1 ® on41 2
(- ——(yo(n)?* < < sup | o(X)I> < +00
l/)Lz[ 1,1] n;) 4 14 nZE) un xe[n,n+1]y
(2) is an immediate result from (5.16). O

We now investigate the idea to construct a whole family of admissible functions start-
ing from one source admissible function.
Definition 134. The dilation operator is defined for y: [0, c0) — Rand a > 0 by
Day(x) = y(ax) Vx € [0, 00).

Fora = 27, j € Z we denote y; = Djy = D,-jy.

Definition 135. An admissible function ¢: [0, co) — R is said to be a generator of
a scaling function if it is monotonously decreasing, continuous at 0 and satisfies
9(0) = 1.

The system {¢;}jen € L?[-1, 1], defined by

L 2n+1
>

i = 47T

@;j(n)Ly
n=0

is said to be the corresponding spherical scaling function associated with ¢.

It holds sometimes that for all j, the sequence (a);(n)),, is stationary with zero sta-
tionary value. In this case, the system {¢;}jen C L2[-1, 1] is called bandlimited. It
holds that for bandlimited scaling functions, each ¢; is a 1D polynomial, and for all
F € L%(S?), ¢j * F is a polynomial on S2. The following theorem affirms that scal-
ing functions permit one to approximate L? functions with polynomial approximates
(see [162]).

Now, we show that such scaling functions are suitable candidates to approximate
functions in L? as it is needed in wavelet theory in general. Thus, they are suitable
sources to define multiresolution analysis and/or a wavelet analysis on the sphere.
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Theorem 136. Let {¢j};en be a scaling function and F € L?(S?). Then

. k
meF—@)*ﬂqu=o
]—)OO

for all levels of iterations k € IN.

Here, for a function @ € L2, we designate by @) the k-times self-convolution of @
with itself. The last approximation is called spherical approximate identity. The next
theorem shows the role of spherical scaling functions in the construction of multires-
olution analysis on the sphere.

Proof. First observe that

@ +00 2n+1 . .
¢j « F= Z z Dy(n)F(n, j)Yy; .
n=0 j=1
Thus,
@ +00 2n+1 . =
F-¢ «F= Z z (1-@p(n))F(n,j)Ynj,
n=0 j=1

which by applying the Parseval identity yields that

+00 2n+1
IF$ « FIZ =Y Y (1 - B;(n)*(F(n, j))> .
n=0 j=1
Now, observing that the last series is J-uniformly convergent and the fact that

lim (1 - @y(n)) =0
J—+00

for all n, it results that
lim |F - ¢+ Flli2s2 = 0. O
j—oo

Theorem 137. Let forj € Z,
Vj = {$;” « FIF e L*(S))},

where {@j}jen C L?[-1, 1] is a scaling function. Then, the sequence (V}); defines a
multiresolution analysis on the sphere. That is,

(1) VjcVjq cL?(S?), VjeN.

@ U vy = LS.
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For j € Z, the spaces V; represents the so-called scale or approximation space at the
level j.

Proof. (1) As @ € L? and also F, the convolution @ = F is also L?.
Consider next, for J € Z, the function

~ 2

@;(n ~ ..

yy(n) = (ﬁ) F(n,j) if @py1(n) £0
CD]+1(n)

and O else, and define the function G by

+00 2n+1

G= z Z yim)Yy ;.

n=0 j=1

It is straightforward that G € L? and that E(n, Jj) = yj(n). Furthermore,

¢]+1 *G = D1 (MG, )Y,

n

®;(M)F(n, j)Yn,j

nMg i
= =

2n+1
2
]*1

+1
Z

N

)*F.

I
S
—_—

Hence, qb; * F = ¢>] 21 * G € Vy,1. Consequently, V; ¢ Vj,;.
(2) The density property is an immediate consequence of the spherical approximate
identity proved in Theorem 136. O

Based on this multiresolution analysis of L?(S?), we can introduce spherical wavelets.

Definition 138. Let @ = {¢j}jen C L%[-1, 1] be a scaling function and let ¥ =
{Yj}jenu-1; and ¥ = {Pj}jenui-1; bein L?[-1, 1] satisfying the so-called refinement
equation

P (MY;(n) = (P11 ()2 - (P;(M)*> ¥, j € [0, +00) .

Then,

(a) ¥and ¥ are called, respectively, (spherical) primal wavelet and (spherical) dual
wavelet relative to @.

(b) The functions Yo and lZ)() are called the primal mother wavelet and the dual
mother wavelets, respectively.

Here, we set )_1 = P_; = ¢ho.

The following result obtained by Volker in [162] shows the existence of primal and dual
wavelets.
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Theorem 139. Let ¢ be a generator of a scaling function and v, l])o be admissible
function such that

WoPo(x) = (<Po (;))2 - (po(x))? VxeR*.

Then, o and fbo are generators of primal and dual mother wavelets, respectively.

Proof. We will prove precisely that the dilated copies {i;}jenu(- 1) {l[)]}]E]NU{ 13 C
L?[-1, 1] defined via their Legendre coefficients by dilating ¢ and l/)o(x) as

Bin) = i) = po@n), i(m) = i) = ho(@Tm); ¥m,j e N.
and _
Y1) =P_1(n) = po(n); VneN

are a primal and dual wavelets, respectively. Indeed, considering these dilated copies
we obtain for all n, j € N,

BiP;(n) = Yo IMo(2 )
= (po(2771n))? — (po(27n))?
= (Pjr1(M)? — (¢j(n))? O

A fundamental property of spherical wavelets is the scale-step property proved below,
which prepares us to introduce detail spaces.

Theorem 140. Let ¥ = {{j}jenui-1y and ¥ = {j}jenui-1} be a primal and a dual
wavelet corresponding to the scaling function {¢;}jen C L?[-1, 1]. The following as-
sertions hold for all F € LZ(Sz)

@) ¢ *F=¢\P « F+ Y2 by« F, V1 <Jo €N

(ii) F—(;b] *F+Z]:]l/11 l/)] * F,V] € N.

Proof. (i) We will evaluate the last right-hand series term in the assertion. Using the
definition of primal and dual wavelets, we obtain

+00 2n+1

B s F=Y Y BimpmFn, 9,

n=0 s=1
+00 2n+1

=3 Y (@) - ($(n)? | F(n, 5)Yn s

n=0 j=1

(2) (2)
=¢j+1*F_¢j * F .
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As aresult,
S @ @
z l[lj*l[lj*F=¢]Z *F_¢]1 # F.
j=h
(ii) is an immediate consequence of assertion (i). O

Theorem 141. Denote forj € Z,
W; = {; * P; « F/F € L*(S?)} .

Then, forall ] € Z,
V]+1 = V] + W] .

Proof. The inclusion V; ¢ Vj_1 + Wj_1 is somehow easy and it is a consequence of
Theorem 140. We will prove the opposite inclusion. So, let F; € Vyand F, € W;. We
seek a function F € L? for which we have

®? «F=F +F;.
Since F; € Vyand F, € W, there exist G; and G in L? such that
F1=(P§2)*Gl and F2=¢]*W]*Gz.

Now, consider the function y defined by

~ — . ~ ~ — 2
yn, j) = <(<P1(n))2G1(n,J) + (D1 (n)? - ((D](n))z)Gz(n,))>
(P]+1(n)
whenever @y,1(n) #+ 0 and O else, and define the function F by
+00 2n+1
F=3) Y y(jYn;.
n=0 j=1

It is straightforward that F € L2 and that F(n, j) = y(n, j). Furthermore,

@) +00,* 2n+1
()

o *F= ) Y (@)’ F(n, j)Yn,
n=0 j=1

+00 2n+1

=Y ) (@(n)?Gi(n, j)Yn,

n=0 j=1

+00 2n+1

+ )Y (Bra()® — (Dy()*)Ga(n, j)Yn,
n=0 j=1
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+00 2n+1

=Y ) (@;(n)*G1(n, j)Yn,;

n=0 j=1

+00 2n+1 ~

+ ZO Zl ¥ (n) ¥ (n)Ga(n, j)Yn,j
n=0 j=

:¢52)*Gl+¢]*'{’]*62
=F1+F2.

Consequently, Fq1 + F; € Vjyq. O
Definition 142. For j € Z, the space Wj is called the detail space at the level j and
the mapping

(SWT);: L*(S%) — L*(S?)
F+— l/J]' * F

is called the spherical wavelet transform at the scale j.

Based on this definition and the results above, any function F € L?(S?) will be repre-
sented by means of an L2-convergent series

F= ) yj«(SWT)(F). (5.19)
j=—1






