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Notational conventions
 
These comments are meant to provide the reader with a description of the notational conventions used throughout the book to transcribe sign language data.
 
As is common in sign language linguistics, small capitals are used to represent signs (SIGN), lines over signs indicate the presence of non-manual markers produced simultaneously to the manual sign(s). The distribution and scope of the non-manual features over the signs are indicated by the extension of the line over the manual glosses. Sometimes, non-manual features are identified by abbreviations signaling their syntactic function in the sentence (‘rel’ = relative), sometimes they are more descriptive (‘re’ = raised eyebrows).
 
Glosses are always accompanied by English translations.
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There is still much variation in the literature in glossing manual signs and non-manual markers. The notational conventions given in this section mirror such variation. In some cases, two or more different notational conventions are provided to convey the same meaning or syntactic function.
 
Manual signs
 
 
 
 
 
	SIGN 
	regular sign
 
 
	SIGN+ 
	the sign is reduplicated as many times as the number of ‘+’ symbols present in the gloss (e.g. for pluralization or aspect marking)


 
The following are alternative ways to represent an indexical sign. The number next to the indexical sign specifies the person feature
 
 

 
IX1, 2, DUAL
 
IX-1
 
IND
 
 
The following are alternative ways to indicate a possessive pronoun. The number next to the pronoun specifies the person feature 


 
 
 
 
	POSS-3 
	
 
 
	POSS3
 
 
	SIGN-SIGN 
	a single sign corresponding to more than one word in English
 
 
	SIGN_SIGN
 
 
	DEM 
	a demonstrative sign
 
 
	3SIGN1 
	subscript numbers indicate subject and object verb agreement (here they indicate a third person subject and a first person object)
 
 
	SIGNk 
	subscript letters signal co-referntiality of two or more signs in the sentence


 
Other glosses not present here and taken from other authors are explained in the text or in footnotes.

 
Nonmanual markers
 
The abbreviations on the line appearing over signs and referring to the grammatical role non-manual markers carry out correspond to a cluster of non-manual features that are described in the text.
 
 
 
 
 
	neg 
	negation
 
 
	top 
	topic
 
 
	t 
	topic
 
 
	yn 
	yes/no questions
 
 
	wh 
	wh questions
 
 
	raised eyebrows 
	raised eyebrows
 
 
	r 
	raised eyebrows
 
 
	re 
	raised eyebrows
 
 
	br 
	brow raise
 
 
	rel 
	relative clause
 
 
	r 
	relative clause
 
 
	cleft 
	cleft clause
 
 
	nod 
	head nod
 
 
	i 
	intensification of non-manual marking
 
 
	wr 
	nose wrinkle
 
 
	tns 
	tensed facial expression
 
 
	app 
	appositive (relative clause)
 
 
	hs 
	head shake
 
 
	te 
	tensed eyes
 
 
	foc 
	focus
 
 
	eyeblink 
	eye blink
 
 
	pseudocleft 
	pseudocleft construction

 



 



Sign language acronyms
 
Below I provide a list of acronyms appearing in the book to refer to different sign languages. For sake of clarity, the full name of sign languages corresponding to their acronyms are also given in the language spoken in the respective country.
 
 
 
 
 
	ASL 
	American Sign Language
 
 
	DGS 
	German Sign Language (Deutsche Gebärdensprache)
 
 
	HKSL 
	Hong Kong Sign Language
 
 
	LIBRAS 
	Brazilian Sign Language (Língua Brasileira de Sinais)
 
 
	LIS 
	Italian Sign Language (Lingua dei Segni Italiana)
 
 
	LSC 
	Catalan Sign Language (Llengua de Signes Catalana)
 
 
	NGT 
	Sign Language of the Netherlands (Nederlandse Gebarentaal)
 
 
	TİD 
	Turkish Sign Language (Türk İşaret Dili)



 



General Introduction
 
Sign languages are the languages used by Deaf communities around the world, linguistic systems that were considered pure gestural systems, not true languages, until very recently.
 
Their history is characterized by a deep isolation from the hearing community and by misconceptions and prejudices regarding their true linguistic status and cultural heritage. A symbolic date sanctioning their disappearance from all educational environments1 and delaying linguistic investigation on them (for almost a hundred years) is 1880. This is when the International Congress of Milan, composed of only hearing members, discussed the future education of Deaf people and voted against the use of signs and in favour of a strict oral education. From then on, signing was banned from any educational context and Deaf people were discouraged from gathering with or marrying other Deaf people as a strategy to avoid the use of signs, which was considered an obstacle in learning the oral language. Such resolution deeply affected the social, working, and cultural life of Deaf people around the world.
 
The new educational programs, while failing in the methods adopted and causing the degradation of Deaf education, created a fracture between the hearing and the Deaf community. The prohibition to use their first language greatly increased the difficulty in acquiring the oral language, marginalizing the Deaf. It has been, in fact, verified that Deaf people with good competence in a sign language will more easily acquire an oral language (Logan, Mayberry and Fletcher 1996). Furthermore, the new dispositions also discouraged any contact among Deaf people thus isolating them from both hearing society and their Deaf peers.
 
Both results, namely, a degrading education for the Deaf and their social marginalization, had lasting effects that, for many Deaf communities, including the Italian one, persist still today.
 
Nonetheless, sign languages secretly survived in the dormitories of the schools and in social places where the Deaf met.
 
Linguistic investigation of sign languages is rather recent, dating back to 1960 when the American linguist William Stokoe detected in the signs of American Sign Language (ASL) an organization very similar to the phonological structure of words identified in oral languages.
 
Stokoe’s studies were soon followed by linguistic, psychological and neurological investigations into ASL. The first steps of linguistic research on sign languages have been devoted to finding important correspondences 
between sign and oral languages in the attempt to provide evidence for their equal linguistic status.
 
Indeed, linguistic (but also psychological and neurological) studies on sign languages carried out in the last fifty years have detected the same grammatical complexity and the same linguistic principles at play in oral languages. Despite some modality-specific characteristics, today the clear conclusion is that sign languages are true linguistic systems displaying structures, rules and expressive abilities comparable in power and complexity to the ones characterizing oral languages.
 
Nonetheless, it is very important to stress that sign languages are independent linguistic systems not derived from any oral language. Although sharing with spoken languages the same universal linguistic principles, in fact, sign languages display interesting syntactic mechanisms deeply connected to the different modality and to the linguistic use of the three-dimensional space available.2
 
In this sense, sign languages represent an interesting field of research for linguistic theory in general and for generative grammar in particular: their investigation allows linguists to detect linguistic universals shared by all languages independently of modality, and to enrich typological studies by revealing the existence of new modality-specific parameters.
 
Besides its theoretical relevance for linguistic research, sign language investigation has proved to be crucial in reducing the social and cultural isolation of Deaf communities from hearing society. Not only have such studies deepened our understanding of sign languages, but they have also helped to promote the diffusion of these languages in educational environments, contributing to the establishment of both deaf and hearing teachers.
 
While research on ASL has profoundly benefited from Stokoe’s pioneering studies and has grown rapidly, investigation into other sign languages is rather recent. Within the framework of generative grammar, linguists have only recently started to investigate the different sign languages and provide interesting linguistic and cross-linguistic findings.
 
The present work concentrates on Italian Sign Language (LIS), the language of the Italian Deaf community.
 
Linguistic investigation on LIS dates back to the end of 1970s with the pioneering work of a group of researchers belonging to the CNR (Institute of Sciences and Cognition Technologies) in Rome and coordinated by Virginia Volterra. The first studies of LIS concentrated on aspects of its phonology and lexical morphology, later extended to language acquisition in deaf children, the development of educational methods based on signing as opposed to oral methods, and the syntax of LIS.
 
 
Formal studies concentrating on aspects of the syntax and semantics of LIS are rather recent.
 
This work, based on my doctoral dissertation, aims to contribute to the understanding and discussion of LIS syntax by analyzing its instatiations of two well-studied structures within the generative tradition: relative and cleft constructions.
 
While the literature on the syntax of relativization has reached substantial consensus, the debate on the syntax of cleft structures is still open. By presenting and discussing the LIS data on relativization strategies and cleft constructions, I try to shed some light on their syntax through adopting a constant cross-linguistic perspective. This allows a direct comparison between the LIS data and the data on spoken languages and, when available, on other sign languages, thus locating the analysis of relativization and clefting in LIS within the broader theoretical and typological discussion of relativization and clefts in spoken languages. Towards this end, two chapters of the book are devoted to the proposals that have been advanced in the literature on spoken languages to represent and derive relative clauses (chapter 3) and cleft constructions (chapter 7).
 
For the domains of both relativization and clefting, the theories advanced in the literature will be challenged by the LIS data, and original proposals will be presented to explain the various constructions therein.
 
The cross-linguistic view the book takes on allows it to be addressed to students and researchers acquainted with sign linguistics as well as those with a solid background in formal theoretical linguistics but no specific knowledge of sign language and sign linguistics.
 
Conceptually, the book is divided into three parts: the first part presents a snap-shot of the Italian Deaf community from the eighteen century to date and illustrates the advances of linguistic research on LIS (chapter 1). Within the first part, chapter 2 introduces the reader to those aspects of LIS syntax relevant to the empirical investigation presented and discussed in the following chapters. Chapter 2 opens with an overview of some modality-specific features shared by all sign languages like the use of space, movement, and the simultaneous employment of manual and non-manual components. Specifically, it is shown how space is employed at all linguistic levels (phonological, morphological, syntactic) playing a crucial role in morphological verb agreement and referentiality, while movement conveys information on aspect and manner. Linguistic non-manuals are analyzed as the realization of syntactic features, exemplified by Geraci’s (2006) description of the non-manual correlate of negation.
 
 
Finally, the chapter offers an analysis of LIS according to the representation of the clause in the three structural layers of the complementizer phrase (CP), the inflectional phrase (IP), and the verb phrase (VP). Far from being exhaustive, the tentative skeleton of LIS sketched in this chapter provides a picture of the present knowledge on its syntax, presenting many gaps to be filled by future research.
 
Chapter 2 closes by presenting some preliminary data on relative and cleft constructions in LIS as well as the theoretical challenges they pose that cannot be adequately addressed by a simple language-internal analysis, thus calling for a cross-linguistic investigation of the phenomena.
 
The second part of the book is devoted to relativization.
 
Chapter 3 presents a detailed description of the syntax and semantics of relativization provided by the literature on spoken languages. I first illustrate the main features of the different syntactic typologies displayed by world languages to express relativization, namely, externally headed relative clauses (EHRCs), internally headed relative clauses (IHRCs), free relatives (FRs) and correlative clauses. The three semantic interpretations available to the strategies of relativization, restrictive, non-restrictive and maximalizing, are then described and their properties discussed. A representation of the syntactic typologies is provided by applying Kayne’s (1994) head raising analysis to headed relatives (EHRCs and IHRCs). The syntactic representation of free relatives is discussed against the main theoretical approaches, while Dayal’s (1991) and Bhatt’s (2003) proposals are applied to the analysis of correlative clauses. The chapter closes with the structural representation of the semantic types of restrictive and non-restrictive relatives.
 
Chapter 4 is a survey of relative constructions in sign languages. As linguistic research on sign languages increases, seminal investigation on the equivalent of relative clauses has been recently carried out. Relativization strategies are described in American Sign Language, Brazilian Sign Language, German Sign Language, Turkish Sign Language, Catalan Sign Language and Hong Kong Sign Language.
 
Chapter 5 discusses methodological issues involved in sign language research. I address some issues connected with the elicitation of sign language data in general and LIS data in particular. I discuss different factors influencing the production of signers ranging from sociolinguistic to educational aspects that the interviewer must be aware of and possibly control in his/her research. I clarify and describe the methodologies and collection procedures employed in this work and the research technologies used during the gathering and analysis of the data presented in chapter 6 and chapter 8. 
The informants consulted in this work are then introduced and the glossing system is explained.
 
In chapter 6, the theoretical investigations on relativization taken up by typological studies first (Keenan and Comrie 1977, a.o.) and continued from the beginning of generative grammar studies (Chomsky 1965; Vergnaud 1974; Grimshaw 1975; Bresnan 1976, a.o.) on spoken languages presented in chapter 3 are applied to the analysis of the LIS data. Following the pioneering work by Cecchetto, Geraci and Zucchi (2006), a specialized LIS structure equivalent to a relative construction is described and two competing analyses compared: a correlative analysis (as implemented by Cecchetto et al. 2006) and a specific implementation of an internally headed relative clause analysis. The two analyses are tested against the LIS data, indicating that the internally headed option better accounts for them. The structure proposed for LIS relatives reveals interesting connections between different typologies of relativization, namely, IHRCs, correlatives and free relatives, thus suggesting the boundaries between relativization strategies are not as strict as generally believed.
 
The semantic interpretation of LIS relative constructions is then discussed. After presenting Cecchetto et al.’s (2006) arguments for a non-restrictive interpretation, the relevant structure is examined against a battery of tests for a restrictive versus non-restrictive interpretation, and for a restrictive versus maximalizing interpretation.
 
The third part of the book is devoted to clefting.
 
The main constitutive elements and properties of cleft constructions in world languages are presented in chapter 7. This chapter discusses the two competing theories on cleft derivation proposed in the literature on spoken languages, the extraposition analysis (Jespersen 1927; Akmajian 1970; Emonds 1976; Gundel 1977; Wirth 1978; Percus 1997; Hedberg 2000, a.o.) and the expletive analysis (Jespersen 1937; Chomsky 1977; Williams 1980; Delin 1989; Delahunty 1982; Huddlestone 1984; Rochemont 1986; Heggie 1988; Kiss 1998, a.o.). Recent cartographic perspectives on clefts are also presented and data on clefts in null subject languages with a null copula are illustrated.
 
The third part of the book closes with chapter 8, presenting a seminal description and analysis of a dedicated LIS structure that I claim to be the LIS equivalent of cleft constructions. The LIS data are analyzed against the two competing proposals discussed in chapter 7. The implementation by Kiss (1998) of the expletive analysis and by Percus (1997) of the extraposition analysis are applied to the LIS data, and a proposal under the expletive analysis is suggested to derive the equivalent of LIS clefts.

 



Part I
 
Introducing Italian Sign Language (LIS)
 
 
 





Chapter 1
 
Italian Sign Language and the Italian Deaf community
 
1.1. Historical background
 
 As is the case for many sign languages, we can ideally draw a line in the history of Italian Sign Language marking the time preceding and following the International Congress for the education of the Deaf held in Milan in 1880.
 
By the end of the 18th century, Italian Deaf children were educated in (usually religious) residential institutions where great attention was given to the use of signs, as testified by the publication of some early grammars written by Deaf educators (Marzullo 1857).
 
Deaf children were sent to these institutions between the ages of 3 and 6. In most cases, namely if they had hearing parents, their first exposure to LIS would coincide with their entrance into the institution, while it was more precocious if they came from a deaf family. It was mainly through interaction with the native deaf peers that LIS was acquired by those students who had no prior exposure to the sign language.
 
In such institutions, deaf people received an education that we would today call bilingual: they learnt LIS (although it was not yet perceived as a real language and it had not yet probably developed into the complex linguistic system we use today) and (albeit to different degrees) written and oral Italian.
 
The deaf students used the two languages in different social contexts: LIS (or some gestural communication system depending on the parents’ sign language competence) with the family and deaf friends and Italian with the hearing population.
 
What seems relevant for the time, is the presence of deaf educators teaching in these special institutions and actively participating in the ongoing debate regarding the best methods to use in educating the deaf, as testified by some writings taking a stand in favour of the use of signs (Carbonieri 1858).
 
With the new dispositions emerging from the Congress of Milan stipulating oralism as the only educational method, the use of signs was banned in the class and Deaf educators were removed from their teaching positions 
and relegated to laboratories where they taught deaf students handicrafts (see Russo and Volterra 2007; Volterra 2011).
 
The resolution in favour of oralism was strongly influenced by the fear of the Catholic Church that the linguistic emancipation of the deaf would drive them away from the Church’s control and influence.
 
Nonetheless, Italian Sign Language continued to survive in the students’ private interactions and among the adult members of the new associations emerging at the beginning of the 20th century in Italy, all converging in what would become the National Deaf Institute (ENS) in 1932 (Corazza 1995; Russo and Volterra 2007).
 
A main effect of the resolution was the decay of deaf education: access to knowledge was only permitted through the oral language which did not allow deaf students a full comprehension as they hardly mastered it until late in their education.
 
A further outcome of the Congress’s educational policy was the increasing fragmentation LIS experienced, effects of which are visible still today. The lack of a linguistic standardization was encouraged by the prohibition of sign, by the segregation between male and female students in the institutions, and by the isolation of the different institutions often present in the same city. Such a social and educational situation gave rise to isolated linguistic communities, each of which developed its own LIS variety.
 
The education of the Italian deaf changed in 1977 with the approval of the law 517/1977 determining the possibility for handicapped students (including the deaf) to be integrated in public schools together with hearing children and supported by special education teachers. The resolution, while ending the deaf students’ segregation in special institutions, reduced their opportunities to meet deaf peers and, for most of them, to learn Italian Sign Language. The increasing migration of deaf students towards public schools led to a gradual impoverishment of the sign language among the few deaf students still attending the special institutions and eventually their closure.
 
This situation lasted until a new educational policy was approved, as described in the following section.

 
1.2. The Italian Deaf community today
 
The 1990s are characterized by a growing interest in social and educational issues concerning deaf people and by new attempts to study Italian Sign Language. The first associations for the study of LIS were born. Their aim is to organize LIS courses at different levels including courses for interpreters. 
 The National Deaf Institutes started offering courses on LIS as well. The courses are offered to hearing people (teachers, hearing children of deaf parents who intend to work as intepreters, and others who are in contact with the Deaf,) who, as a consequence of the growing visibility and presence of deaf students and adults in the hearing community, want to know something more about their language.
 
It was, however, with the law 104 in 1992 that the right of deaf signers to be assigned an interpreter at university was recognized, thus opening up the path towards a university degree for deaf people. In 1997 LIS was included among the languages that can be studied at university within the field of glottology, linguistics and foreign language didactics. Elementary, middle and high schools registered the presence of so-called communication assistants whose main role is to bridge the communication barrier between deaf students, special education teachers and their hearing peers. In addition, deaf educators began working in kindergardens, providing deaf children with rich linguistic signing input, as well as representing deaf adult reference figures.
 
The first attempts towards bilingual education started in these years. Bilingual schools opened, offering classes in Italian and LIS to both deaf and hearing students from kindergarden to high school.3 LIS has been experimentally taught in some public schools to hearing students with encouraging results: exposure to the sign language improves the children’s attentive and memory abilities.
 
In 1995 the first national convention on LIS was organized in Trieste. Italian Sign Language is massively used in all the activities coordinated by the National Deaf Institutes and a relevant improvement in the diffusion and standardization of the language has been the translation of the national news by a LIS interpreter (albeit much reduced in their version). The first dictionaries of Italian Sign Language have been published by both deaf and hearing people (Angelini et al. 1991; Romeo 1991; Radutzky [1992] 2001). Furthermore, Deaf communities started organizing cultural and artistic events where deaf artists present plays and poems in Italian Sign Language.
 
Despite the cultural and linguistic awakening Italian Sign Language has experienced in the last twenty years, its linguistic recognition is yet to come. As widely known, in 2006 the United Nations approved the Convention on the rights of disabled people, which was signed by Italy in 2007. Among these rights is an explicit mention of the recognition and promotion of the deaf community’s sign language in order to support and encourage its linguistic and cultural identity. At the time of writing, the Italian Deaf community is still waiting for the Italian Parliament to recognize what the linguistic, deaf and hearing community have already demonstrated to be a natural language.
 
 
Today the Italian Deaf community appears to be very heterogeneous in different respects: family background (namely, the presence in the family of hearing or deaf people); education (signing vs. oral); the presence or absence of technological aids (hearing aid, cochlear implant); and linguistic competence in the oral and in the sign language.
 
Italian Deaf people continue to receive protection from the State as belonging to the disability community. The welfare policies adopted on their behalf consist of a monthly check and the right to be employed by public and private companies. However, those policies do not include the right to be offered free interpretation services, which are not provided in public offices or events, hospitals, conferences and the like.

 
1.3. Linguistic research on LIS
 
 Linguistic research on Italian Sign Language started with the pioneering work carried out by the CNR in Rome at the end of 1970s. The initial aim of the research team led by Virginia Volterra was to develop innovative methods to help deaf children reach a better competence in the spoken language (see Russo and Volterra 2007; Volterra 2011). Soon, however, the team’s investigation concentrated on the lexical, grammatical and syntactic properties displayed by LIS in search for a linguistic structure similar to that found in spoken languages, in the spirit of previous investigations carried out on American Sign Language (Stokoe 1960; Klima and Bellugi 1979, a.o.).
 
The results of the first linguistic investigations on LIS were gathered and published in the first Italian handbook on Italian Sign Language edited by Virgina Volterra, La Lingua dei Segni Italiana (1987), including examination of distinctive parameters, facial expressions, some morphological and syntactic aspects, and the use of the manual alphabet. The book, recently re-published, represents the most complete description of LIS available to date.
 
The research carried out by the CNR also concentrated on the linguistic acquisition of deaf and hearing children contributing to the growth of a bilingual education while developing new strategies to evaluate the linguistic competences of deaf children directly in LIS (Pizzuto 2002; Tomasuolo 2006). It also focussed on the comparison with other sign languages (Corazza and Volterra 1988); on the study of classifiers (Corazza 1990); on the iconicity/ arbitrariness of the signs (Pizzuto and Volterra 2000; Boyes-Braem, Pizzuto, and Volterra 2002); and on the linguistic analysis of LIS poems (Russo, Giuranna and Pizzuto 2001), a.o.
 
 
From 1999, formal linguistic investigation within the framework of generative grammar was undertaken by a group of researchers from different Italian universities (Università di Milano-Bicocca, Università degli Studi di Milano, Sapienza Università di Roma, and Università Ca’ Foscari Venezia). The analysis concentrated on different aspects of the phonology, morphology, syntax and semantics of Italian Sign Language aiming at finding on the one side the same universal principles shared by all spoken languages and on the other side those features that are peculiar to sign languages in an attempt to verify the validity of hypotheses advanced for spoken languages and to shed light on the possibilities made available by the human faculty of language.
 
As a whole, it is possible to find an evolution in the direction taken by the linguistic research on LIS: from an initial effort to investigate the linguistic properties shared by LIS and Italian in an attempt to demonstrate the linguistic nature of LIS, to a more recent direction aiming at analyzing how the different modality is responsible for the peculiar linguistic features displayed by the two languages. Typological studies concentrating on the similarities and differences between sign languages started including LIS in an attempt to describe the universal tendencies characterizing sign languages.
 
The interest of linguists, psychologists and speech therapists in Italian Sign Language has determined the growth of a new awareness and pride within the Italian Deaf community regarding the linguistic status of its language, thus contributing to its development and diffusion.
 
As formal linguistic investigation on LIS began, it appeared evident that there was no standard language against which the great variation present in the national territory could be identified and described. With the purpose of conducting a systematic study on the phonology, lexicon, and syntax of LIS and in line with some previous investigations of the same kind (Lucas, Bayley, and Valli 2001; Schembri, McKee, McKee, Pivac, Johnston, and Goswell 2009; McCaskill, Lucas, Bayley, and Hill 2011), between 2008 and 2010 a group of researchers from three Italian universities (Sapienza Università di Roma, Università di Milano-Bicocca, and Università Ca’ Foscari Venezia) worked on a national funded project (Progetto di Ricerca di Interesse Nazionale: PRIN) granted by the Italian Minister for Learning, University and Research. The main goal of the project was the construction of a LIS corpus4 representative of the language employed by the Italian Deaf community.
 
The construction and analysis of the corpus aimed at identifying a LIS version that could be recognized as the standard one, a necessary step towards its official recognition. A future goal of the project is the compilation of the first descriptive grammar, a fundamental tool for conducting linguistic 
 research on LIS. The presence of a reference grammar for LIS would also permit typological comparisons among sign languages and between sign and spoken lanugages as well as being a didactic tool for LIS courses and interpreting services.
 
As is the case for many Deaf communities, about 5% of Italian Deaf people qualify as native signers. In order to be representative, the LIS corpus had therefore to include the majority of LIS signers whose exposure to the sign language was belated. About 18 participants were interviewed in each city for a total of 165 Italian Deaf people.
 
The investigation analyzed the social and linguistic factors and the interactions responsible for the variation observed in the language. The following social factors were taken into consideration: geographical origins, residence in a rural or city environment, age, gender, level of education, type of school attended, social status (namely, his/her role in the Deaf community), and presence/absence of deaf people in the family.
 
The material was gathered in ten Italian cities distributed across four regions: the north, the south, the center and the islands. The choice of cities was guided by size and by the presence in the past of an institute for the deaf education, possibly responsible for the occurrence and diffusion of language variation.
 
Signers were recorded while engaged in four different tasks: free conversations, monologues, question/answer elicitation dialogues, and picture naming.
 
A national deaf project coordinator was responsible for the collection of the data together with a hearing collaborator; however, no hearing person or researcher was present during data collection. A local member of the National Deaf Association of each city appointed by the national deaf project coordinator was in charge of the video sessions.
 
So far, the corpus has been analyzed only partially under different linguistic aspects: order constituents, wh-questions, non-manual marking, the pronominal system and lexical variation.

 

 



Chapter 2
 
A syntactic outline of Italian Sign Language (LIS)
 
Introduction
 
 This chapter will be devoted to introducing some characteristics specific of languages in the visual-gestural modality and providing the reader with the necessary basic knowledge on LIS syntactic structure relevant for the analysis of relative clauses and cleft constructions presented in the second and third parts of this work. Being that the research on LIS is at a very early stage, the final picture I will present will not be exhaustive of the different syntactic properties displayed by LIS nor of its structure. It will rather be a state-of-the-art representation of what we presently know about LIS. In § 2.1, I examine the internal structure of signs and illustrate some modality-specific uses of space, movement and face expressions for linguistic purposes. Section § 2.2 is a description of LIS syntax in the three structural layers composing the clause: the CP layer, the IP layer, and the VP layer. The representation of each clausal layer will confirm the head-final nature of LIS. The illustrations and examples provided in this chapter always refer to LIS. Section § 2.3 presents some preliminary data on LIS relative and cleft constructions, explaining the challenges they pose for a fine-grained analysis. Section § 2.4 sums up the information presented in this chapter.

 
2.1. Modality-specific characteristics
 
2.1.1. The internal structure of signs
 
Signs are the basic lexical units of sign languages. They can be produced with either one or two hands. One-handed signs are realized with the so-called ‘dominant hand’, the selection of which depends on whether the signer is right- or left-handed. Two-handed signs can be produced with both hands performing the same sign, except being specular (in this case the sign is said to be symmetric), or they can be produced with each hand displaying a different handshape and/or movement (in which case the sign is said to be asymmetric). In asymmetric signs the role of each hand is different. There is 
a primary hand, the dominant hand, while the other hand is said to support the dominant hand and is therefore identified as the nondominant hand (see Padden and Perlmutter 1987 for ASL; Volterra [1987] 2004 for LIS). Figure (1) exemplifies a two-handed symmetric sign characterized by the same handshape and movement. Figure (2) illustrates a two-handed asymmetric sign where each hand displays a different handshape and movement.
 
[image: e9781501510373_i0008.jpg]
 
 Figure 1. ‘Ticket’
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Figure 2. ‘Tax’


 
Most signs are realized within the signing space extending from the signer’s head to his waist and from shoulder to shoulder.
 
Stokoe’s (1960) pioneering analysis of ASL5 detected a sub-lexical structure in signs. Each sign can be analyzed along four parameters: handshape, hand orientation, movement, and location. In the production of a sign, such parameters combine simultaneously. Each parameter is set independently combining in a potentially unlimited number of different signs with different meanings, just as phonemes do in spoken languages. To clarify, the variation of one and only parameter provides a minimal pair, just as the variation of phonemes does in spoken languages. The LIS examples in figure (3a) and (3b) are a minimal pair differing only in their location; figure (4a) and (4b) are a minimal pair differing in handshape.
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Figure 3a. ‘To know’
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Figure 3b. ‘To speak’
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Figure 4a. ‘To hope’
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Figure 4b. ‘Calm’



 
2.1.2. The linguistic use of space and movement
 
As we have seen in the preceding paragraph, at the phonological level, space and movement (together with handshape and orientation) are used as distinctive features. At the morphological level, space and movement play a central role in both derivational and inflectional morphology. Nouns are derived from verbs by changing the movement of the sign: a single movement for verbs and a repeated, smaller sign for nouns (see Volterra 2004 [1987]; Pizzuto, Giuranna, and Gambino 1990; Pizzuto and Corazza 1996). In figure (5) the sign for the verb displays a single, wide movement, while in figure (6) its derived noun form exhibits a repeated, smaller movement.
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Figure 5. ‘To drink’
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Figure 6. ‘Wine’


 
The signs for verbs undergo a variety of morphological markings by changing their root form. The movement associated with the verb can convey aspectual or manner distinctions (the length of the event, whether it takes place 
continuously, repeatedly or regularly, or whether it involves the referents present in the discourse context). Figure (7) illustrates the LIS sign for ‘to wait’. In the three stages illustrated in figure (8) the movement of the verb is modified to convey an aspectual information, namely that the event takes place for a long time. This is achieved by decreasing the speed of the verb and increasing the space covered by it.
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 Figure 7. ‘To wait’
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Figure 8. ‘To wait for a long time’


 
Figure (9) represents the sign for ‘to give’. In the three stages illustrated in figure (10), the movement of the verb is altered to convey a distributional reading, namely that the action is distributed among many people in front of the signer. In order to do so, the movement is repeated and directed towards different locations in the signing space.
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 Figure 9. ‘To give’
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Figure 10. ‘To give to everybody’


 
The strategy of incorporating into the verb different morphemes instead of adding them to it (as many oral languages do in the form of suffixes and prefixes) shows that sign languages display an alternative structure provided as a linguistic possibility by the Universal Grammar. A detailed description of the different linguistic uses of space and movement employed by sign languages is beyond the goal of this chapter.6 In what follows, I will give a brief description of some aspects of the syntactic use of space and movement that will be relevant for the analysis carried out in the second part of this work.
 
2.1.2.1. Verb agreement
 
In LIS, as well as in other sign languages, the use of space is central for morphological verb agreement. In the description given in Volterra ([1987] 2004) 
and Pizzuto, Giuranna, and Gambino (1990), LIS verbs can be divided into three main categories depending on their place of articulation. A first category includes verbs produced near or on the signer’s body, as in figure (11).
 
This class of verbs shows no overt manual agreement with its arguments. A second category includes verbs produced in the neutral space in front of the signer with only one point of articulation, as in figure (12).
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Figure 11. ‘To like’
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Figure 12. ‘To fall’


 
Verbs belonging to this category agree with only one of their potential arguments by changing their only point of articulation. The argument they agree with usually carries a thematic/patient role and occupies either a subject position (as is the case with intransitive verbs, e.g. FALL, or with verbs used intransitively, e.g. BRAKE) or an object position (with verbs used transitively, e.g. FIND)
 
A third category includes verbs produced in the neutral signing space with two points of articulation and a movement path connecting them, as illustrated in figure (13).
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Figure 13. ‘To give’

 

 
 This last class of verbs show overt agreement with their arguments by altering one or both of their points of articulation. Verbs belonging to these last two categories display morphological subject and/or object agreement. As shown by Bahan (1996) for ASL, the signs for verbs move between the locations associated with discourse referents to specify grammatical relations. Subject and object morphological agreement is realized by moving the verb sign from the location associated with the subject to the location associated with the object. In the LIS example in (1), the agreeing verb GIVE starts in the location associated with the subject to end in the location associated with the object. In (1) the use of indices is employed to show this spatial verb agreement.7
 
 
	(1) TEACHERi CHILDk HOMEWORK iGIVEk 
‘The teacher gives the child the homework.’


 
Finally LIS features both null subject and null objects, as in (2). This is not surprising given the rich inflectional morphology illustrated above.
 
 
	(2) proi prok HOMEWORK iGIVEk 
‘He/she gives him/her/them the homework.’


 
Research on verb agreement in ASL have led Neidle et al. (2000) to claim that spatial locations are instantiations of overt person features8 (φ- features). Although further study in this direction needs to be carried out for LIS,9 a similar behaviour in the use of space and movement suggests that an analysis in this direction could be extended to Italian Sign Language.

 
2.1.2.2. Space and referentiality
 
LIS and other sign languages associate discourse referents with different locations in the signing space. If the referent is physically present during the discourse, it will be assigned the location in space it occupies. When it is absent, it will be assigned an arbitrary location. Once introduced in the discourse, further reference to it can be made by simply pointing in the direction of the location it has been assigned. This pointing towards a fixed abstract location has been assimilated into pronominal reference (see Volterra [1987] 2004; Pizzuto, Giuranna and Gambino 1990, a.o. for studies on pronominal reference in LIS; Meier 1990; Lillo-Martin 1995; Neidle et al. 2000, a.o. for similar studies on ASL). Pronominal signs,10 glossed ‘IX’, are realized with the index finger extended as shown in figure (14).
 
 
The sign orientation can be modified to produce a possessive marker, as in figure (15), thus identifying the referent as the possessor.
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 Figure 14. ‘He/she’
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Figure 15. ‘His/her’


 
Demonstrative pronouns are also employed. Lacking a deeper analysis of determiner phrases in LIS,11 we can simply say that the handshape of demonstratives closely resembles that of pronouns with the index finger extended, as in figure (14).
 
This strategy of associating referential entities with locations in the signing space avoids many ambiguities we find in spoken languages. While in the English sentence ‘Tom wrote to Peter and told him he had to work hard’, it is not clear which person has to work hard, this ambiguity would not be present in LIS since the different pronominals would be unambiguously associated with different points in space.


 
2.1.3. The non-manual component
 
Besides the movement of the hands, crucial information is conveyed by the activation of specific non-manual markings (henceforth NMMs). Facial expressions and head and upper body movements interact with the manual component in the production of the sentence. Due to their independent articulation, manual and non-manual components can be produced simultaneously. Different facial expressions and head and body movements can, furthermore, combine producing a multi-layered structure.
 
NMMs can have affective and linguistic functions.12 Carrying out the dual purpose of conveying affective and linguistic information employing the same channel, NMMs have been compared to intonation in oral languages (see Padden 1990; Reilly, McIntire and Seago 1992; Nespor and 
Sandler 1999, a.o.). The central role played by NMMs is the reason for the production of most signs near the signer’s face and also why interlocutors usually maintain eye contact when engaged in communication tasks (see Siple 1978; Baker and Cokely 1980; Bahan 1996).
 
As for LIS, an exhaustive description of the different NMMs is still lacking.
 
For the purpose of the present work, I will focus exclusively on linguistic NMMs, the presence of which is obligatory and widespread through different syntactic structures. The presence of linguistic NMMs is required by the grammar of sign languages. They are believed to mark specific syntactic boundaries, often being the only syntactic marker available. Following is a brief illustration of linguistic NMMs focussing on their lexical, adverbial and syntactic roles at sentence level.13
 
Some lexical signs require a specific NMM associated with them. In this case, the NMM is produced just over the manual sign and no further spreading is attested.14 The function of lexical NMMs seems to be completing the meaning of the manual sign. The manual and non-manual marking combine to form a single linguistic unit. In LIS, the sign PLEASE is required to be produced with an imploring expression. Signs for emotions and physical states also fall within this category: the sign TIRED is produced with half-open eyes. Also, signs denoting physical characteristics are produced with NMMs conveying a representation of the meaning of the sign. In the sign FAT the cheeks are puffed out and the arms move away from the body in a round shape.
 
In some cases, the NMM is the only distinctive feature of a minimal pair as in figure (16a) and (16b). In the sign for ‘to work’ (16a) the NMM is characterized by the mouthing of the first letter ‘l’ corresponding to the Italian word for work (‘lavoro’), while in (16b) the manual sign is accompanied by puffing out the cheek and releasing the air repeatedly. This NMM is responsible for the different interpretation of the sign, corresponding to the English word ‘loan’.
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 Figure 16a ‘To work’
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Figure 16b ‘Loan’

 

 
NMMs can combine with verb signs to carry out adverbial modification. The verb sign for ‘to see’, shown in figure (17), can combine with the lexical non-manual components characterized by raised eyebrows, the head moving backwards and the mouth suddenly opening and letting out air, thus producing a slight noise corresponding to a bilabial phoneme conventionally glossed ‘pa’. This combination conveys the meaning ‘to see suddenly’, as in figure (18).
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Figure 17. ‘To see’
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Figure 18. ‘To see suddenly’

 

 
 The extension of the NMM over the lexical material is commonly referred to as ‘spreading’. The spread of these specific adverbial NMMs (indicated in the glossing by a line over the sign it is co-articulated with) is confined to the verb sign, as shown in (3). As illustrated, there is no manual material conveying the adverbial information modifying the verb.
 
 
	(3) 
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Non-manual markings carrying out syntactic functions are the obligatory markers of different syntactic structures. Due to their sensitivity to syntactic domains, their spreading behaviour is different from that of lexical and adverbial NMMs. While the latter spread over single signs, syntactic markings may occur over phrasal domains. I follow NKMBL (2000) for ASL; Cecchetto, Geraci and Zucchi (2006, 2009) for LIS; Pfau and Steinbach (2005) for DGS; and Pfau and Quer (2007) for DGS and LSC, a. o., in claiming that non-manual syntactic markings are associated with syntactic features located in the heads of functional projections. Their distribution and intensity is therefore strictly connected to the syntactic domains they are associated with. To illustrate, the next section reports Geraci’s (2006) analysis of the non-manual syntactic marker associated with +neg in LIS.
 
In his work, Geraci (2006) observes that sentential negation in LIS may be manually expressed by the presence of one negative marker, the position of which is always sentence-final. He analyzes negative markers like NOT, NOT-YET, NEVER (4) and n-words, i.e. negative quantifiers like NOBODY and NOTHING (5) acting as arguments of the matrix verb.16
 
 
	(4) 
 
	GIANNI ARRIVE NOT 
‘Gianni has not arrived.’

 
	GIANNI ARRIVE NOT-YET 
‘Gianni has not arrived yet.’

 
	GIANNI ARRIVE NEVER 
‘Gianni has never arrived.’



 
	(5) 
 
	CONTRACT SIGN NOBODY 
‘Nobody has signed the contract.’

 
	PAOLO SIGN NOTHING 
‘Paolo has signed nothing/Paolo hasn’t signed anything.’
 




 
As appears from the translations provided for the glosses in (4) and (5), the presence of only one negative marker or n-word in a LIS sentence is able to negate the sentence. On the other hand, the presence of two negative elements within a sentence leads to ungrammaticality, as shown in (6) and (7).
 
 
	(6) 
 
	* GIANNI ARRIVE NOT NOT-YET
 
	*GIANNI ARRIVE NOT-YET NOT
 
	*GIANNI ARRIVE NOT-YET NEVER
 
	*GIANNI ARRIVE NEVER NOT-YET
 
	*GIANNI ARRIVE NEVER NOT
 
	*GIANNI ARRIVE NOT NEVER


 
	(7) 
 
	* GIANNI SIGN NOTHING NOT
 
	*GIANNI SIGN NOT NOTHING
 
	*CONTRACT SIGN NOT NOBODY
 
	*CONTRACT SIGN NOBODY NOT



 
Nor is it possible for two n-words to appear within the same sentence, as shown in (8).
 
 
	(8) 
 
	*SIGN NOBODY NOTHING
 
	*SIGN NOTHING NOBODY
 
	*NOBODY SIGN NOTHING
 
	*NOTHING SIGN NOBODY



 
As for the interaction with other elements making up the LIS sentence, negative markers and n-words cannot co-occur with the aspectual marker DONE, occurring in a postverbal position.17
 
 
	(9) 
 
	*GIANNI CAKE EAT NOT DONE
 
	*GIANNI CAKE EAT DONE NOT
 
	*GIANNI EAT DONE NOTHING
 
	*GIANNI EAT NOTHING DONE
 



 
 Although LIS does not have auxiliaries, it is possible to verify the position of negative markers with modals. Geraci provides the examples in (10), claiming that negation always follows modals in LIS.
 
 
	(10) 
 
	GIANNI CONTRACT SIGN CAN NOT 
‘Gianni can not sign the contract.’

 
	GIANNI CONTRACT SIGN CAN NEVER 
‘Gianni can never sign the contract.’

 
	GIANNI SIGN CAN NOTHING 
‘Gianni cannot sign anything.’

 
	CONTRACT SIGN CAN NOBODY 
‘Nobody can sign the contract.’




 
So far, negation seems to occupy the right periphery of the sentence in LIS. One last piece of distributional evidence, however, shows that wh elements (who, what, where, etc.) are the rightmost elements in a LIS sentence, and thus negation always precedes interrogative pronouns, as in (11).
 
 
	(11) 
 
	GIANNI SIGN NOT-YET WHAT 
‘What hasn’t Gianni signed yet?

 
	SIGN NOTHING WHO 
‘Who hasn’t signed anything?’




 
Let’s now address the main topic of this paragraph, namely, Geraci’s analysis of the distribution of the non-manual marking associated with +neg in LIS (indicated as neg-NMM). Like many syntactic domains, negation has a non-manual marking associated with it and roughly composed of lowered eyebrows and a side-to-side headshake. In the variety of LIS analyzed by Geraci, the neg-NMM is not able to negate a LIS sentence alone, as shown in (12).
 
 
	(12) 
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The neg-NMM obligatorily co-occurs with negative elements, as shown by the grammaticality of (13) and by the ungrammaticality of (14) where the negative elements occur with no neg-NMM.
 
 
	(13) 
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	(14) 
 
	*PAOLO CONTRACT SIGN NOT
 
	*PAOLO SIGN NOTHING



 
As Geraci observes, the neg-NMM only spreads over the negative sign, never extending over larger domains, as shown in (15).
 
 
	(15) 
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One relevant remark constituting an exception in the behaviour of neg-NMM is represented by the position of n-words in a LIS sentence. As already mentioned, n-words always occur at the right periphery of the sentence. However, as Geraci observes, n-words may also appear in argument position, as one would expect to find them. The argument position seems, nonetheless, to be a marked option for a LIS signer. A condition binds the possibility of n-words appearing in argument position, namely that the neg-NMM spreads over the n-words and rightwards over the remaining lexical material of the sentence. This is shown by the ungrammaticality of (16) where the NMM is confined to the n-words in argument position, and by the grammaticality of (17) where the NMM spreads rightwards.
 
 
	(16) 
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	(17) 
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 The spreading behaviour of the neg-NMM offers interesting evidence for the presence of syntactic movement (or in the relevant case, lack of syntactic movement). As Geraci claims, the spreading of the NMM takes place in order to permit the lack of any material in NegP (which he situates high in the structure between AgrP and TP). Specifically, the rightward spreading of the NMM connects the head and the foot of the neg chain by occurring over the manual material produced between the n-word argument position and the location in the structure where it should move in order to check its +neg feature (Spec, NegP according to Geraci).
 
The behaviour of the non-manual correlate of LIS negative structures exemplifies the fundamental role of NMMs in providing sign languages with a clear way of signaling syntactic domains and movement chains.
 
Having provided the reader with some basic information on the syntax of sign languages, I now illustrate the present knowledge of LIS syntax with regard to the three layers of structural representation, namely, the CP, IP and VP layers.


 
2.2. Representing LIS syntactic structure
 
Formal studies on Italian Sign Language are rather recent. In this section, I will try to sum up the understanding of the structural organization of LIS that linguists have gained so far. In order to do so, I will analyze each layer of clausal hierarchical organization: the CP layer, the IP layer, and the VP layer. For each structural layer, a tentative description and skeleton will be proposed.
 
Although there has been some debate18 as to the word order displayed by LIS, and a recent study19 using corpus data has pointed out the presence of both SOV and SVO orders driven by social and linguistic variables, there is now general consensus on the fact that LIS is a head-final language, i.e. a language whose complements precede their heads. Thus the informants consulted for this work reported the following subject, object, verb (SOV) unmarked order for a LIS sentence.
 
 
 
	(18) DOGi CATk iCHASEk 
 ‘The dog chases the cat.’


 
Before looking for more evidence for the head-final nature of LIS within the IP and the VP layer, let us consider the material sitting inside the CP domain.
 
2.2.1. The CP layer
 
The complementizer layer (CP) is functional in nature; that is, it is specified for non-thematic properties, and it is traditionally believed to carry out two relevant functions. (a) It signals the kind of sentence: a declarative, a question, an exclamative, a relative, a comparative, a hypothetical, etc. and allows selection as such by a higher structure. This is a property sometimes referred to as clausal Type (Cheng 1991), or specification of Force (Chomsky 1995). This function is typically carried out by free functional morphemes and operator-like elements such as relative and interrogative pronouns.
 
(b) It shows some kind of agreement with the IP (Inflectional Phrase), explained below. That is, some languages allow for the presence of free morphemes agreeing with the finite/nonfinite form of the verb in the inflectional phrase. In Italian, the functional morphemes per (‘to’) and di (‘of’) introduce a nonfinite verb, while che (‘that’) obligatorily co-occurs with a finite verb.
 
Property (b) is referred to as finiteness (Rizzi 1997). The CP layer also hosts topics and focalized elements. In light of the different functions carried out by the CP layer, Rizzi (1997) assumes it to host functional projections carrying out different specifications, namely, force, topic, focus, and finiteness. When the functional morphemes are overtly realized, they head the projection corresponding to their function while operator-like elements are believed to occupy a specifier position.
 
In LIS, formal studies on the CP layer are at an early stage. In his dissertation thesis, Brunelli (2011) investigates the left periphery of LIS in a comparative study with Sign Language of the Netherlands (Nederlandse Gebarentaal, or NGT). Brunelli proposes a universal antisymmetric structure of projections inside the CP reflecting the order of projections within the split-CP proposed by Rizzi (1997, 2001) assuming that raising movements are only possible towards the left periphery, as predicted by the antisymmetric structure with Specifier-Head-Complement configuration.
 
He observes that topicalized arguments, marked by raised eyebrows, occupy the left periphery of the sentence in LIS (19a) preceding affirmative, negative, imperative, polar and wh-interrogative clauses and that a LIS sentence can display more than one topic (19b) suggesting the presence of different topic projections.
 
 
 
	(19) 
[image: e9781501510373_i0036.jpg]



 
 He proposes that two topic projections are located above the interrogative zone, above WhPhrase and InterrogativePhrase: the higher TopicPhrase (TopP) is associated with the relevant topic NMM; the lower TopP hosts the d-linked lexical material of the wh-phrase and one TopP is located below the InterP. Example (20) provides a representation of the CP layer as proposed in Brunelli (2011).
 
 
	(20) 
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 He furthermore suggests that conditional clauses and relative clauses undergo topicalization towards the left periphery.
 
While the presence of free functional morphemes do not seem to be attested, recent studies on LIS wh-questions (Cecchetto, Geraci and Zucchi 2009; Brunelli 2011), and on the strategies of relativization in LIS (Cecchetto, Geraci and Zucchi 2006; Branchini and Donati 2009; Brunelli 2011) shed some light on the position of wh-interrogative elements and relative operators inside the CP layer. In the next sections, I briefly review the studies on LIS wh-questions and relative clauses, providing a provisional tree for the CP layer in LIS which this work adopts when discussing the data on relativization and clefts.
 
2.2.1.1. Interrogative pronouns
 
In their work on wh-interrogatives, Cecchetto, Geraci and Zucchi (2009) detect specific signs, equivalent to the wh-interrogative pronouns employed by spoken languages, always occurring at the right periphery of the sentence, as shown in (21) and (22).
 
 
	(21) 
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	(22) 
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Wh-phrases appear to be the most peripheral element of the clause, obligatorily following time adverbials (23), negatives (24), and aspectual markers (25).
 
 
	(23) 
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	(24) 
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	(25) 
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 If the wh-element has an overt NP restriction, i.e. ‘which apple’, the former will always appear at the right edge of the sentence, while there are three options for the NP: (i) it can remain in situ (26), (ii) it can be realized at the right periphery preceding the wh-determiner (27), or (iii) it can be doubled (28). No doubling of the wh-element is ever attested (29).
 
 
	(26) 
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	(27) 
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	(28) 
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	(29) *SARA APPLE WHICH EAT APPLE WHICH

 
LIS wh-questions are associated with a specific NMM roughly composed of lowered eyebrows and obligatorily spreading over the wh-phrase. The non-manual spreading may also occur over other signs.
 
When the wh-phrase is the object of the sentence, the wh-NMMs cannot spread over the subject, as shown in (30).
 
 
	(30) 
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When the wh-phrase is the clausal subject, the wh-NMMs may optionally spread over the whole sentence, as in (31).20
 
 
	(31) 
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The generalization governing the spreading of the wh-non-manual correlate seems to be connected to the argumental interpretation of the wh-phrase. The non-manual spreading in heavy discourse-linked expressions confirms such a hypothesis. In this case, in fact, wh-phrases can remain in situ. When they do, the NMM obligatorily spreads over the entire sentence if the wh-phrase is the clausal subject (32), while it spreads over the wh-element and over the 
material following it, but not over the subject, if the wh-phrase is the clausal object (33).
 
 
	(32) 
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	(33) 
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 Cases of reduplication of the wh-phrase have been noticed in Brunelli (2011); Geraci and Bayley (2011); and Geraci et al. (in prep), and an analysis of the phenomenon is provided in Branchini, Cardinaletti, Cecchetto, Donati and Geraci (2013). In these (marked) wh-interrogative sentences, two identical wh-elements occupy a strict sentence-initial and final position, as illustrated in (34).
 
 
	(34) 
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As for unmarked LIS wh-questions, Cecchetto, Geraci and Zucchi (2009) argue for a derivation of the wh-phrase moving from its base position, within IP, to Spec, CP, which they claim is on the right in LIS.21 Three main facts lead Cecchetto et al. to suppose that Spec, CP is on the right: (a) when not discourse-linked, the wh-phrase is always the rightmost peripheral element in the clause, as in (35); (b) the wh-phrase cannot occupy the C° head position (being that LIS a head-final language, this would be compatible with the observed data) because it is a phrase; (c) when discourse-linked, wh-phrases occur in situ and spreading of the NMM is to the right, thus suggesting that it connects the head and the foot of the wh-chain, the latter being placed on the right.
 
 
	(35) 
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In order to explain Spec, CP’s rightward location, Cecchetto, Geraci and Zucchi (2009) suggest a modality-driven implementation based on linearization facts and on the presence of non-manual marking.
 
 
 Their explanation capitalizes on the assumption that the spreading of the wh-NMM in LIS marks a wh-dependency connecting a Probe, the wh-feature in the head of COMP, and its Goal, namely the position of the wh-phrase overtly or covertly moving to Spec, CP. In LIS, the wh-dependency may be marked only by movement of the wh-phrase to Spec, CP, by the spreading of the wh-NMM when the wh-phrase remains in situ, or by both devices. Because LIS a head-final language, the C° head is on the right. It is for this reason, they claim, that in LIS the linearization algorithm is forced to linearize the specifier of CP to the right, rather than to the left, to allow the wh-dependency to take place by linking the argument position of the wh-phrase to the C° head position where the wh-feature is located. Were it otherwise, i.e. were the Spec, CP placed on the left, the wh-NMM would connect the two positions occupied by the wh-phrase while failing to mark the wh-dependency between the Probe, C°, and its Goal, the wh-phrase base position.
 
The spreading pattern of the NMM is consistent with the generalization claimed above. More specifically, it accounts for the connection of the C° position, where the abstract wh-feature is checked, with the matching feature located in the base position of the wh-phrase within the sentence. The overt movement of the wh-phrase to Spec, CP connects the two positions of the wh-chain; thus non-manual spreading is not obligatory. Whenever the wh-phrase occurs in situ, the non-manual spreading is the only way of connecting the head and the foot of the wh-chain. In this case, the wh-NMM obligatory spreads over the lexical material intervening between the wh-phrase and Spec, CP. The impossibility of spreading over the subject in sentences like (33) receives the following explanation: the wh-phrase in object position is located after the subject, and spreading starts from the object moving rightwards covering the intervening material between the object and C°. Thus the subject is out of reach.
 
Brunelli (2011) takes a different stand on the position of the specifier hosting wh-phrases in LIS, suggesting that the surface position of wh-phrases at the right periphery of the sentence only apparently requires rightward movement.
 
Within the structure of the split-CP he proposes, he submits that the higher wh-projection (WhP) hosts the wh-NMM and the lower wh-projection (FocP) hosts the lexical wh-phrases when they raise from within the IP.
 
In accordance with Kayne’s (1994) antisymmetric structure, the surface position of wh-phrases is derived by subsequent leftward movements of the wh-phrase to Spec, FocP and by remnant movement of the IP to Spec, TopP above the FocP, thus obtaining the desired linear order.
 
 
 In this work, I shall adopt Cecchetto, Geraci and Zucchi’s (2009) proposal of the specifier of the projection hosting wh-phrases (be it CP or, in a split-CP à la Rizzi, WhP) being located on the right.
 
The discussion on wh-clauses in LIS has provided a piece of information on the structure of the CP layer and the location of wh-phrases. A further contribution comes from the analysis on LIS relativization strategies carried out by Cecchetto, Geraci and Zucchi22 (2006) and Brunelli (2011), to which I shall now turn.

 
2.2.1.2. Relative pronouns
 
 Cecchetto et al. (2006) have identified a structure23 in LIS equivalent to a relative construction. It is a bi-clausal structure composed of a dependent clause and a main clause. What is relevant for the present description is that the dependent clause contains a sign Cecchetto et al. gloss ‘PROREL’, realized at the right edge of the dependent clause, as shown in (36).24
 
 
	(36) 
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Cecchetto et al. analyse the sentence in (36) as a correlative construction25 and the sign PROREL as a correlative marker, i.e. a relative pronoun, base-generated at the right of the head of the relative clause and moved rightwards to Spec, CP.
 
A different analysis of LIS relatives is provided by Brunelli (2011), who identifies the presence of externally-headed and internally-headed relative clauses (EHRCs and IHRCs).26
 
Brunelli accounts for the observed data on the basis of Cinque’s (2005, 2008) unified structure deriving relative clauses and within Kayne’s (1994) antisymmetric approach. In a nutshell, he analyses the sign that Cecchetto et al. refer to as PROREL as an anaphoric demonstrative that may: (i) occupy an situ position within the relative IP; (ii) raise outside the relative IP followed by remnant movement of the relative IP stranding it in final position, thus patterning with wh-interrogative clauses; (iii) raise with the NP head of the relative clause in EHRCs. As suggested for wh-interrogative clauses, movement is always to specifier positions on the left banning rightward movement.
 
In this work, I assume that Cecchetto et al.’s (2006, 2009) proposal of Spec, CP being placed on the right results from their analysis of two 
constructions in LIS, namely wh-interrogative and relative clauses, thus including this piece of information in the tentative skeleton of LIS CP structure I shall provide in the following section.

 
2.2.1.3. Representing the CP layer
 
 The structure sketched in (37) is a preliminary representation of the CP layer in LIS, in a split-CP à la Rizzi (1997).
 
I depart from Kayne’s (1994) antisymmetry in supposing LIS to display all heads of projections on the right, as proposed for head-final languages.
 
I adopt Brunelli’s (2011) proposal of different topic projections (whose exact number and position need to be further investigated; for the time being I assume two topic projections) and of a focus projection selecting the Fin phrase. I further follow Cecchetto, Geraci and Zucchi (2006, 2009) in assuming a projection (WhP in the structure) hosting the wh-phrase (and the relative pronoun in Cecchetto et al.’s 2006 analysis) in its specifier located on the right.
 
 
	(37) 
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2.2.2. The IP layer
 
As elsewhere illustrated,27 there are reasons to believe that LIS possesses functional projections associated with agreement features.28 However, lacking an in-depth investigation of the agreement system of LIS, I will not provide a structural representation of the agreement projections making up the IP layer.
 
The head-final character of LIS is confirmed within the IP layer by the post-position of functional categories. As with other sign languages, the literature on LIS29 agrees on the fact that LIS does not have auxiliaries. However, LIS displays some other elements, presumably occupying the head of functional projections, all occurring after the verb. Modals are post-verbal, as illustrated in (38).
 
 
	(38) DOG CAT CHASE CAN 
‘The dog can chase the cat.’


 
I follow Geraci (2006) and Cecchetto, Geraci and Zucchi (2006, 2009) and assume that modal verbs in LIS occupy the head of the functional projection I°.
 
The sign glossed as DONE conveys the meaning that the event has been completed. It can mark both present30 and past events and it occupies a post-verbal position, as illustrated in (39). Zucchi (2003) and Zucchi et al. (2010) analyse DONE as an aspectual marker.31 Following Cecchetto, Geraci and Zucchi (2009), I will assume that it is located in the head of the functional projection AspP.
 
 
	(39) DOG CAT CHASE DONE 
‘The dog has chased the cat.’


 
As already discussed, negation in LIS, both in the form of negative markers (40) and of n-words (41), also follows the verb.32
 
 
	(40) 
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	(41) 
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Temporal information in the form of an independent manual sign can be absent from the sentence when already determined in the context of discourse; otherwise, time adverbials can be employed and they obligatorily occupy a sentence-initial position, as in (42).
 
 
	(42) YESTERDAY DOG CAT CHASE DONE 
‘Yesterday the dog chased the cat.’


 
Following Cecchetto, Geraci and Zucchi (2009), I will locate time adverbials in an IP left-adjoined position.
 
Finally, I assume that the clausal subject raises from its base position in Spec, VP to occupy Spec, IP. Such assumption is motivated by a theory-related reason, namely, the consideration contained in Chomsky (2000) that IP is universally specified for an EPP feature posing the constraint on its specifier to be obligatorily filled by the subject. The subject raises to Spec, IP also to enter in a checking relation with I°, to check its φ-features in a Spec-Head configuration and receive nominative case.
 
Having spelled out the relevant elements occurring in the IP layer, let’s now try to locate them in the structure by analyzing their distribution in the sentence.
 
It seems that modals and the aspectual marker DONE cannot co-occur in the same sentence, as shown in (43ab).
 
 
	(43) 
 
	*DOG CAT CHASE DONE MUST
 
	*DOG CAT CHASE MUST DONE 
‘The dog must have chased the cat.’




 
The same restriction holds for DONE and negation:33
 
 
	(44) *DOG CAT CHASE DONE NOT 
‘The dog has not chased the cat.’34


 
The co-occurrence of negation and modals allows us to locate the former in a higher position. As appears in Geraci’s (2006) analysis, negation in LIS is rather high in the structure following both the verb and the modal, as illustrated in (45).
 
 
	(45) 
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I will finally assume the proposal made in Geraci (2006) that negative elements sit in the specifier of NegP placed on the right, as previously claimed by Cecchetto, Geraci and Zucchi (2009) for Spec, CP.
 
The tree structure provided in (46) reproduces all the data illustrated in this section and located in the IP layer in LIS.
 
 
	(46) 
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2.2.3. The VP layer
 
Three elements remain to be located in the structural representation of a LIS sentence: namely, the object, the verb, and manner adverbs. Starting from the last of these, the distribution data in (47) show that elements like ON-TIME follow the verb but precede the aspectual marker DONE, modals and negation.
 
 
	(47) 
 
	ANNA LEAVE ON-TIME DONE 
‘Anna has left on time.’

 
	ANNA LEAVE ON-TIME MUST 
‘Anna must leave on time.’

 
	ANNA LEAVE ON-TIME NOT 
‘Anna did not leave on-time.’
 




 
 I follow Cecchetto, Geraci and Zucchi (2009) and assume that manner adverbs are right-adjoined to VP, while the object of a LIS sentence surfaces as the internal argument of V°. A proposal for the internal structure of the VP layer is given in (48).
 
 
	(48) 
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2.2.4. The Determiner Phrase (DP)
 
Investigation on the internal structure of the nominal domain in LIS is very recent (see Bertone 2007, 2008, 2009a, 2009b, 2011; Bertone and Cardinaletti 2011; Mantovan 2011). I will here briefly present some general facts characterizing nominal elements in LIS. The evidence here presented will be relevant for the analysis of LIS relative structures and cleft constructions carried out in the second and third part of this work.
 
According to recent studies on the nominal domain (see Abney 1987 and subsequent work), a nominal phrase is headed by a series of functional projections, the topmost of which is a determiner.
 
The literature on sign languages presents contrasting views on the DP domain, ranging from the claim that sign languages lack determiners (De Vriendt and Rasquinet 1989) to proposals on which signs produced with the index finger pointing towards a specific direction in either pre- or post-nominal position are determiner elements (Hoffmeister 1977; Kegl 1977; Wilbur 1979). Some studies on ASL (an head-initial language) instead treat pre-nominal and post-nominal pointing signs differently. Only the former are analyzed as determiner-like elements while the latter are interpreted as locative adverbs (Bahan et al. 1995; MacLaughlin 1997; Neidle et al. 2000). As for LIS, there is evidence for the presence of a rich system of determiners. What follows is a preliminary survey of some LIS data concerning the DP domain.
 
 
2. 2. 4.1. Identifying D heads in LIS
 
 LIS displays the following determiner-like elements:
 
 

 
a. pronouns and demonstratives
 
 

 
Pronominal elements (glossed IX) and demonstratives (glossed DEM) display the same handshape, an extended index finger, and are therefore hardly distinguishable. LIS determiners do not seem to display information for gender and case features, but they display a different movement encoding information for number and person specification.35
 
 
	(49) IX-3 SOCCER PLAY 
‘He/she plays soccer.’

 
	(50) CHILDRENi DEMi SOCCER PLAY 
‘These children play soccer.’


 
Both pronouns and demonstratives may appear as pronominal elements, as shown in (49) for pronouns and in (51) for demonstratives.
 
 
	(51) DEM SOCCER PLAY 
‘These play soccer.’


 
LIS does not seem to distinguish between ‘this/these’ and ‘that/those’ except for the index finger pointing towards a position far from the signer, thus introducing a distal demonstrative ‘that/those’, and a position next to the signer thus introducing a nearby referent ‘this/these’.
 
 

 
b. numerals
 
 
	(52) CHILDRENi FIVEi SOCCER PLAY 
‘Five children play soccer.’


 
c. quantifiers
 
 
	(53) CHILDRENi ALLi/MANYi/EACHi SOCCER PLAY 
‘All/many/each child(ren) play(s) soccer.’


 
d. possessives36
 
 
	(54) CHILDREN POSS-2 SOCCER PLAY 
‘Your children play soccer.’
 


 
 The determiner elements illustrated above co-refer with the referent they identify. This is shown in the glosses by co-indexation. When the sign for the referent is produced in the signing space, the determiner agrees in space with it by being signed in the same spatial location; if the sign is instead produced on the signer’s body, a conventional spatial location is selected.

 
2.2.4.2. Distribution of D-like elements in the sentence
 
The determiner-like elements illustrated above occupy a post-nominal position when occurring with an NP, this being further evidence for the head-final nature of LIS. A pre-nominal position is also attested, as in (55) below, but the preferred position for all of this study’s informants (see section 5.3.4) is Noun Determiner.
 
 
	(55) 
 
	DEMi CHILDRENi SOCCER PLAY 
‘These/those children play soccer.’

 
	ALLi CHILDRENi SOCCER PLAY 
‘All children play soccer.’




 
While elements like pronouns and demonstratives are unequivocally considered determiner-like elements, their coordination with possessives, numerals, and quantifiers confirms that demonstratives belong to the same DP category. This is illustrated for LIS in (56).
 
 
	(56) 
 
	ALESSANDRA VIDEO CLIP POSS-3 VIDEO CLIPi DEMi CORRECT DONE 
‘Alessandra has corrected his/her video clip and that video clip.’

 
	ALESSANDRA BOOKi DEMi PENk ALLk TAKE DONE 
‘Alessandra has taken that book and all the pens.’

 
	ALESSANDRA CATi DEMi DOGk FIVEk HAVE 
‘Alessandra has got that cat and five dogs.’





 
2.2.4.3. Reduplication of D heads
 
As illustrated above, LIS displays different elements occupying the head of the DP.
 
A peculiarity of LIS (and other sign languages) is the possible reduplication of the D head through what I will here roughly define as a deictic 
marker, assuming the configuration of a pronominal element or demonstrative, therefore labeled ‘IX’. Reduplication of the DP in LIS seems to be an option for both simple and complex sentences. To illustrate, in a simple sentence, reduplication takes place both with a DP in situ as in (57) and with a dislocated DP as in (58).
 
 
	(57) MARIAi IXi PAOLO MEET DONE 
 ‘Maria (she) has met Paolo.’

 
	(58) 
[image: e9781501510373_i0059.jpg]



 
In (58) the reduplicated D might be considered a resumptive pronoun as generally found in clitic left dislocation; the peculiarity of LIS is that such a strategy seems also to be at play with in situ constituents.37 In chapter 6, we will see how such reduplication is productive also in complex sentences.
 
Finally, as is the case in many languages, different determiner-like elements may co-occur with only one nominal element. When this happens, ordering constraints seem to govern the position of the various heads according to the following hierarchy of appearance: possessives>numerals> demonstratives/pronominals>quantifiers.38
 
More specifically:
 
 

 
a. when post-nominal, possessives precede all other heads: numerals (59a), demonstratives/pronominals (59b), quantifiers (59c).
 
 
	(59) 
 
	a. SON POSS-1 THREE ICE-CREAM LIKE 
‘My three sons like ice cream.’

 
	a’. *SON THREE POSS-1 ICE-CREAM LIKE
 
	b. BOOKi POSS-1 DEMi/IXi IX-1 READ DONE 
*‘I read this/it my book.’

 
	b’. *BOOKi DEMi/IXi POSS-1 IX-1 READ DONE
 
	c. SONi POSS-1 ALLi ICE-CREAMi LIKE 
‘All my sons like ice cream.’

 
	c’. *SONi ALLi POSS-1 ICE-CREAM LIKE



 
b. Numerals follow possessive D heads (59a) but precede all other D heads: demonstratives/pronominals (60a) and quantifiers (60b).
 
 
 
	(60) 
 
	a. CHILDRENi THREEi DEMi/IXi ICE-CREAM LIKE 
 ‘These/the three children like ice cream.’

 
	a’. ??CHILDRENi DEMi/IXi THREEi ICE-CREAM LIKE39
 
	b. CHILDRENi TWELVEi ALLi ICE-CREAM LIKE 
‘All twelve children like ice cream.’

 
	b’. *CHILDRENi ALLi TWELVEi ICE-CREAM LIKE



 
c. Demonstratives/pronominals follow possessives (59b) and numerals (60a) but are preferred in a position preceding quantifiers (61).
 
 
	(61) 
 
	CHILDRENi DEMi/IXi ALLi ICE-CREAM LIKE 
‘All these/they children like ice cream.’

 
	??CHILDRENi ALLi DEMi/IXi ICE-CREAM LIKE



 
d. Quantifiers tend to appear after other D heads.
 
 

 
The data on the DP in LIS seem to confirm the validity of Greenberg universal 20.

 
2.2.4.4. Naked NPs
 
NPs may also occur without any determiner; in this case the definite/indefinite specification is retrieved from the context. Sometimes both readings are possible, as shown in (62).
 
 
	(62) BOY BOOK READ 
‘A/the boy reads a/the book.’



 
2.2.4.5. Heavy NPs
 
As briefly mentioned above, although D heads are preferred in a post-nominal position, determiners occurring before nominal elements are also attested as an accepted variant. It is interesting to observe that the position of determiners taking a heavy NP (i.e. an NP containing a large amount of phonological material) as their complement is more restricted to a post-nominal position according to the ordering constraints illustrated above. In (63) the determiner THREE selects the complex NP ‘sisters of my friend’ 
and in (64) the determiner ALL selects the complex NP ‘my friend’s sons’. The relevant determiners are fully acceptable in a post-nominal position (the a. examples) and hardly acceptable in a pre-nominal position (the b. examples). Such contrast in acceptability between the a. and the b. examples confirms the head-final nature of LIS. If, contrary to facts, LIS showed no preference between the NP D and the D NP ordering constraint, as seemed to appear in (55), we shouldn’t observe any contrast in the ordering possibilities of the determiners represented in the examples below and this would provide evidence for the free order of the elements within the Determiner Phrase.
 
 
	(63) 
 
	FRIENDk POSS-1 SISTER POSS-3k THREE MARRY DONE 
 ‘Three sisters of my friend are married.’

 
	??THREE FRIENDk POSS-1 SISTER POSS-3k MARRY DONE


 
	(64) 
 
	FRIENDk POSS-1 SONi POSS-3k ALLi LEAVE DONE 
‘All my friend’s sons have left.’

 
	??ALLi FRIENDk POSS-1 SONi POSS-3k LEAVE DONE




 
2. 2. 4. 6. Summing up LIS DP
 
The data presented in section 2.2.4 seem to point towards the presence in LIS of a rich system of determiner heads overtly or covertly realized. Although determiner heads display some freedom in their superficial position, the signers’ preferred post-nominal position as well as the strict post-nominal location of determiners taking heavy NP complements confirm the head-final nature of LIS. Although a far deeper analysis of the DP structure in LIS is needed, I propose a representation of the nominal elements in terms of DPs.


 
2.2.5. A structure
 
In trying to unify all the information I have gathered on the internal clausal structure of LIS, I offer in (65) a tentative skeleton comprehensive of the three structural layers analyzed above. The structure in (65) is only a partial analysis of the sentence-internal structure of LIS. Many domains remain to be investigated and some assumptions need to be verified by further research. The tree structure here proposed is therefore not conclusive, but open to corrections as more issues are investigated.
 
 
 
	(65) 
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2.3. Introducing relative and cleft constructions in LIS: the challenges
 
 As widely discussed in the literature on spoken languages (see chapter 7 for a detailed discussion), relative and cleft constructions are syntactic structures traditionally discussed together and compared as they seem to display some superficial similarities. One similarity concerns the employment, in many European and Asian languages, of the same relative pronouns and complementizers introducing the dependent clause of both constructions. This occurs to such an extent that many researchers, following one of the two main analyses proposed to derive cleft constructions, e.g. the extraposition analysis, interpret the dependent clause of cleft constructions as a relative clause.
 
Notwithstanding their superficial similarities, the interpretation of relative and cleft constructions is very different, and according to many proposals, their structural representation also differs greatly.
 
Turning to LIS, we may already anticipate that relative and cleft structures do, likewise, present some similarities. Above all, the same sign, conventionally glossed PE, plays a crucial role in both constructions and its syntactic nature seems to be that of a determiner univocally identifying the referent it agrees with. A further element that might equate the two syntactic constructions is the employment of similar NMMs over the initial portion of the sentence.40 To illustrate, (66a) exemplifies a relative clause and (66b) a cleft construction in LIS.
 
 
	(66) 
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However, as discussed in chapter 6 for relative clauses and in chapter 8 for cleft constructions, the two phenomena display very different syntactic properties and semantic interpretations. Among them, the dependent clause of LIS relative constructions has nominal features while the dependent clause of LIS clefts does not; the sign PE may occupy two different positions within the relative clause (next to the NP head or a relative clause-final position) while it always follows the clefted constituent in clefts; the head of the relative clause can only be a NP while the clefted constituent can be of different syntactic categories.
 
 
Such differences cannot be adequately explained within the framework of a simple analysis but call for a deeper investigation by comparing the LIS data against the theoretical and typological discussion of relativization and clefts addressed in chapter 3 and 7 respectively.

 
2.4. Summary
 
 This chapter was thought of as an introduction to the syntax of sign languages for readers not acquainted with languages in the visual-gestural modality. It furthermore intended to sum up the present understanding of the syntactic structure and hierarchical organization of Italian Sign Language. In order to reach this goal, § 2.1 was devoted to describing the internal structure of signs and illustrating some modality-specific syntactic characteristics, such as the linguistic use of space and movement and the simultaneous realization of manual and non-manual components. In § 2.2 I tried to sum up the contribution of recent formal research on LIS by presenting a unified perspective on the internal organization and structure of LIS in the three structural layers of the CP, IP, and VP domains. Finally, § 2.3 briefly presented LIS relative and cleft constructions and the challenges they pose, calling for a cross-linguistic discussion of the phenomena in world languages.
 
The third chapter will temporarily depart from the discussion on sign language to introduce one of the main topics of this work, i.e. relativization structures.


 



Part II
 
On Relativization
 
 
 





Chapter 3
 
Relativization strategies in spoken languages
 
Introduction
 
 Relative constructions have always attracted the interest of linguists starting from the earliest studies in generative grammar. This chapter aims at reaching a tentative understanding of the concept of relativization which is able to account for the different relativization strategies attested in world languages, thus providing the necessary theoretical background against which to analyze the LIS data on relativization.
 
In § 3.1, I propose a general definition of relative clauses41 covering the different syntactic and semantic typologies attested across languages. Next, § 3.2 illustrates the constitutive elements of relative structures, while § 3.3 presents the core properties of internally-headed relative clauses (IHRCs), externally-headed relative clauses (EHRCs), free relatives and correlative clauses. In § 3.4, relative clauses are characterized according to the nature of their semantic interpretation. A three-way distinction is made between restrictive, non-restrictive and maximalizing relative clauses. Section § 3.5 addresses the structural representation of the relativization strategies presented in § 3.3. and § 3.4. In § 3.5.1 the head raising analysis is applied to derive headed relative clauses, i.e. EHRCs and IHRCs. The vast literature on free relatives and correlative clauses is hence introduced. Free relatives are analyzed against a recent approach by Donati (2000, 2006) within the head raising analysis. As for correlative clauses, two proposals for the structural representation of Hindi correlative clauses are discussed, namely Dayal’s (1991) and Bhatt’s (2003). Finally, the semantic types of restrictive and non-restrictive relative clauses are also provided a structural representation in § 3.5.1.5, and then § 3.6 sums up the relevant discussion.

 
3.1. Defining relativization
 
Let us consider the following sentences:
 
 
	(67) The woman who dances in the garden works with John.
 
 
	(68) 
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	(69) Who screams will be punished.
 
	(70) 
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 Examples (67) through (70) are instantiations of relativization. All sentences are composed of a matrix and dependent clause (that I shall refer to as the relative clause) but greatly differ in their syntax (and semantics). The aim of this section is to provide a definition of relativization able to hold for the sentence types provided above. In order to do so, I shall try to isolate the properties shared by the different syntactic structures employed by various languages and qualifying as relative constructions.
 
Some attempts in this direction have been made in the previous literature. Downing (1978: 378) recognizes the difficulty of relying upon syntactic terms to reach a general definition of relative clauses and proposes semantic notions such as co-reference and assertion. These two semantic notions can be applied to the dependent clause of a relative construction displaying co-reference between elements internal and external to it and asserting something of a referent. To illustrate, the sentence in (71) is a bi-clausal sentence composed of the matrix clause the child is homesick and the dependent clause who sings in the woods. In (71), the child is a definite nominal belonging to the matrix clause and who is a relative pronoun referring to it and belonging to the dependent clause.
 
By applying to the dependent clause the semantic notions suggested by Downing, we can say that the NP child is not just the subject of the matrix clause but also the referent of the action expressed by the predicate of the dependent clause, sing. Furthermore, the dependent clause asserts something of the referent child contained in the matrix clause.
 
 
	(71) The child who sings in the woods is homesick.

 
The concept of modification is also largely employed when characterizing relative clauses but, since this universal notion can only be applied to a small 
 set of relative clauses,42 it cannot be employed in a general definition. De Vries (2002: 14) proposes the definition in (72) that is both syntactic and semantic.
 
 
	(72) 
 
	A relative clause is subordinated.
 
	A relative clause is connected to surrounding material by a pivot constituent.



 
 According to de Vries, the pivot is a constituent semantically shared by both clauses of the bi-clausal relative construction. Three possibilities may be realized. The pivotal element can be overtly realized only in the matrix clause. In this case, the relative clause contains a phonological gap in the position where the pivot is interpreted, a position that may be filled by a relative pronoun. In (67) the pivotal element is woman and is overtly realized in the matrix clause; the dependent clause contains a phonological gap in place of the missing pivot and a relative pronoun who. Differently, as in (68), the pivot constituent so is realized only in the dependent clause while the matrix clause contains a phonological gap which is filled by the dependent clause ne ye so min ye.
 
If the dependent clause is, instead, preposed to the matrix clause, the latter contains a demonstrative, us as in (70).
 
Grosu (2002: 145) accepts de Vries’ definition but discards the terms pivot (which he substitutes with antecedent) and semantic sharing, considering them not precise enough. His proposal is reported in (73).
 
 
	(73) 
 
	A relative clause is subordinated.
 
	A relative clause includes, at some level of semantic representation, a variable that ultimately gets bound in some way by an element of the matrix.



 
In Grosu’s terms, the variable bound in some way “[..] purports to subsume ‘discourse binding’, that is the relation that obtains between a free variable and an antecedent that does not c-command it, and ‘syntactic binding’, which involves binding of a variable by a c-commanding element”. Grosu traces the distinction between ‘discourse binding’ and ‘syntactic binding’ to the different semantic interpretations relative clauses receive.43
 
Let’s consider now the following structures.
 
 
	(74) 
 
	I asked the girli to come [although you don’t like heri].
 
	I asked heri/k to come [although you don’t like the girli].
 


 
	(75) 
[image: e9781501510373_i0064.jpg]


 
	(76) [When you forgot the suitcasei] I looked after thati.

 
 The definitions given in (72) and (73) wrongly predict that sentences (74) through (76) are relative constructions. As a matter of fact, the sentences: (i) contain a subordinate clause (within squared brackets), and (ii) include a constituent semantically shared by both the matrix and the subordinate clause. Such a pivotal constituent (girl in (74); Maria in (75); suitcase in (76)) can be realized in the matrix clause, while the subordinate clause contains a variable (her) that gets bound to the pivotal element, as in (74a). The pivot can otherwise be realized in the subordinate clause, and the matrix clause can contain a variable bound by it, as in (74b). Alternatively, the pivot appearing in the matrix clause corresponds to a phonological gap in the subordinate clause, as in the Italian example in (75) where the gap is glossed as ‘e’. When the subordinate clause containing the overtly-realized pivot is preposed to the matrix clause, as in (76), this latter may display a demonstrative co-referent with the pivotal element.44
 
The definition of what a relative clause is, needs to be made more restrictive in order to rule out sentences (74) through (76) as relative constructions. The following are some considerations that might be useful for a new tentative definition of relative clauses.
 
 
	(a) Grosu’s claim that relative clauses include a variable that gets bound by an element of the matrix clause either by ‘discourse binding’ or by ‘syntactic binding’ is not restrictive enough.
 
	(b) Likewise, de Vries’ concept of semantic sharing does not seem to be restrictive enough to characterize the relation between the pivotal element and the two clauses. Rather, such a relation should be defined in terms of a syntactic relation that the pivotal element entertains with both clauses.
 
	(c) Assuming that the pivotal element (let’s suppose of category NP) is syntactically, not just semantically, shared45 by the two clauses, e.g. it is the syntactic subject of both clauses as in (71) above, the phonological gap occurring in the clause lacking its overt realization cannot be filled by a relative pronoun or by any other D-like element,46 as claimed in de Vries (2002). Rather, the D heads appearing in the clause lacking the pivot’s overt realization behave like heads missing their NP complement.47 To clarify, we can consider the sentence in (74a) reproduced 
here as (77a). In (77a), the variable her in the dependent clause is bound by girl occurring in the matrix clause in the same way as the relative pronoun which is bound by the NP horse in (78a). However, in (77a) where girl is only semantically, not syntactically, shared by the two clauses, the two elements (girl and her) cannot co-occur in the same clause, as shown by the ungrammaticality of (77b). This is so because her is the syntactic object of the dependent clause as girl is the syntactic object of the matrix clause; thus the object position of each clause is already filled.

 
 In relative constructions, however, where the relation holding between the pivotal NP and the two clauses is of syntactic sharing, the NP carries out a syntactic role in each clause48 and may co-occur either with a determiner in the main clause or with a (optional) relative pronoun in the subordinate clause, therefore proving to be the only element able to fill the phonological gap,49 and to carry out the syntactic role. Moreover, the determiner in the matrix clause and the relative pronoun in the dependent clause behave like D heads taking the pivot NP as their complement thus forming a DP constituent. This is shown by the grammaticality of (78a) where the pivot horse surfaces in the matrix clause following a determiner, and by (78b) where the pivot so is realized inside the subordinate clause next to the relative pronoun min.
 
 
	(77) 
 
	I asked the girli to come [although you don’t like heri].
 
	*I asked (the) e to come [although you don’t like her girl].


 
	(78) 
[image: e9781501510373_i0065.jpg]
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	(d) That semantic sharing does not accurately define the relation between the pivot and the two clauses of a relative construction is further shown by the following consideration. Deleting the complementizer of a subordinate clause like (74a) gives the clause the status of a grammatical independent sentence51 which can be produced in isolation, as in (79). However, by deleting the C head of a relative clause (80a) or by spelling out the relative clause containing the variable which (80b) in isolation, the sentence is ill-formed. This is so because the argument of the 
 predicate is missing, i.e. the pivotal NP spelled out in the matrix clause and here represented as a phonological gap.

 
 
	(79) [[image: e9781501510373_i0066.jpg] you don’t like her].
 
	(80) 
 
	*[[image: e9781501510373_i0067.jpg] I saw e].
 
	*[which I saw e].



 
 Following this line of reasoning, I suggest the following definition for a relative clause.
 
 
	(81) 
 
	A relative clause is a dependent clause.
 
	A relative clause is connected to the matrix clause by a syntactically and semantically shared pivotal element. Such a pivot can be overtly realized in either one of the two clauses, in both of them or in neither one of them.



 
Example (81) aims at unifying the different relativization constructions under a common definition. In § 3.3 we will verify if (81) is able to subsume the characteristics of the different syntactic typologies implementing relativization across languages. In (81a) the substitution of subordinate clause with dependent clause is two-fold. It is neutral on the syntactic analysis of relative clauses, and it attempts to cover relative clauses that are believed not to be subordinated to the main clause, namely correlative clauses.52 The concept of syntactic sharing proposed in (81b) refers to the intuition that the pivotal element does not entertain just a semantic relation with the matrix and the dependent clause by binding the variable appearing in the other clause. Rather, it suggests that a single pivotal element overtly or covertly occupies both positions within each clause, carrying out a syntactic role within each clause. This is implemented in various ways, giving rise to the different syntactic typologies of relativization. More specifically, the pivot may be overtly spelled out in both clauses (an option available in correlative constructions), in neither one of them (as is the case with free relatives), only in the matrix clause (as in EHRCs), or only in the dependent clause (as in IHRCs).

 
3.2. The relative option: some constitutive elements
 
Having provided a tentative general definition of what a relative clause is, in this section I try to illustrate in more precise terms some syntactic 
characteristics of relative constructions. I shall do so by maintaining a unifying approach to the different strategies and thus by focussing on the constitutive elements shared by all syntactic typologies. I detect three main common characteristics:
 
(1) all relative structures contain two clauses: an independent clause that I call the matrix CP, and a dependent clause that I refer to as the relative CP. This latter is dependent in its semantic interpretation and in its syntactic structure on the matrix CP. In other words, the relative CP cannot be produced on its own, but, like any dependent clause, needs to appear with the matrix CP.
 
(2) all relative structures contain a constituent (usually an NP) that Grosu calls the pivot and that I shall refer to as the head.53 As discussed in § 3.1, the head is semantically and syntactically shared by both clauses, thus constituting a fundamental link between the two CPs. More specifically, each CP hosts a position syntactically and semantically related to the head that carries out independent syntactic roles in each clause. The head (in bold) can surface as the subject of both clauses, as in (82a); it can be the subject of the matrix CP and the object of the relative CP, as in (82b); it can be the subject of the relative CP and the object of the matrix CP, as in (82c); it can be the object of both clauses, as in (82d); or it can occupy a non-argument position as in the case of the relative CP in (82e).
 
 
	(82) 
 
	[The cake [that e smelled good] was delicious].
 
	[The cake [that Sara ate e] smelled good].
 
	[Sara ate the cake [that e smelled good]].
 
	[I ate the cake [that Sara made e]].
 
	[Sara made the cake in the room [where I keep my computer e]].



 
 Moreover, the overt/covert option of the head in each clause gives rise to different possibilities. The sentences in (83a), (83b), and (83c) exemplify the possible options made available by Hindi correlative clauses, while (83d) is a Hungarian correlative clause. In all sentences, the relative CP precedes the matrix CP. The head can be realized in the matrix CP; thus, the relative CP will contain a phonological gap, as in (83a). It can be realized in the relative CP and the gap will occur in its syntactic position in the matrix clause, as in (83b); it can be realized in both CPs, as in (83c); or in neither one of them, as in (83d).
 
 
	(83) 
[image: e9781501510373_i0068.jpg]
 

 
[image: e9781501510373_i0069.jpg]



 
 (3) The third main characteristic is a DP position in each clause related to the head shared by both CPs that might be realized in different positions, as shown in (83). More specifically, in all relative constructions, each clause includes a DP position syntactically and semantically bound to the head and potentially able to host it. I shall call the DP internal to the relative CP, relative DP (and its D head relative determiner) and the DP occurring in the matrix CP, matrix DP.
 
As we have seen, both clauses may display a full DP as in (83c) above; they can both host just a D head with a phonological gap in place of the missing head, as in (83d); the matrix DP can be a full DP while the relative DP may display just a D head with a gap, as in (83a); the relative DP may be a full DP while the matrix DP may host just a D head, as in (83b); the matrix DP may contain a full DP with no material filling the relative DP, as in (84a) where the relative CP is introduced by the C head that; or the relative DP may contain an overt D head (who) with a gap in place of the missing head, while the matrix DP may contain no material, as in (84b).
 
 
	(84) 
 
	[The cake [that Sara ate e] was delicious].
 
	[[Who e made the cake] ate it].



 
Some relative structures display a bare NP inside the relative CP and a bound D head at its right periphery, as exemplified by the in the Tibetan example in (85).
 
 
 
	(85) 
[image: e9781501510373_i0070.jpg]



 
Another possibility is implemented by the Ancash Quechua example in (86), where both the matrix and the relative DP seem to display just the head with no D head.
 
 
	(86) 
[image: e9781501510373_i0071.jpg]



 
I do not know enough about the syntax of Ancash Quechua to make any claim on the presence or absence of D heads within its relative structures. It could be the case that a language such as Ancash Quechua does not display overt D heads or that it allows for silent D heads to appear in the sentence. A detailed typological survey of the DP nodes contained in both clauses of a relative construction could provide evidence for the possibility of other options.
 
Having spelled out the constituent elements characterizing relative structures, I now turn to illustrating how variations concerning the hierarchical relation between the two CPs, the overt/covert realization of the head, and the content and position of each DP connected to the head intersect to produce the implementations of relativization structures in the shape of the different syntactic typologies found in languages.

 
3.3. Syntactic typologies across languages
 
The typological richness displayed by the world’s languages in the domain of relative constructions has been classified following two main criteria: the semantic criterion, referring to the semantic relation holding between the head and the relative CP; and the syntactic criterion, referring both to the syntactic material occupying the matrix and the relative CP, and to the syntactic relation holding between the two clauses of a relative structure. The semantic and the syntactic criteria are strictly connected. In § 3.5.1.5. it will be shown how the semantic relation holding between the head and the 
 relative CP has a crucial impact on the syntactic representation of the relative construction.
 
While the semantic criterion produces a three-way semantic typology in restrictive, non-restrictive, and maximalizing relative clauses (discussed in § 3.4), the syntactic criterion of classification distinguishes between IHRCs, EHRCs, free relatives and correlative clauses, which I will now describe.
 
3.3.1. Internally Headed Relative Clauses (IHRCs)
 
 The first syntactic type of relativization I shall illustrate is referred to as the Internally Headed Relative Clause (henceforth IHRC). These are attested in a number of unrelated languages such as Japanese (Shimoyama 1999), Quechua (Comrie 1981), Lakhota (Williamson 1987), Bambara (Keenan 1985), Ancash Quechua (Cole and Hermon 1994), Navajo and Tibetan (Keenan 1985), Diegueño (Keenan 1985) and Mojave (Munro 1976; Basilico 1996), a. o.
 
Some controversy regarding the relation between this relativization strategy and the type of languages displaying it has arisen in the literature. While Cole (1987) claims that IHRCs occur only in head-final languages, Culy (1990) proves such an assumption to be wrong,54 suggesting that IHRCs are an available option for some head-initial languages (such as Mooré and Dagbani, a.o.). De Vries (2002: 36) suggests a reformulation in terms of a weak tendency of IHRCs to occur in head-final languages. The peculiarity of IHRCs, and the rationale for their name, is that the head is realized internally to the relative CP, as exemplified by the Mojave sentence in (87) where the head ‘-avhay is realized within the bracketed relative CP.
 
 
	(87) 
[image: e9781501510373_i0072.jpg]



 
Within the relative CP, the head occupies its base position. In (87) ‘-avhay surfaces as the subject of the relative CP preceding the object and the verb in an SOV language. In the Tibetan example in (88), again an SOV language, the head thep occurring within the relative CP surfaces in the object position between the subject and the verb.
 
 
 
	(88) 
[image: e9781501510373_i0073.jpg]



 
In languages displaying overt case marking, the head is case marked. In (89a) ringo is marked for nominative case, while in (89b) the head keeki is assigned accusative case.
 
 
	(89) 
[image: e9781501510373_i0074.jpg]
 
55




 
The internally headed relative CP has a nominal distribution always occurring in DP positions. It surfaces as the internal constituent of the matrix CP in the position corresponding to the syntactic function carried out by the head with respect to the matrix CP. In (90a) the relative CP appears in subject position, while in (90b) it surfaces as the object of the matrix CP.
 
 
	(90) 
[image: e9781501510373_i0075.jpg]



 
In some languages, the relative CP of IHRCs can also appear in a dislocated position.56
 
 
Since the head is realized in a position internal to the relative CP in IHRCs, the syntactic role it carries out in the main clause may be overtly realized through a case-marker clitizing to the relative CP. In (91a)57 the relative CP is marked as the subject of the matrix CP by the morpheme -c, and in (91b) it is assigned accusative case through the marker -o. Both morphemes cliticize to the whole relative CP.
 
 
	(91) 
[image: e9781501510373_i0076.jpg]



 
 Turning to examine the relative DP, Williamson (1987) for Lakhota; Watanabe (1992) for Japanese, quoted by Grosu (2002); and Bianchi (1999) claim that only indefinites can appear as the head of IHRC constructions. Williamson brings evidence for the indefiniteness of the relative DP of Lakhota IHRCs by considering the minimal pair in (92). The only element of difference between (92a) and (92b) is the presence of a definite determiner inside the relative DP of (92b), causing the ungrammaticality of the sentence.
 
 
	(92) 
[image: e9781501510373_i0077.jpg]



 
However, the presence of an indefinite determiner heading the relative DP does not correspond to an indefinite interpretation of the head, which in (92a) is a specific one.58 The relative DP may also host a relative pronoun as in (93) where min surfaces as the relative determiner of the head so, thus proving to act as an indefinite determiner.
 
 
 
	(93) 
[image: e9781501510373_i0078.jpg]



 
Alternatively, the relative DP displays a bare NP, as in (91a) and (91b) above. When the head is not headed by any relative determiner, and the relative CP contains more than one NP, this might lead to ambiguity, as in (94).
 
 
	(94) 
[image: e9781501510373_i0079.jpg]



 
As briefly mentioned above, IHRCs may display a definite strong determiner surfacing at the right of the relative CP either in the form of a free morpheme, as in (88) repeated here as (95a), or of a clitic, as in (91b) above repeated here as (95b).
 
 
	(95) 
[image: e9781501510373_i0080.jpg]



 
It is not clear whether this definite D head belongs to the matrix or to the relative CP.
 
On the one hand, in SOV languages, the definite determiner is right-sister to the relative CP and thus seems to select it from a relative CP external position. On the other hand, the definite D head precedes and gets the relative CP case marking both in sentences as (95) above and in sentences as (96) below, providing evidence for its relative CP internal position.
 
 
 Moreover, the structure in (96) suggests that IHRCs allow internal recursion, namely the possibility for the relative CP to contain a head modified by another relative clause. A syntactic operation traditionally referred to as stacking.
 
 
	(96) 
[image: e9781501510373_i0081.jpg]



 
 Having illustrated the surface structure of IHRCs, I shall now describe a different typology of relativization, namely, externally headed relative clauses.

 
3.3.2. Externally Headed Relative Clauses (EHRCs)
 
Externally Headed Relative Clauses (henceforth EHRCs) are widely attested cross-linguistically in both head-initial and head-final languages. Their distinctive feature, responsible for their nomenclature, is the realization of the head in a position external to the relative CP (within squared brackets in the examples below). More specifically, the head surfaces as the internal constituent of the matrix CP occupying the position corresponding to the syntactic function it carries out. In the Italian sentences below, exemplifying an SVO language, the head libro (‘book’) is the subject of the matrix CP in (97a); it surfaces as its object in (97b); and it occupies a non-argument position in (97c).
 
 
	(97) 
[image: e9781501510373_i0082.jpg]
 



 
 A phonological gap is found in place of the missing head within the relative CP. In (98a) the phonological gap is in subject position and in (98b) it occupies an object position, while in (98c) it surfaces in a non-argument position.
 
 
	(98) 
 
	The city [that e hosts many artists] is very peculiar.
 
	The city [that I visited e last year] is very peculiar.
 
	The city [where I found a new job e] is very peculiar.



 
The head can precede the relative CP, in which case we have a post-nominal relative clause, as in (99a), or it can follow the relative CP, in which case we have a pre-nominal relative clause, as in (99b).
 
 
	(99) 
[image: e9781501510373_i0083.jpg]



 
But adjacency is not a strict requirement: some languages allow the relative CP to be either realized next to the head, as in (100a) where the head Kita: b immediately precedes the relative CP jo sale-par hai, or extraposed from it, as shown in (100b) where it occupies the right periphery of the sentence.
 
 
	(100) 
[image: e9781501510373_i0084.jpg]
 



 
 In some languages displaying overt case marking the head is marked for case. Following the bracketing proposed in Shimoyama (1999: 147), the Japanese sentence in (101) seems to suggest that the relative CP Taro-ga sara-no ue-ni iota and the external head keeki form a constituent, and that the clitic case marker -o attaches to the whole constituent [Taro-ga sara-no ue-ni iota] keeki, not just to the head keeki.
 
 
	(101) 
[image: e9781501510373_i0085.jpg]



 
In this respect, it is interesting to notice that Japanese IHRCs and EHRCs59 seem to display strong analogies. If we compare (101) above with (95b) repeated below as (102), we can observe that they display exactly the same sequence of words except for the head keeki being internal to the relative CP in (102) and external to it in (101). Moreover, if we focus on the external right periphery of the relative CP, we notice that the same spot (following Shimoyama’s 1999 bracketing) is occupied by the head keeki in (101) and by the nominalizer morpheme -no in (102). In both sentences, the case marker -o seems to mark both the relative CP and its right external edge as a whole constituent.60
 
 
	(102) 
[image: e9781501510373_i0086.jpg]



 
In other languages, case is marked just on the head and not on the relative CP, as in the German example in (103) where the definite determiner dem is marked for dative case.
 
 
	(103) 
[image: e9781501510373_i0087.jpg]
 



 
 Within the matrix CP, the head can be selected by either a definite or an indefinite determiner. In the German sentence in (103) the definite determiner dem selects the head Mann; in the Hindi sentences in (100) the demonstrative vo selects the head Kita: b; in the Japanese sentence in (99b) the quantifier hotondo selects the head kukkii. In the Japanese sentence in (104), on the other hand, the indefinite wh determiner dono selects the head neko.
 
 
	(104) 
[image: e9781501510373_i0088.jpg]



 
The relative CP, depending on the lexical material displayed by it, can be distinguished into three types. It may be introduced just by a declarative complementizer also found in finite clauses. Following Bianchi (1999: 155), this type of EHRC will be referred to as a that-relative. Sentence (105a) exemplifies an English, and (105b) an Italian that-relative.
 
 
	(105) 
[image: e9781501510373_i0089.jpg]



 
Alternatively, a relative determiner, usually in the shape of a wh-element, may appear at the left periphery of the relative CP. Following Bianchi (1999), we shall call this type of EHRC a wh-relative. In languages with a rich morphology, the wh-relative determiner inflects for gender, number and case. It agrees for gender and number with the external head, and it is marked for case according to the syntactic role carried out by the latter within the relative CP. In the German example in (106a), the wh-relative determiner dessen inflects for gender [masculine] and number [singular], thus agreeing with the head Mann, and it is marked for the case [genitive] assigned to Mann within the relative CP. In the English sentence in (106b) the wh-relative determiner whom displays only a case feature, namely [accusative].
 
 
 
	(106) 
[image: e9781501510373_i0090.jpg]



 
 However, the position of the wh-relative determiner in the relative CP is unexpected. Since it agrees with the external head and since it is marked for the case that the head carries out in the relative CP, we would expect to find it in the position where the head is interpreted inside in the relative CP. Instead, it invariably occupies the left periphery of the relative CP. There are reasons to suppose that such a wh-determiner is subject to some kind of movement.
 
The realization of both the complementizer and the wh-relative determiner may lead, in many languages, to an ungrammatical result, as shown in (107).
 
 
	(107) 
 
	*The woman [who that sits near the window] is a famous singer.
 
	The woman [who sits near the window] is a famous singer.
 
	The woman [that sits near the window] is a famous singer.



 
This general incompatibility of the complementizer and the wh-relative determiners introducing the relative CP of EHRCs has been described and formalized as ‘the doubly-filled COMP filter’.61
 
When the head is selected by a V selecting a PP in the relative CP, the wh-relative determiner introducing the relative CP can be preceded by a preposition as in the English example in (108).
 
 
	(108) The lawyer [to whom I talked] firmly denied the facts.

 
In this case, the preposition is said to be pied-piped by the wh-relative determiner at the left of the relative CP.62 The preposition may also be left in situ, i.e. stranded from the wh-relative determiner. Some languages, like English (109a) allow preposition stranding;63 others, like Italian (109b), do not.
 
 
	(109) 
[image: e9781501510373_i0091.jpg]
 



 
 A third type of EHRC is what we might call, following Bianchi (1999), the zero relative. The relative CP of a zero relative is introduced neither by a complementizer nor by a wh-relative determiner. This structure is not licensed in all languages. English allows it in some contexts, as illustrated in (110).64
 
 
	(110) The car [e I drove yesterday] is leaking gas.

 
As suggested by Williamson for IHRCs, there is reason to believe that the relative DP of EHRCs is, likewise, indefinite.65 The claim that the relative DP is indefinite is controversial, especially in those languages where the wh-relative determiner is preceded by a definite article, as in the Italian example in (111).
 
 
	(111) 
[image: e9781501510373_i0092.jpg]



 
Bianchi (1999: 82–86) presents convincing arguments from languages like Hungarian, Albanian, Swedish, and Spanish suggesting that even in languages hosting a definite determiner preceding the wh-relative determiner, the relative DP lacks definiteness and is to be analyzed as an indefinite D. The evidence presented by Alexiadou et al. (2000) points to the same direction. By testing RCs for the definiteness effect,66 they demonstrate that it is an indefinite DP that is interpreted in the gap position, as in (112).
 
 
	(112) The men that there were ___ in the garden. 
(Alexiadou et al. 2000: 10)


 
Finally, as reported for IHRCs, EHRCS allow stacking of the relative CP, as in (113).
 
 
	(113) The cat [that I bought in the shop [that Mary washed yesterday]] was taken to the vet.

 
As briefly anticipated, IHRCs and EHRCs are sometimes referred to as headed relative clauses. The reference to these structures as headed underlines a common feature, namely, that of overtly displaying the head in either one of the two CPs. They both contrast in this respect with free relatives.
 

 
3.3.3. Free Relatives (FRs)
 
 Free Relatives (henceforth FRs) are attested cross-linguistically both in head-initial and in head-final languages and are found within the Indo-European family (including Germanic, Romance, and Slavic languages), the Finno-Ugric family (Estonian, Finnish and Hungarian) and the Semitic family (Modern Hebrew, Modern Moroccan Arabic), a.o. Their defining characteristic is that of being defective structures. More specifically, FRs depart from headed relatives of the kind illustrated above in that something appears to be missing, namely, the head.67
 
The relative CP of a FR (indicated in the following examples within squared brackets) does not have an overt head to refer to internal or external. This is shown by comparing the sentence in (114a), an EHRC, and the one in (114b), an IHRC, with the one in (114c), a FR.
 
 
	(114) 
[image: e9781501510373_i0093.jpg]



 
As will become soon evident, the peculiarities of FRs are not limited to this. As observable in (114c), the relative CP of a FR can be introduced by a relative determiner in the form of a wh-element.68 However, in English, the wh-elements used in headed relatives are not completely interchangeable with the wh-elements used in FRs. While the wh-relative determiner what is perfectly acceptable introducing the relative CP of a FR, as in (115a), it is not an available option in stardard English for the EHRC in (115b). As for who, on the other hand, it is acceptable in both constructions (116).
 
 
	(115) 
 
	[What I said] did not surprise John.
 
	The things [*what/that I said] did not surprise John.


 
	(116) 
 
	John greeted the woman [who entered].
 
	John greeted [who entered].



 
The wh-elements employed by English FRs correspond more closely to the ones displayed in interrogative clauses, as in (117).
 
 
 
	(117) What did I say to surprise John?

 
 A similar pattern holds for Italian FRs which are introduced by wh-elements (as chi and quanto) as opposed to the pattern D° + cui/quale introducing Italian headed relatives. To illustrate, (118a) exemplifies an Italian FR, while (118b) exemplifies an Italian EHRC. Example (119) is an Italian interrogative.
 
 
	(118) 
[image: e9781501510373_i0094.jpg]


 
	(119) Chi svela il segreto? 
‘Who reveals the secret?’


 
This observation cannot, however, be generalized cross-linguistically. As opposed to English and Italian, Grosu (2002: 149) notices that, for instance, Chinese FRs display the same elements occurring in EHRCs but not in interrogative clauses. Compare (120a), a Chinese EHRC, with (120b), a Chinese FR, both differing from the interrogative pronouns employed in (120c).
 
 
	(120) 
[image: e9781501510373_i0095.jpg]



 
In some languages, FRs can appear with no overt material connected to the relative DP. This strategy is not an option in English FRs, but it is found in Turkish (121a), and Chinese (121b) FRs, a.o.
 
 
 
	(121) 
[image: e9781501510373_i0096.jpg]



 
 Languages using no wh-determiners in FRs generally also disallow their presence in headed relative clauses, as shown by the Turkish sentences in (122a) and the Chinese sentence in (122b) below.
 
 
	(122) 
[image: e9781501510373_i0097.jpg]



 
As opposed to EHRCs, FRs generally do not allow an overt complementizer to introduce the relative CP, as shown in (123).69
 
 
	(123) [What (*that) I said] surprised John.

 
If it were so, this fact might not be related to the Doubly Filled COMP filter, as overt complementizers are equally rejected in sentences not displaying any overt wh-relative determiner, as in (122) above, and in structures like (124) below, which are not attested.
 
 
	(124) *[That I said] surprised John.
 

 
 A further difference with headed relatives concerns the possibility for the wh-relative determiner of a FR to pied-pipe material within the relative CP. As for upward pied-piping, i.e. pied-piping of the material governing the wh-pronoun, languages vary in allowing such an operation. The English FR in (125a), where the wh-relative determiner whom pied-pipes the preposition to, is of questionable grammaticality. Compare it with the headed relative in (125b) where pied-piping is instead allowed, and with the grammatical output in (125c), a FR displaying preposition stranding.
 
 
	(125) 
 
	*John knows [to whom I talked].
 
	John knows the woman [to whom I talked].
 
	John knows [who(m) I talked to].



 
Other languages, like Italian, allow pied-piping of a preposition if both the matrix CP and the relative CP require the same preposition to introduce the wh-relative determiner, as in (126).
 
 
	(126) Claudia vuole parlare [con chi non ha mai parlato prima]. 
‘Claudia wants to speak with whom she has never spoken before.’


 
Other languages, finally, do not seem to require any restriction on upward pied-piping of the wh-relative determiner, as attested by the following FR in Classical Greek taken from Grosu (1994: 12).
 
 
	(127) 
[image: e9781501510373_i0098.jpg]



 
As for downward pied-piping, i.e. pied-piping of the material selected by the wh-relative determiner, free relatives of the kind illustrated above do not allow it,70 as seen in (128).
 
 
	(128) *John wants [what thing I bought].

 
An additional restriction exhibited by FRs is that of being subject to the so-called matching effect. Recall that the head of a relative construction carries out a double role with respect to the matrix and relative CP. In headed relatives, the double syntactic role is marked through case (on the determiners, the head, or the whole relative CP) in languages exhibiting overt case marking and through the use of prepositions in the others. In FRs, where 
 the head and the external determiner are both missing, the wh-relative determiner is the only lexical element available to overtly express this double syntactic relation. In many languages displaying overt case morphology on the wh-relative determiner, this must match in category and case with the syntactic role it carries out in both the matrix and the relative CP. In (129), where both the matrix and the relative CP select a DP category, the sentence is well formed.
 
 
	(129) I will like [DP whom John chooses].

 
 Languages vary as to whether or not they display matching effects.71 The need for the wh-relative determiner to match the category required by its position in both the matrix and the relative CP is illustrated in English by the ungrammaticality of (130). Violation of the matching requirement derives from the fact that the wh-relative determiner displays the category required by its position inside the relative CP, i.e. a DP, while the requirement of the matrix verb selecting a prepositional phrase is not met.
 
 
	(130) *I will talk [DPwhom John chooses].

 
Likewise, mismatch between the case required by the matrix and by the relative CP yields to ungrammaticality, as in (131a). However, when both clauses are assigned the same case, the sentence is grammatical, as in (131b).
 
 
	(131) 
[image: e9781501510373_i0099.jpg]



 
As opposed to EHRCs and IHRCs, FRs do not stack, as shown in (132).
 
 
	(132) [[What I need (*[what John advised me to buy])] is available on the web site.

 
Interestingly, Alexiadou et al. (2000: 25) report a Bulgarian FR construction studied by Rudin (1986: ch. 6). The sentence in (133) exhibits multiple wh-constituents.
 
 
 
	(133) 
[image: e9781501510373_i0100.jpg]



 
Alexiadou et al. suggest that the sentence in (133) instantiates a form of correlative construction, as described by Dayal (1991) for Hindi. Correlative clauses will be analyzed in § 3.5.1.4. I therefore postpone the discussion on multiple wh-constituents to the next section.
 
Consider now the minimal pair in (134), a FR (134a), and an indirect interrogative clause (134b).
 
 
	(134) 
 
	I’m helping [who you’re hurting].
 
	I’m wondering [who you’re hurting].



 
The two sentences differ only for the selection requirements of the matrix predicate: the predicate help in (134a) selects a DP, while the predicate wonder in (134b) selects a CP. By observing the strong similarities between (134a) and (134b), one could be tempted to assign the two embedded wh-clauses the same analysis. Thus, by extending to the FR the categorial status of the wh-interrogative clause, we could consider the wh-clause in (134a) a simple CP. However, at least two facts concerning the relative CP of a FR contradict such an analysis: 


 
	its nominal distribution. As anticipated, the selection compatibility of the two structures is different. While the FR in (134a) is compatible with a DP-selecting verb, the interrogative in (134b) is not. This is shown by the grammaticality of (135a), where the interrogative clause is substituted with a simple DP, and by the ungrammaticality of (135b), where the same substitution is not allowed. 
 
	(135) 
 
	I’m helping [DPthe man].
 
	*I’m wondering [DP the man].

 
Moreover, FRs are banned from environments disallowing overt nominals as shown in (136a), where the subject position of a nonfinite predicate is occupied by an overt nominal, and in (136b), where the same position is occupied by a FR.
 

 
	(136) 
 
	[PRO]/ [*Bill] to speak out now would be a mistake.
 
	[PRO]/ [*Who (ever) had that crazy idea] to speak out now would be a mistake. (Grosu 1994: 4)

 
 FRs are, instead, allowed in environments banning plain CPs, as the subject position of an inverted auxiliary; see (137).72

 
	(137) 
 
	*Did [that my sister bought a new house] really surprise him?
 
	Did [what my sister bought for John] really surprise him?




 
	its strong islandhood. Nothing can be extracted out of a FR, a property traditionally exhibited by all complex nominal clauses and identified as the Complex NP Constraint73 (CNPC). This contrasts with interrogative CPs, which are only weak islands.

 
FRs thus pattern with headed relatives being complex nominal clauses. This is a strong argument in favour of assuming a common abstract underlying structure for both headed relatives and FRs.
 
This proposal will be discussed in detail in § 3.5.1.3.
 
The data just presented seem to be falsified by the following observation. FRs are also attested to appear in positions other than those reserved for DPs, i.e. argument positions. They are also found in AP positions (138a), AdvP positions (138b), and PP positions (138c).
 
 
	(138) 
 
	Sarah is [however beautiful her mother was].
 
	Sarah writes [however neatly her teacher does].
 
	Sarah has breakfast [where her brother usually does].



 
Such data will be further discussed in § 3.5.1.3, where FRs receive a structural representation.
 
Concluding the description of FRs, I will briefly illustrate two peculiar kinds of free relatives departing from what I refer to as ‘standard’ FRs, following Grosu (1994, 2002). The wh-relative determiner of English FRs can incorporate the suffix -ever (-unque in Italian FRs). When this happens, full wh-nominals are also accepted, as in (139a) where the wh-relative determiner whatever is followed by the nominal poem. This is 
not an available option for wh-relative determiners of headed relatives, as shown in (139b).
 
 
	(139) 
 
	Tom likes [whatever (poem) his mother reads].
 
	Tom likes the poem [that/which(*ever poem) his mother reads].



 
 The kind of FR in (139a) seems to violate the constraint against pied-piping observed in ‘standard’ FRs. Such violation is however only partial. The FR in (139a) only admits a kind of ‘downward’ pied-piping, which just pied-pipes the element following it (poem), never an ‘upward’ pied-piping involving the preposition preceding it (Donati 2000). This is attested by the ungrammaticality of (140).
 
 
	(140) *Tom enjoys [at whatever story his mother laughs].

 
Battye (1989) provides further arguments suggesting that relative constructions displaying the suffix -ever cannot be analyzed as true FRs (these arguments include lexical distribution, gapping in conjoined relative clauses, and occurrences with infinitival complements, relative pronouns and overt complementizers). Rather, they represent a subcategory of FRs which he refers to as pseudo-free relatives. Pseudo-free relatives pattern with ‘standard’ FRs in their nominal distribution and in constituting a strong island. This is shown respectively in (141) and (142).
 
 
	(141) Did [whatever (book) my sister bought for John] really surprise him?
 
	(142) *Questo è lo strumentoi [che ammiro chiunque suoni ei]. 
‘This is the instrument that I admire whoever plays.’


 
A different kind of FR is sketched in (143a) through (143d)74 in German.
 
 
	(143) 
[image: e9781501510373_i0101.jpg]
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 The German constructions in (143) display a common feature; namely, their relative CP is preceded by an overt D head (a determiner in 143a, a quantifier in 143b, a pronominal head in 143c, and both in 143d). Furthermore, their relative determiner is not subject to matching effects. More specifically, the external and internal determiners do not need to match in case and category. Thus, violation of the matching effect in the FR (144) disappears with an external D head, as in (145).
 
 
	(144) 
[image: e9781501510373_i0103.jpg]


 
	(145) 
[image: e9781501510373_i0104.jpg]



 
Notice that the relative determiner occurring in these kinds of relatives is the same one occurring in headed relatives, not the one we find in ‘standard’ FRs. This is shown in the following German examples.
 
 
	(146) 
[image: e9781501510373_i0105.jpg]



 
Due to these properties shared with headed relatives, this kind of FR is often referred to as a false FR (Grosu 1994, 2002, a.o.).
 
FRs constitute a wide field of research whose details and variation will not be further discussed here. The data on FRs discussed so far all meant to provide the reader with basic knowledge of the different typologies of 
relativization. The reader is thus referred to Grosu (1994), Grosu and Landman (1998), and de Vries (2002), a.o. for a more detailed discussion on FRs.

 
3.3.4. Correlative clauses
 
 The correlative construction is a strategy of relativization employed by many languages including Latin, Sanskrit, Old English (Haudry 1973; Downing 1978: 399–405; Keenan 1985; Hock 1988, 1989), Mandingo (Bokamba and Dramè 1976), Hindi (Dayal 1988, 1991; Grosu 2002; Bhatt 2005b), Marathi (Bhatt 2005b), and Hungarian (Liptàk 2005), a.o.
 
Keenan (1985) observes that correlative structures are restricted to verb-final languages, but analyses detecting this construction in head-initial languages such as Hungarian (Liptàk 2005) and presumably American Sign Language (Neidle et al. 2000; Galloway 2012) seem to loosen its typological boundaries.
 
Two clauses make up the correlative structure: a matrix CP and a relative CP, whose order is not fixed but may vary. The relative CP may appear at the left of the matrix CP, as in the Hindi example in (147a), or at the right margin of the matrix CP, as in (147b).
 
 
	(147) 
[image: e9781501510373_i0106.jpg]



 
What is never the case is that of the relative CP being inserted within the matrix CP, as is the case with other relativization strategies. On the other hand, the two CPs need not be adjacent. They can also be separated by a finite clause, as shown in (148) in bold characters.
 
 
	(148) 
[image: e9781501510373_i0107.jpg]
 



 
 The relative CP of a correlative structure contains a constituent, the relative DP, associated to a constituent in the matrix CP, the matrix DP. The relative DP may display a full DP or just a D head usually in the form of a wh-element. This latter may appear in situ in languages allowing wh-elements to appear in this position, or it might be fronted at the beginning of the relative CP, as observed for EHRCs and FRs. In (147) the relative DP is a D head in the form of a wh-element (jo). Likewise, the matrix DP can be a full DP or just a D head and it can also be fronted. In (147) the fronted matrix DP is a demonstrative morpheme (vo) taking a noun phrase (laRkii) as its complement. This NP acts as the head. The two DPs are interpreted as co-referent and their presence, at least in the form of a D head, is obligatory.
 
The semantics of the relative and the matrix DP seem to be different. While the relative DP is interpreted as indefinite, the matrix DP has a definite interpretation.
 
Subbarao (1984: 13) suggests that if the matrix DP is indefinite, the matrix CP can only occur at the left of the relative CP, as shown by the grammaticality of (149a) and the ungrammaticality of (149b).75
 
 
	(149) 
[image: e9781501510373_i0108.jpg]



 
Dayal (1991) observes that a way to improve the grammaticality of (149b) is to introduce a partitive, as in (150).
 
 
	(150) 
[image: e9781501510373_i0109.jpg]



 
Moreover, Dayal (1991: 649) suggests that it is not exactly a matter of definiteness that is at play in the matrix DP. The constraint seems rather to be the necessary presence of a demonstrative. She provides evidence for this assumption by observing that bare NPs functioning as definites in Hindi are nevertheless disallowed in a matrix CP surfacing at the right of the relative CP, as shown in (151).
 
 
 
	(151) 
[image: e9781501510373_i0110.jpg]



 
 As for the indefiniteness of the relative DP, it is interesting to report a study by Haudry (1973) on the origin of Latin subordination. As noted in Bianchi (1999: 99), Haudry: 


[..] examines the morphology of the relative element in various types of correlative dyptic. In Hittite, Latin and in the ancient Baltic languages the relative element of the dependent clause derived from the stem *kwo-, which also gave indefinite and interrogative pronouns. Haudry argues convincingly that in the correlative structure the derivative of *kwo- was an indefinite determiner, and not an interrogative one. In fact, the relative element in the dependent clause constitutes new information, hence it is indefinite, whereas the correlative element in the main clause is resumptive, hence it is anaphoric and definite (derived from the demonstrative theme *to-). In other terms, the relative use of the derivatives of *kwo- in the correlative structure represents a specialized use of the indefinite (Haudry 1973: 166–168; Gonda 1954: 272–273).

 
I will return to this in § 3.5.1.4.
 
Despite the obligatory presence of the D head in each DP, the head displays some freedom. It can be realized only in the relative CP, as is the case in IHRCs. This possibility is exemplified by the Hindi sentences in (148) and (150). It can alternatively appear only in the matrix CP, as is the case with EHRCs, and as exemplified by the sentences in (147).
 
In Hindi correlative clauses, the head may also appear in both CPs, as in (152), which is never the case with other relativization strategies, as shown by the ill-formed EHRC in (153).
 
 
	(152) 
[image: e9781501510373_i0111.jpg]


 
	(153) *The girl which girl is standing is tall.

 
Finally, in some languages, the head of a correlative structure can be omitted in both clauses, as is the case of Hungarian (154).
 
 
 
	(154) 
[image: e9781501510373_i0112.jpg]



 
 This last possibility seems to assimilate correlatives to free relatives. Another property correlatives share with FRs is the impossibility of stacking operations. The Hindi sentence in (155) shows the ungrammaticality of stacking within a correlative clause.
 
 
	(155) 
[image: e9781501510373_i0113.jpg]



 
Correlatives also pattern with FRs in allowing multiple wh-constituents. In this structure, the relative CP may display more than one head and for each relative DP within the relative CP, there is an associated matrix DP in the matrix CP. This is illustrated in the examples from Hindi (156a), Marathi (156b) and Hungarian (156c).
 
 
	(156) 
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 As observed in § 3.3.2 for Japanese, some languages display more relative typologies. Hindi is among these languages, employing both correlative clauses and EHRCs, as illustrated by the minimal pair in (157) below.
 
 
	(157) 
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3.3.5. Summing up the properties displayed by the main syntactic typologies
 
The table in (158) is a rough summary of the main properties displayed by the four main syntactic typologies of relativization discussed above.
 
 
	(158) 
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Having presented a descriptive survey of the different syntactic typologies of relativization, I now turn to their semantic interpretation.
 


 
3.4. Three semantic interpretations of relative clauses
 
 Traditionally, the syntactic and semantic criteria classifying relative constructions are thought of as independent, so that given a syntactic typology of relativization, a particular semantic interpretation does not follow automatically. To exemplify, consider the following sentences in (159a) and (159b).
 
 
	(159) 
 
	The children who visited the museum behaved very well.
 
	The children, who visited the museum, behaved very well.



 
Both sentences are EHRCs but have different semantic interpretations. Sentence (159a) entails that there are children who did not go to the museum; thus the relative CP who visited the museum semantically restricts the head children, identifying it in a univocal way. In (159b) this entailment disappears and the relative CP who visited the museum is predicated of all children. The sentence in (159a) is said to receive a restrictive interpretation, while the one in (159b) receives a non-restrictive interpretation.
 
However, there seem to be reasons to believe that the syntactic typology of relative structures has a role in licensing their semantic interpretation. In their investigation on the semantic types of relative clauses, Grosu and Landman (1998) have outlined a strict correlation between the semantic interpretation relative structures receive and the role played by the material external or internal to the relative CP in interpreting the head.76 De Vries (2002), taking up Grosu and Landman’s (1998) suggestion, tries to draw a syntactic correspondence between the semantic types and syntactic typologies. Within this promising path of investigation, possible connections between the syntactic and semantic typologies might shed light on the syntactic nature of some structures that, like non-restrictive relatives, are still awaiting a satisfactory structural representation.
 
This section will attempt to illustrate the semantic classification of relative constructions that I here divide into three semantic types: those receiving a restrictive, non-restrictive and maximalizing interpretation. The distinction between the three semantic classes does not lead to evident syntactic differences (as is the case with the syntactic criterion of classification seen in § 3.3). Nonetheless, the semantic interpretations differ in the syntactic properties the three types do or do not license. It is on these properties that my description will focus. Section 3.4.1 discusses restrictive relative clauses, § 3.4.2 describes non-restrictive relative clauses, and § 3.4.3 addresses maximalizing relative clauses. I postpone to § 3.5.1.5 the representation and 
 discussion of some derivations proposed in the literature for restrictive and non-restrictive relatives.
 
Finally, following the tradition, I graphically represent non-restrictive relative clauses by enclosing them between commas (as in 159b) and, for the sake of simplicity, I use acronyms to refer to Restrictive Relative Clauses (RRCs) and Non-Restrictive Relative Clauses (NRRCs).
 
3.4.1. Restrictive relative clauses
 
As briefly anticipated, the relative CP of a RRC identifies the head as the specific referent of which it predicates something. It thus restricts the class of entities that can be denoted by an NP. In (159a), repeated here as (159a)’, the relative CP who visited the museum restricts the set of children to those that went to the museum.
 
 
	(159)’ a. The children who visited the museum behaved very well.

 
On the semantic side, RRCs signify sets intersecting with the set denoted by the head NP, thus establishing the restriction of the matrix clause determiner (see Partee [1973] 1976). More specifically, in RRCs, “[..] the external NP designates a set that intersects with the set designated by the relative clause. At the same time, the external NP semantically restricts a variable that ends up syntactically bound by a determiner that binds another token of the same variable within the relative clause [..]” (Grosu, 2002: 146).
 
The following is a brief analysis of the main syntactic properties displayed by RRCs. In presenting them, I will try to abstract over language-specific characteristics to give a general picture holding for all languages. On the other hand, in some cases I will not omit interesting observations of syntactic characteristics that, although language-specific, might turn out to be useful for the syntactic derivation of the semantic types illustrated and proposed in § 3.5.
 
3. 4.1.1. Antecedent-related properties
 
Although licensing both definite and indefinite heads, RRCs display restrictions on the kind of head they allow. More specifically, a NP head can be modified by a RRC only if it is non-specific. In other words, in order to intersect with the set denoted by the RRC, the head cannot denote a specific, 
unique referent but its reference has to be able to be further restricted. This is confirmed by the following properties displayed by the head of a RRC.
 
 

 
a. Proper name head
 
 

 
RRCs cannot modify proper names, as the ungrammaticality of (160a) shows.
 
 
	(160) 
 
	*Thomas that works very hard has been promoted.
 
	The young man that works very hard has been promoted.



 
By replacing the proper name with a non-specific NP, grammaticality is recovered, as shown in (160b). Proper name heads denote a unique entity which cannot be further restricted. De Vries (2002: 184) points out that if a RRC modified a unique referent, the outcome would be vacuous quantification. The intersection would, in fact, take place between two sets denoting a single referent that could be either the same one or a different one. In the former case, the two sets would not intersect but would rather be coincident; in the latter case, the two sets would never be able to intersect. He further reports some exceptions of “apparent” RRCs, as in (161) below.
 
 
	(161) 
 
	Onze Vader Die in de hemelen zijt. 
‘Our Father Who in heaven art’

 
	Joop die alles weet heft naturlijk het laatstewoord! 
Joop who everything knows has of. course the final word.
 
(de Vries 2002: 184)




 
According to de Vries, these relative clauses are neither restrictive nor non-restrictive. They rather indicate a fixed property of the head, some sort of ‘epithet’ without contributing to either identifying or adding further information to the head. A well-known exceptional case of relative modification of a unique referent is also represented by the sentences in (162b) and (163).
 
 
	(162) 
 
	*the Paris
 
	the Paris that I love
 
	the Paris of the old days 
(de Vries 2002: 184)



 
	(163) The Thomas who works in this agency has been promoted.
 

 
 While a proper name like Paris cannot be selected by a determiner, as shown in (162a), the relative sentence in (162b) allows such selection. The sentence in (162b) presents a set of different characteristics of the unique referent ‘Paris’ from which, by intersecting with the set denoted by the relative clause, only one is singled out. As de Vries (2002: 184) points out, the possibility for the definite determiner the to select the unique referent is shared by any modifier, as in (162c). (See also Bianchi 1999.) Likewise, (163) entails the presence of more referents called Thomas from which only one, specified by the information provided in the relative clause, is picked up.
 
 

 
b. Pronominal head
 
 

 
RRCs cannot modify pronouns. The ungrammaticality of (164) derives from the denotation of uniqueness carried out by pronouns. As for proper names, pronouns lack the requirement of non-specificity.
 
 
	(164) *We that are musicians think that you that are dancers should move faster.

 
c. Quantified head
 
 

 
A RRC can modify a quantified head (Ross 1967).
 
 
	(165) Every student who attended my course will be rewarded.

 
The licensing of the intersection between the set denoted by the head and the set denoted by the RRC follows if we consider that quantifiers turn the head into a non-specific element (see de Vries 2002: 183).
 
 

 
d. Only NP heads
 
 

 
RRCs only modify NPs. The head of a restrictive cannot be any category (Sells 1985). This is shown by the ungrammaticality of (166a), (166b) and (166c), whose heads (within squared brackets) are respectively an AP, a VP, and a CP.
 
 
	(166) 
 
	*Sara is [APfamous] that I am not.
 
	*The children [VPran to the car] that I didn’t.
 
	*[CPTom booked the tickets] that I didn’t believe.
 



 
 The data illustrated in this section suggest that the peculiar semantic function of restricting a referent, carried out by relative clauses receiving a restrictive interpretation, poses some restriction on the feature specification of the head. Specifically, it is required to be [-specific], hence, not a proper name and not a pronominal.

 
3.4.1.2. Relative pronouns and pied-piping phenomena
 
a. Material introducing the relative CP
 
 

 
RRCs can be introduced by either a complementizer, as in (167a); by a wh-relative determiner, as in (167b); or by no overt material, as in (167c).
 
 
	(167) 
 
	The young man that I met yesterday told me funny stories.
 
	The young man who I met yesterday told me funny stories.
 
	The young man I met yesterday told me funny stories.



 
No definiteness effect is shown in a RRC like (168).
 
 
	(168) The students that there were in the hall were all graduated.

 
The grammaticality of (168) indicates that no strong DP is covertly present in the existential construction introduced by there. (See Barwise and Cooper 1981.)
 
 

 
b. Pied-piping
 
 

 
RRCs allow pied-piping of a preposition, as in (169).
 
 
	(169) The man with whom John works has suddenly left for Kenya.

 
Heavier piped-piping is, on the other hand, not allowed by RRCs (Emonds 1979).
 
 
	(170) *The house the bedroom of which I saw has been sold yesterday.

 
Cinque (1982) explains the impossibility of heavy pied-piping in RRCs by claiming that in this context, a closer NP node intervening between the head 
and the wh-relative pronoun, i.e. an anaphor as in (170), produces a violation of Principle A. Interestingly, de Vries (2002: 189) points out that heavy pied-piping in RRCs is possible in Dutch if a preposition precedes the intervening NP node, as in (171).
 
 
	(171) De man met de vrouw van wie ik gisteren gesprochen heb, is timmerman. 
 ‘The man to the wife of whom I spoke yesterday, is a carpenter.’
 
(de Vries 2002: 189)


 
The same holds for Italian, as in (172).
 
 
	(172) L’uomo alla moglie del quale ho parlato ieri è un falegname. 
‘The man to the wife of whom I spoke yesterday is a carpenter.’


 
The pied-piping phenomena of the kind in (169), (171) and (172), observed for RRCs, are consistent with a derivation suggesting movement operations, a proposal that will be discussed further in § 3.5.1.5.

 
3.4.1. 3. Scope phenomena
 
a. Scope assignment
 
 

 
A RRC is by definition in the scope of the determiner or quantifier preceding the head. This is clear in (173) where the relative clause is in the scope of the external determiner.
 
 
	(173) The women who had a driving licence were allowed to leave.

 
Example (173) entails that some women did not have a driving licence and that only those who had it were allowed to leave. Likewise, in (174), the RRC falls under the scope of the quantifier all.
 
 
	(174) We stole all the apples that the woman put in the basket.

 
In (174) the apples stolen were all those that the woman put in the basket, the entailment being that there might have been other apples placed somewhere other than inside the basket, that were not stolen.
 
 
 b. Matrix negation
 
 

 
A RRC is in the scope of matrix negation (Dermidache 1991).
 
 
	(175) I don’t like the dresses my sister bought.

 
In (175) the matrix negation has scope over the RRC, so that what the speaker does not like are not the general class of dresses, but just those his/her sister bought. Example (175) thus entails the presence of other dresses the speaker’s sister did not buy and that the speaker might have liked.
 
 

 
c. Licensing of Negative Polarity Items (NPIs)
 
 

 
As generally recognized, NPIs such as any and anyone are licensed by a c-commanding negative element (so-called ‘NPI Generalization’). This is illustrated in the grammaticality of (176a) where the negative marker not c-commands the NPI any, in the ungrammatical output of (176b) where no negation is present, and in the ill-formed sentence (176c) where the negative marker not does not c-command the NPI any.
 
 
	(176) 
 
	Mary could not find any cat in the room.
 
	*Mary could find any cat in the room.
 
	*Any cat was not found by Mary.



 
If we apply the NPI generalization to RRCs, we observe that NPIs appearing in RRCs are licensed by a negative element appearing in the matrix clause (Jackendoff 1977: 176), as in (177).
 
 
	(177) I did not expect to meet a woman who had any suggestion to make.

 
The data on NPIs are consistent with those on matrix negation, proving RRCs to be c-commanded by negative elements appearing in the matrix CP.
 
 

 
d. Ordinal head
 
 

 
An ordinal preceding the head of a RRC modifies the relative clause, as illustrated in (178).
 
 
	(178) The first house I bought was built in 1890.
 

 
 The ordinal first in (178) does not modify just the NP house thus carrying an absolute (either temporal or spatial) interpretation; it instead modifies both the NP head house and the relative CP [that] I bought, thus facilitating a restrictive interpretation.
 
 

 
e. Intentional Vs
 
 

 
RRCs are in the scope of intentional verbs (Zhang 2001).
 
 
	(179) Gianni thinks that Sara invites only men that are not married.

 
The intentional verb think clearly has scope not just over the head NP men but also over the complex NP the men that are not married.
 
The data on scope phenomena illustrated in this section all point towards the same conclusion. RRCs fall under the scope of the elements (be they determiners, negative elements, ordinals, or intentional verbs) appearing in the matrix clause.

 
3.4.1.4. Reconstruction and binding phenomena
 
Reconstruction directly refers to movement chains. Reconstruction of a category in a position different from the one it occupies is a robust diagnostic for movement. As for relative clause constructions, reconstruction is a valid diagnostic for detecting movement of the head or of other relative material thus contributing to the syntactic analysis of the different syntactic and semantic relative types. Bianchi (1999: 107–122) tests the possibility of reconstruction of the head in both RRCs and NRRCs through binding phenomena, specifically with respect to Principle A, Principle C, scope assignment and quantifier binding. Her conclusions are reported in this section.
 
 

 
a. Principle A
 
 

 
The standard version of Principle A of the Binding Theory states that an anaphor must be c-commanded in the clause. In the externally-headed RRC in (180), an anaphor embedded within the head can be bound by an element of the relative CP.
 
 
	(180) The picture of himselfi that Richardi showed me was embarrassing.
 

 
 Furthermore, in (181), the Italian possessive anaphor proprio co-refers with the R-expression Mario contained in the relative CP.
 
 
	(181) Questo è l’apprezzamento al proprioi lavoro di cui Marioi è più orgoglioso. 
‘This is the appreciation of his own work Mario is most proud of.’


 
Bianchi (1999: 120) reports the proposal in the literature that an anaphor lacking a governing category can co-refer freely without being subject to Principle A (see Manzini and Wexler 1987: 422). In order to avoid this possibility, she provides data displaying a potential head for the anaphor within the matrix CP, as in (182) below.
 
 
	(182) The photographer hung the pictures of himselfi that Johni was more satisfied with.

 
As shown by the grammaticality of (182), the potential head photographer does not block the binding of the anaphor with the R-expression John contained in the relative CP. The binding phenomena observed in sentences (180) through (182) above, suggest that at some point in the derivation the head of the RRC occupies a position internal to the relative CP and, specifically, a position c-commanded by the R-expression binding the anaphor. This conclusion points, therefore, towards the reconstruction of the head within the relative CP of RRCs.
 
 

 
b. Principle C
 
 

 
According to Principle C of the Binding Theory, an R-expression cannot be bound by an expression that c-commands it either inside or outside its local domain. In RRCs of the kind in (183), an R-expression contained within the subject of the main clause cannot co-refer with the subject of the RRC.
 
 
	(183) *The proposal approved by Marki that hei found on his desk was greatly appreciated.

 
This is also confirmed by some Italian data presented by Bianchi (1999: 110), where an R-expression contained in the matrix CP cannot co-refer in the relative CP with either a null subject, as in (184), or with a clitic pronoun, as in (185).
 
 
	(184) *Questo è il libro di Rachelei di cui proi ha più sentito parlare. 
‘This is the book by Rachele of whom (she) has heard more.’
 

 
	(185) *Questa è l’avventura di Giannii che glii piace di più. 
 ‘This is the adventure of Gianni that he likes most.’


 
These data receive no explanation unless we assume the movement of a category from the relative CP to the matrix CP. More specifically, the binding data on R-expressions confirm the conclusion reached for Principle A; i. e., the impossibility for an R-expression to co-refer with a (null or clitic) pronoun in the relative CP suggests the reconstruction of the R-expression in a position c-commanded by the pronoun inside the relative CP.77
 
 

 
c. Head reconstruction and scope
 
 

 
Consider the following RRC.
 
 
	(186) The policeman listened to the two women that every man accused.

 
The available reading for (186) is one in which for every man, there are two women he accused. That equals to saying that the universal quantifier every, subject of the RRC, has scope not just over the head within the matrix CP, but also over the numeral preceding it. The wide scope reading of the universal quantifier suggests the possibility of reconstructing the numeral in a position internal to the RRC. (See Bianchi 1999: 122–123.)
 
 

 
d. Ellipsis
 
 

 
The head of a VP ellipsis may include a RRC.
 
 
	(187) My mother ate the vegetables I cooked; my father didn’t (eat the vegetables I cooked).

 
In example (187), the VP ellipsis appearing in the final clause is reconstructed together with the RRC. This suggests that the head NP vegetables object of the VP ate forms a constituent with the RRC I cooked.
 
 

 
e. Quantifier binding
 
 

 
A pronoun co-refers with a quantified expression c-commanding it (Reinhart 1983: 122). In (188) a RRC is transparent for variable binding by a quantifier in the matrix CP (see Bianchi 1999: 123–124).
 
 
	(188) Nobodyi revealed the plan hei had been preparing.
 

 
 Moreover, Bianchi (1999: 124) shows that the same co-reference is established between a pronoun embedded in the head of a RRC and a quantified expression realized in the relative CP, as in (189).
 
 
	(189) 
 
	The aspect of hisi character that no-onei wants to show is the worst one.
 
	The image of herselfi that every womani seeks is always far from reality.



 
The data on quantifier binding are consistent with Principle A and C of the Binding Theory suggesting a derivation where the head is c-commanded by the quantifier of the relative CP.
 
 

 
f. Parasitic gaps
 
 

 
Another test to check the licensing of binding relations between the head and a RRC is represented by parasitic gaps. As shown in (190) below, RRCs allow parasitic gaps (Safir 1986: 673).
 
 
	(190) Tigers are animalsi that everyone who sees pgi is afraid of ei.

 
The NP animals is able to bind both the parasitic gap within the RRC and the empty category in sentence-final position within the matrix clause.
 
The reconstruction and binding phenomena illustrated in this section show that RRCs are transparent for binding relations and that they allow the reconstruction of the head in a position internal to the relative clause.

 
3.4.1.5. Extraposition
 
RRCs can be extraposed; that is, instead of sitting next to the head they refer to, they can be separated from it by intervening lexical material (Emonds 1979; Vergnaud 1974, a.o.), as shown in (191) below.
 
 
	(191) I talked to the woman yesterday that knows my husband.


 
3.4.1.6. Stacking
 
RRCs are reported to license stacking (Jackendoff 1979; McCawley 1988, a.o.). “Following Partee ([1973] 1976), it is standardly assumed that restrictive relative clauses denote sets which semantically combine with their head 
 through set intersection. Since more than one set can intersect with the same head, restrictive relative clauses can stack” (Grosu and Landman 1998: 126).
 
 
	(192) The students who arrived late who have not handed in their paper yet must come to see me.

 
The licensing of stacking in RRCs suggests that their relation to the matrix clause is not just one of dependency, but also one of embedding.

 
3.4.1.7. Other properties
 
a. Sentential adverbs
 
 

 
Sentential adverbs of modification cannot appear inside RRCs (Ogle 1974), as shown by the ungrammatical output in (193).
 
 
	(193) *The men that have by the way lost their suitcase should go to the police.

 
b. Order restrictions
 
 

 
When a RRC and a NRRC combine in the same construction, the RRC always precedes the NRRC (Jackendoff 1977; Smits 1988; Platzack 1997).
 
 
	(194) 
 
	The cake that Mary made, which by the way I did not taste, was a success.
 
	*The cake, which by the way I did not taste, that Mary made was a success.



 
The data in (194) suggest a stricter syntactic bind holding between the head and a RRC than between the head and a NRRC.

 
3.4.1.8. Summing up
 
Trying to sum up the main results of the data here presented on RRCs, we can claim that: 


 
	RRCs require a non specific head;
 
	RRCs fall under the c-command domain of the external determiner; 

 
	RRCs form a constituent with their head; 
 
	RRCs are transparent for binding;
 
	the head of a RRC can be reconstructed within the relative clause, thus suggesting that movement operations have taken place.



 
3.4.2. Non-restrictive relative clauses
 
 NRRCs refer to an element of the matrix CP by providing additional, non-required information on the referent. As such, they do not contribute to placing a restriction on the external determiner and thus restricting the set of entities in the world, as is the case of RRCs, hence the definition non-restrictive. Given that the information they provide is not crucial to univocally identifying the referent, relatives receiving a non-restrictive interpretation are also called appositives. This property of NRRCs has often lead researchers to assimilate them into parentheticals and independent discourse sentences (see Emonds 1979; McCawley 1982; Grosu 2002, a.o.). However, as Grosu (2002: 146) points out, one important difference concerns the subordinate status of NRRCs as opposed to independent sentences. He observes that while pronominals, like she in (195a), may refer to a referent not present in the discourse context, relative pronouns, like who in (195b), require a linguistic antecedent.
 
 
	(195) 
 
	The house collapsed; she ran away terrified.
 
	*The house collapsed, who ran away terrified. 
(Grosu 2002: 146)




 
As such, both RRCs and NRRCs contain a syntactic gap in the form of a free variable, but while RRCs seem to be related to the material of the matrix CP by syntactic binding, the relation holding between NRRCs and the matrix CP seems based on discourse anaphora (see also Sells 1985).
 
Potts’s (2005) contribution to the semantic and syntactic understanding of NRRCs is to interpret them as ‘conventional implicatures’ in a semantically autonomous dimension which is part of what is asserted, albeit not interacting with the assertive component of the sentence.
 
The semantic relation holding between NRRCs, their head, and the material within the matrix CP is attested by the syntactic properties they display. Following is a description of the behaviour of NRRCs in the same domains analyzed in § 3.4.1 for RRCs.
 
 
3.4.2.1. Head-related properties
 
 Like RRCs, NRRCs allow both definite and indefinite heads. The latter, however, are subject to a restriction. As de Vries (2002: 182) points out, the head of a NRRC can be indefinite and generic but it must be specific (i.e. presupposed). By drawing a comparison with RRCs, we might say that the head of NRRCs must bear the feature specification [+specific]. Notice the contrast de Vries points out between the unacceptability of the sentence in (196a), whose head is non-definite and non-specific, and the grammaticality of both (196b), whose head carries a presupposed definiteness, and (196c), whose head is generic but specific.
 
 
	(196) 
 
	*Ik zag een man, die een rode hoed droeg. 
I saw a man, who a red hat wore

 
	Er woont hier een bepaalde man, die je trouwens ook wel kent. 
there lives here a certain man, who you by.the.way indeed also know

 
	Walvissen, die zoogdieren zijn, worden veel bestudeerd. 
whales, who mammals are, are much studied
 
(Dutch, from de Vries 2002: 183)




 
The same holds for Italian, as illustrated in (197) below.
 
 
	(197) 
 
	* Luca vide una donna, che assomigliava a sua moglie. 
‘Luca saw a woman, who resembled his wife.’

 
	Ieri ho incontrato una certa donna, che mia madre conosce bene. 
‘Yesterday I met a certain woman, that my mother knows well.’

 
	Le infermiere, che fanno turni pesanti, dovrebbero essere pagate di più. 
‘Nurses, who have heavy shifts, should be paid more.’




 
a. Proper noun head
 
 

 
As expected from the facts illustrated above, NRRCs can modify proper names denoting the highest specificity of a referent; see (198).
 
 
	(198) Thomas, who works very hard, has been promoted.

 
b. Pronominal head
 
 

 
NRRCs can also modify pronouns which denote a definite, specific entity.
 
 
	(199) We, who are musicians, think that you, who are dancers, should move faster.
 

 
 c. Quantified head
 
 

 
NRRCs do not allow a quantified head (Ross 1967).
 
 
	(200) *Every student, who attended my course, will be rewarded.

 
De Vries (2002: 183) claims that the impossibility for NRRCs to license a quantified head is linked to their specificity restriction. As already pointed out in § 3.4.1.1, quantification turns the head into a non-specific element. He also shows the possibility for a NRRC to license a quantified head under specific circumstances, that is, when the quantified head is specific within the context. He quotes the sentence by Sells (1985: 2) that I use in (201) below.
 
 
	(201) A tutor will register each student, who is then responsible for getting his papers to the Dean’s office on time.

 
d. Any category head
 
 

 
NRRCs can take as their head not just NPs but other syntactic categories (Sells 1985). This is illustrated by the grammaticality of the sentences in (202a), (202b) and (202c), whose heads (within squared brackets) are respectively an AP, a VP and a CP.
 
 
	(202) 
 
	Sara is [AP famous], which I am not.
 
	The children [VP ran to the car], which I didn’t.
 
	[CP Tom booked the tickets], which I didn’t believe.



 
The possibility for NRRCs to take any category as their head is likely to be linked to two factors.
 
 
	The syntactic nature of the variable. The wh-relative pronoun of NRRCs seems to be able to be bound by larger constituents, supporting the claim that it is a kind of discourse anaphora (see Sells 1985; Grosu 2002, a.o.). In this respect, it shows a kind of co-reference similar to that obtained by ordinary demonstrative pronouns.78 Compare (202b) with (203) below. 
 
	(203) The children ran to the car. I also desired that (to run to the car).
 


 
	NRRCs do not seem to intersect with a property set, i.e. a head, denoted in the matrix CP, as RRCs do. The lack of semantic intersection between the head and the relative CP probably allows the variable contained in NRRCs to abstract over larger amounts of syntactic material.

 
 Bianchi (1999, 2000) casts some doubts on the genuine relative nature of constructions such as those in (202). The main problem posed by such structures is their derivation, which hardly receives an explanation under the head raising analysis defended by Bianchi.79 The sentences in (202) will be further discussed in § 3.5.1.5.
 
If such sentences were proved to be real relatives, the ability of NRRCs to license categories other than NPs would require different syntactic structures for the two semantic types, and therefore different derivations.

 
3.4.2.2. Relative pronouns and pied-piping phenomena
 
a. Material introducing the relative CP
 
 

 
As for the material introducing the relative CP of NRRCs, variations are attested across languages. In English, the relative complementizer that is not allowed in NRRCs (204a), while, according to Smits (1988), it is licensed in languages like Italian (204b), Catalan and Portuguese, as well as in Scandinavian languages.80
 
 
	(204) 
 
	*John’s brother, that I met yesterday, told me funny stories.
 
	Il fratello di John, che ho incontrato ieri, mi ha raccontato storie divertenti. 
‘John’s brother, that I met yesterday, told me funny stories.’




 
On the other hand, languages seem to agree on the presence of wh-relative determiners introducing the relative CP of NRRCs. This is shown by the acceptability of the English example in (205a) and the Italian example in (205b).
 
 
	(205) 
 
	John’s brother, who I met yesterday, told me funny stories.
 
	Il fratello di John, al quale non abbiamo detto niente, arriverà sta-sera. 
‘John’s brother, to whom we did not say anything, will arrive tonight. ’
 




 
 Finally, Smits (1988) claims that in English and Scandinavian languages, NRRCs cannot be introduced by a zero particle, as shown by the unacceptability of (206).
 
 
	(206) *John’s brother, I met yesterday, told me funny stories.

 
The data illustrated above seem to suggest that all languages allow the presence, within a NRRC, of a variable (in the form of a wh-element) co-referring with an element of the matrix clause (the head). Only some languages, however, seem to license a null wh-variable.81
 
As opposed to RRCs, NRRCs show a definiteness effect, as shown by the unacceptability of (207).
 
 
	(207) *She picked up the bottles, which there are in the box.

 
Sentence (207) indicates that the existential construction introduced by there in NRRCs contains a covert strong DP (see Barwise and Cooper 1981) as opposed to a weak DP covertly present in the existential constructions of RRCs; see example (168) in § 3.4.1.2.
 
 

 
b. Pied-piping
 
 

 
NRRCs allow pied-piping of a preposition, as in (208).
 
 
	(208) Mark, with whom John works, has suddenly left for Kenya.

 
Heavy pied-piping is also allowed by NRRCs (Emonds 1979).
 
 
	 
(209) The house, the bedroom of which I saw, was sold yesterday.


 
As the reconstruction data will point out in § 3.4.2.4, pied-piping phenomena in NRRCs suggest the movement of the wh-relative determiner towards the left edge of the relative CP.

 
3.4.2.3. Scope phenomena
 
a. Scope assignment
 
 

 
A NRRC is not in the scope of the determiner or quantifier selecting the head. The sentence in (210a) has only the meaning that all the women in the 
discourse context had a driving licence and that they were allowed to leave. In (210b) the quantifier all has no scope over the NRRC; thus, the entailment is that the woman put all the apples in the basket and that all the apples present in the discourse context were stolen, i.e. there are no other apples present which were not stolen.
 
 
	(210) 
 
	The women, who had a driving licence, were allowed to leave.
 
	We stole all the apples, which the woman put in the basket.



 
 b. Matrix negation
 
 

 
A NRRC does not fall in the scope of matrix negation (Dermidache 1991). Sentence (211) means that the speaker does not like all the dresses present in the discourse context, not only those the speaker’s sister bought (as in the RRC in 175 above).
 
 
	(211) I don’t like the dresses, which my sister bought.

 
c. Licensing of Negative Polarity Items (NPIs)
 
 

 
NPIs appearing in NRRCs are not licensed by a negative element in the matrix clause (Jackendoff 1977: 176), as shown in (212).
 
 
	(212) I didn’t expect to meet Mary, who had some/*any suggestion to make.

 
These data are consistent with the data on matrix negation suggesting that NRRCs are not in the scope of (negative) material appearing in the matrix.
 
 

 
d. Ordinal antecedent
 
 

 
An ordinal preceding the head of a NRRC does not modify the relative clause; rather, it modifies only its head, as illustrated in (213).
 
 
	(213) The first house, which I bought, was built in 1890.

 
In the sentence (213) the ordinal first modifies just the head of the NRRC. Thus the sentence might mean that the house that was built in 1890 is the first one in a row of houses, not the first one the speaker bought in his/her life. The scope of the ordinal does not extend to the NRRC, which is consistent with the data on matrix negation and NPIs.
 
 
 

 
 e. Intentional Vs
 
 

 
NRRCs are not in the scope of intentional verbs (Zhang 2001).
 
 
	(214) #Gianni thinks that Sara invites the men, who are not married.

 
The intentional verb think does not have scope over the NRRC but only over the NP men.
 
The data on scope phenomena all point towards the conclusion that an element, be it a determiner, a quantifier, a negative element, an ordinal or an intentional verb in the matrix clause, has no scope over a NRRC. In other words, a NRRC seems to be an island for scope by elements of the matrix CP.

 
3.4.2.4. Reconstruction and binding phenomena
 
a. Principle A
 
 

 
As opposed to RRCs, an anaphor embedded within the head of a NRRC cannot be bound by an element appearing within the relative CP.
 
 
	(215) *The picture of himselfi, which Richardi found in the drawer, was embarrassing.

 
Bianchi (1999: 120) observes that some NRRCs yield contradictory results concerning Principle A. In (216) I report an Italian example used by Bianchi (1999: 120) to illustrate this fact.
 
 
	(216) ? Quella conseguenza della propriai decisione, che Giannii non aveva considerato, si rivelò disastrosa. 
‘That consequence of his own decision, that Gianni hadn’t considered, turned out to be disastrous.’


 
In (216), the possessive anaphor propria might be bound by the R-expression Gianni, thus suggesting the possibility of reconstructing the head within the NRRC, in a position where the NP Gianni is able to c-command it. However, the introduction within the matrix CP of a possible head able to bind the anaphor in the S-structure clears any doubt, proving the impossibility of the anaphor being bound by a referent inside the NRRC and thus for the impossibility of reconstruction of the head within a NRRC.
 
 
 
	(217) *The doctor found out about the critics to himselfi, which the patienti read on the board.

 
 In (217), the only reading available is one in which the anaphor himself is bound by the head doctor, not by the referent in the NRRC patient.
 
Recall that in RRCs, the presence of a possible head for the anaphor in the S-structure does not block binding or reconstruction of the head within the relative CP.
 
 

 
b. Principle C
 
 

 
In NRRCs, an R-expression contained within the constituent of the head can co-refer with the subject of the NRRC without giving rise to a violation of Principle C. This is illustrated by the acceptability of the English example in (218), where Mark can co-refer with the pronoun he, and by the Italian example in (219), where the R-expression Laura can co-refer with the null subject in the relative CP.
 
 
	(218) The proposal approved by Marki, which hei found on his desk, was greatly appreciated.
 
	(219) L’amica di Laurai, alla quale proi ha regalato il suo orologio preferi-to, colleziona antichità. 
‘Laura’s friend, to whom (she) has given her favourite clock, collects antiques.’


 
These facts suggest, once again, the lack of reconstruction of the head of a NRRC within the relative CP.
 
 

 
c. Reconstruction of pied-piped material
 
 

 
NRRCs allow reconstruction of the material contained in the pied-piped phrase (Bianchi 1999: 127). In (220) the reconstruction is shown by Principle C effect: the R-expression Beatrice within the pied-piped phrase co-refers with the subject of the NRRC (220a). In the following examples, reconstruction is shown by two instances of Principle A: binding of the anaphor propria (220b) and quantifier binding of nessun medico with the anaphor propri (220c). The examples in (220) are taken from Bianchi (1999: 127).
 
 
 
	(220) 
 
	Andrea, [le cui insinuazioni su Beatricei] proi non è più disposta a sopportare t, … 
‘Andrea, whose insinuation on Beatrice (she) is not willing to stand any more…’

 
	Andrea, [la cui passione per la propriai moglie] Juani non è dis-posto a tollerare t, … 
‘Andrea, whose passion for his wife Juan is not willing to tolerate…’

 
	Questo farmaco, [il cui effetto sui proprii pazienti] nessuni medico è in grado di prevedere t, … 
‘This medicine, whose effect on his patients no doctor is able to foresee…’




 
Bianchi (1999: 127) claims that “[..] the A’ dependency created by the pied-piped phrase allows reconstruction; more specifically, it is an instance of movement. It seems implausible to stipulate that appositive clauses with and without pied piping involve two completely different A’ dependencies; therefore, appositive clauses must have a movement derivation”.
 
 

 
d. Reconstruction and scope
 
 

 
Consider the following NRRC.
 
 
	(221) The policeman listened to the two women, whom every man accused.

 
The only available reading for (221) is one in which every man accused two specific women. That amounts to saying that the universal quantifier every, subject of the NRRC, has scope just over the head women, not over the numeral preceding it. The wide scope reading of the universal quantifier is therefore not available in NRRCs suggesting the impossibility of reconstructing the numeral in a position internal to the NRRC (see Bianchi 1999: 122–123).
 
 

 
e. Ellipsis
 
 

 
The head of a VP ellipsis does not include a NRRC.
 
 
	(222) My mother ate the vegetables, which by the way I cook very well; my father didn’t (eat the vegetables).
 

 
 In (222) the VP ellipsis of the matrix predicate does not include the NRRC but only its head.
 
 

 
f. Quantifier binding
 
 

 
NRRCs are not transparent for binding of a variable by a c-commanding quantifier (Reinhart 1983: 122).
 
 
	(223) *Nobodyi revealed the plan, which hei had been preparing.

 
In (223), the quantifier nobody cannot co-refer with the pronoun he in the NRRC. The same opacity for quantifier binding is illustrated in (224) where a pronoun embedded in the head of a NRRC cannot be bound by a quantified expression realized in the relative CP.
 
 
	(224) 
 
	*The aspect of hisi character, which no-onei wants to show, is the worst one.
 
	*The image of herselfi, that every womani seeks, is always far from reality.



 
The data in (223) suggest that the NRRC is an island for quantifier binding and the data in (224) further suggest the impossibility for reconstruction of the head within the non-restrictive relative CP.
 
 

 
g. Parasitic gaps
 
 

 
NRRCs do not license parasitic gaps (Safir 1986: 673).
 
 
	 
(225) *Horses are animalsi that my sister, who has pgi, is very proud of ei.


 
In (225), the NP animals is able to bind the empty category appearing in sentence-final position within the matrix clause, but it is unable to bind the parasitic gap within the NRRC. This data suggest that the NRRC is not in the c-command domain of the NP head.
 
The data gathered on reconstruction and binding phenomena of NRRCs point towards the islandhood of NRRCs for binding and towards the impossibility of reconstruction of the head within the relative CP. Nonetheless, the wh-pronoun of NRRCs shows movement inside the relative CP.
 

 
3.4.2.5. Extraposition
 
 There seems to be some disagreement in the literature as to whether NRRCs allow extraposition of the relative clause from its head. While Emonds (1979), Vergnaud (1974), Smits (1988), a.o., claim that a NRRC cannot be extraposed, de Vries (2002: 190, 196) provides examples from Dutch and English claiming that NRRCs can be, in fact, extraposed. The following are examples of extraposed NRRCs from Dutch (226a, taken from de Vries 2002: 196) and English (226b).
 
 
	(226) 
 
	Gisteren heb ik mijn zuster bezocht, die blond haar heeft (zoals je weet). 
yesterday have I my sister visited, who blond hair has (as you know)

 
	Mary sent me a book yesterday, which I have already finished reading.




 
3.4.2.6. Stacking
 
Even the possibility for NRRCs to license stacking seems to yield some disagreement among linguists. According to Jackendoff (1979), McCawley (1988), Smits (1988), Platzack (1997), Alexiadou et al. (2000), a.o., NRRCs cannot stack. Lehmann (1984), Grosu and Landman (1998) and de Vries (2002) seem to hold a different view and provide examples. De Vries (2002: 197) suggests that, although difficult in English NRRCs, stacking is allowed. To illustrate this possibility, he reports the English example in (227a) and the Dutch example in (227b).
 
 
	(227) 
 
	This man, who came to dinner late, about whom nobody knew anything…
 
	Joop, die op de derde rij zat, van wie we nu nog niet weten of hij 
Joop, who on the third row sat, of whom we now yet not know if he
 
wel een kaartje had, genoot van de voorstelling
 
indeed a ticket had, enjoyed the performance.




 
De Vries (2002) further suggests that a good strategy to improve the acceptability of stacked NRRCs in Dutch consists of employing different relative pronouns. He finally reports that stacking of a non-NP head in NRRCs is also allowed; in this case stacking is improved by using an overt coordinator. The stacked Dutch sentence in (228) is taken from de Vries (2002: 199) to illustrate such a possibility.
 
 
 
	(228) Joop is gevallen, wat heel zielig is, (en) wat hij voortaan moet vermijden. 
 Joop has fallen, which very pitiful is, (and) which he from.now.on should avoid


 
Grosu and Landman (1998: 126) seem to also share the assumption that NRRCs can stack. They provide a semantic reason for the licensing of stacking in NRRCs by claiming that “as Sells (1985) shows, appositive relative clauses contain an element that stands in a discourse anaphora relation to the NP they modify. Since more than one relative can stand in a discourse anaphora relation to the same NP, appositive relative clauses can stack too”.
 
If the claim that NRRCs can stack were on the right track, this would suggest, as for RRCs, that NRRCs are not just dependent clauses but also embedded in the matrix CP.
 
However, it is worth noticing that Grosu and Landman (1998) and de Vries (2002) apply to NRRCs a notion of stacking different from the one used for RRCs in § 3.4.1.6. To illustrate, consider the following sentences where (229a) reproduces de Vries’ English example in (227a), and (229b) reproduces the stacked restrictive given in (192).
 
 
	(229) 
 
	This man, who came to dinner late, about whom nobody knew anything…
 
	The students who arrived late who have not handed in their paper yet must come to see me.



 
The crucial difference between (229a) and (229b) is that while in the stacked restrictive in (229b) the head of the second relative CP is the NP student together with the first relative CP who arrived late, the head of both relative CPs in (229a) is only the NP man. Thus, the embedding of one relative CP inside the former is only realized in the restrictive relative clause.

 
3.4.2.7. Other properties
 
a. Sentential adverbs
 
 

 
Sentential adverbs of modification can appear inside NRRCs (Ogle 1974), as shown in (230).
 
 
	(230) The men, who have by the way lost their suitcase, should go to the police.
 

 
 I will here just comment on this data by saying that the presence of sentential adverbs of modification within NRRCs semantically assimilates them into parentheticals, i.e. into clauses expressing a side comment. As already mentioned, this, together with the semantic interpretation of NRRCs, has often lead researchers to consider NRRCs on a par with parentheticals suggesting in some cases a similar derivation.
 
 

 
b. Generic NP
 
 

 
I would like to point out very briefly an interesting property of NRRCs. As illustrated in the literature (see Bianchi 1999; Zhang 2001; de Vries 2002, a.o.), NRRCs can either display only an external head, as in (231a), or an external head and an NP internal to the relative CP and co-referent with the external head, as in (231b).82
 
 
	(231) 
 
	Rome, ø which hosts some of the most beautiful Roman ruins, is very enchanting.
 
	Rome, a city which hosts some of the most beautiful Roman ruins, is very enchanting.



 
The latter possibility is never displayed by RRCs and could possibly shed some light on the syntactic structure of NRRCs.
 
 

 
c. Order restrictions
 
 

 
As already pointed out in § 3.4.1.7, when combining with RRCs, NRRCs always follow them.
 
 

 
d. Intonation contours
 
 

 
Some languages phonetically mark the non-restrictive interpretation of their relative clauses enclosing them through specific intonation contours and pauses. These prosodic means reach the goal of phonetically separating the NRRC from other syntactic cues. Although intonation contours of this kind do not constitute a universal strategy (they are rather language specific), they strengthen the assumption gathered from the syntactic properties discussed above that the syntactic relation holding between the head and a NRRC does not involve constituency.
 

 
3.4.2.8. Summing up
 
 The different semantic interpretations characterizing RRCs and NRRCs correspond to different syntactic properties displayed by the two semantic types. Some important conclusions reached on non-restrictive EHRCs are:
 
 
	NRRCs require a specific head;
 
	NRRCs do not fall under the c-command domain of the external determiner;
 
	NRRCs are not transparent for binding;
 
	the head of a NRRC does not show reconstruction effects, suggesting that it is base-generated in a position external to the relative clause;
 
	NRRCs allow reconstruction of the material pied-piped by the head, thus suggesting a movement derivation.

 
The different syntactic properties displayed by RRCs and NRRCs in the domains of binding and reconstruction suggest the impossibility of assuming the same analysis for both semantic types. The diverging syntactic properties they display have rather led linguists to propose different derivational approaches that will be discussed in § 3.5.1.5.


 
3.4.3. Maximalizing relative clauses: Grosu and Landman’s (1998) semantic scale
 
I will here only briefly discuss a third semantic type of relative clause constructions, namely, what Grosu and Landman (1998) call maximalizing relatives.
 
Grosu and Landman (1998) propose to consider the different relative structures as ordered in a semantic scale. In the scale in (232), taken from Grosu and Landman (1998: 126) and adapted by de Vries (2002: 24), the semantic types are grouped following a main distinction, namely, whether the interpretation of the head, which they identify as sortal, is construed by the material internal to the relative CP or external to it, that is, whether the sortal is semantically interpreted CP-internally or externally.
 
 
	(232) 
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 It is worth pointing out that the interpretation of the sortal does not necessary coincide with its position in the structure; e.g. degree relative clauses (233) receiving a maximalizing interpretation are considered to belong to the sortal-internal group of relatives although their head occupies a position external to the relative CP.
 
 
	(233) Sarah called the children [that there were in the garden].

 
The semantic scale proposed by Grosu and Landman (1998) starts from the leftward extreme occupied by simple XPs lacking a relative CP. As such, the only material present is that of the matrix clause. To their right they place relatives receiving an appositive reading. In these, the interpretation of the sortal is completely dependent on the material external to the relative CP, to which the appositive is related as a discourse anaphora (see § 3.4.2 for more details). Restrictive relatives occupy a central position in the paradigm. They display, in fact, a symmetric relation between the relative CP external and internal material through the intersection of the head with the relative CP. Appositives and restrictives are sortal-external; this means that the semantic content of the head cannot be retrieved solely by the material internal to the relative CP. The semantic group defined as maximalizers occupies the position within the semantic scale of the sortal-internal relatives. In this semantic group, which, according to Grosu and Landman, includes many syntactic typologies such as degree relative clauses, some IHRCs, correlatives and (standard) free relatives, the main contribution to the interpretation of the construction comes from the material internal to the relative CP. Whatever material is external to the relative CP is either interpreted internally or derived from the semantic interpretation of the relative CP. Finally, at the right extreme of the scale are bare CPs. Clearly, no contribution comes from other material external to the CP which is, this time, not present. Grosu and Landman suggest that this is a case of a particular kind of free relative, namely irrealis free relatives.
 
According to Grosu and Landman, the sortal-internal group of maximalizers shares an operation of maximalization that I shall briefly illustrate here. The reader is referred to Grosu and Landman’s (1998) analysis for further semantic details and for discussion on the maximalizing interpretation of correlatives, IHRCs and free relatives.
 
To illustrate, I will concisely discuss a kind of maximalizing relative, namely, degree relative clauses.
 
Consider the sentences in (234) below.
 
 
 
	(234) 
 
	Johanna took the bottles that there were in the box.
 
	Johanna took the bottles that were in the box.



 
 Although sharing the same syntactic typology (they are EHRCs), the semantic interpretation the two sentences receive differs in one respect. Sentence (234a) means that Johanna took all the bottles contained in the box and no other bottle is present in the domain of discourse, while sentence (234b) entails the presence of many bottles, some inside the box and some outside it, thus restricting the bottles Johanna took to those contained inside the box. Sentence (234a) receives an amount reading, while sentence (234b) receives a restrictive interpretation. Grosu and Landman suggest that while the relative CP of RRCs denotes a set of individuals intersecting with another set of individuals, represented by the head, the relative CP of degree relatives denotes a set of degree and as such it cannot intersect with a set of individuals (such intersection is defined as ‘senseless’ by Grosu and Landman 1998: 130). Thus the relative CP of degree relatives does not combine with its head through intersection, as is the case in RRCs. To exemplify, the sentence in (234a) can receive a representation as in (235).
 
 
	(235) Johanna took the bottles that there were d many bottles in the box.

 
The sentence in (235) can be explained by saying that the head of a degree relative is interpreted inside the relative CP (as its copy inside the relative CP shows) where it contains a null indefinite determiner denoting a quantity or amount similar to much/many. The head thus acts as a restriction to the degree variable (see Carlson 1977; Heim 1982; Grosu and Landman 1998).
 
The degree expression d many bottles thus exemplifies two intuitions: the presence of a degree variable inside the relative CP bound to the relative pronoun or operator; and the interpretation of the head of degree relatives inside the relative CP. Although the discussion of Carlson (1977), Heim (1982) and Grosu and Landman (1998) concentrates on degree relatives of the kind in (234a), other structures can receive a degree reading, such as those in (236).
 
 
	(236) 
 
	Carlo has withdrawn the money that is required for the race.
 
	She is not allowed to smoke the few cigarettes she has taken with her.



 
If we consider the sentence in (234a) we observe that degree relatives are instances of sortal-internal structures since the interpretation of the sortal 
bottles is derived from the content of the complex expression contained in the relative CP correspondent to d many bottles.
 
By applying the operation of maximalization to degree relatives, Grosu and Landman assume a degree function that keeps track of the plural individual, i.e. of the sum of individuals denoted by the object measured. By looking at the degree relative in (234) I will try to illustrate the structural degree function Grosu and Landman introduce to map degree relatives.
 
The degree function maps the plural individual bottles into a triple consisting of its cardinality, i.e. the number composing the sortal; the sortal predicate, in the box; and the plural individual bottles, thus leading to the triple in (237).
 
 
	(237) < |x|, P, x >

 
 In (237) the first element denotes the cardinality of the plural individual and the second element represents the sortal predicate, while the third element denotes the plural individual itself. An operation of maximalization then takes place, selecting the singleton set containing the maximal degree from a set of degree triples. So in (234a), if three bottles are in the box, the numerical set includes the numbers one and two but the sentence is true only if the number of bottles Johanna took is equal to its maximum, i. e. three. Thus the operation of maximalization creates a unique, singleton set, the one denoting the maximal plural individual. Grosu and Landman suggest that the requirement for the degree relative to be selected by an external strong determiner follows from the operation of maximalization; specifically, “[..] the CP can only combine with determiners that preserve the internal CP information –and in particular, max – into the generalized quantifier meaning” (Grosu and Landman 1998: 145). Only a definite and universal determiner can select the unique singleton set deriving from the application of maximalization. The impossibility of stacking in degree relatives would also follow from the operation of maximalization of the relative CP. According to Grosu and Landman, the unique singleton set created by the operation of maximalization cannot intersect with another singleton set, as is the case with stacking in restrictives which do not denote singleton sets. In degree relatives, such intersection would, on the other hand, lead to identity or to a vacuous result. A further reason adduced to the impossibility of stacking is the impossibility for the sortal to receive a different interpretation once a first operation of maximalization has applied to it.
 
Carlson (1977), Heim (1982) and Grosu and Landman (1998) find three diagnostics for relative clauses displaying a maximalizing interpretation, 
 namely: the requirement to be selected by an external strong determiner, the impossibility for the relative CP to display a wh-relative pronoun, and the impossibility of stacking.
 
An apparent contradiction arises when considering that not all syntactic types are subject to the constraint on avoiding wh-pronouns. As a matter of fact, IHRCs, correlatives and FRs do employ wh-elements. This fact appears to be in contrast with the prediction made by Carlson (1977), Heim (1982) and Grosu and Landman (1998). The operation of maximalizing has also been recognized as being at work in constructions of a different nature such as comparatives (von Stechow 1984), plural anaphora (Evans 1980; Kadmon 1987) and questions (Groenendijk and Stokhof 1982).

 
3.4.4. Summing up the syntactic properties exhibited by restrictive and non-restrictive relative clauses
 
 The table in (238) sums up the relevant properties displayed by restrictive and non-restrictive relative clauses.
 
 
	(238) 
 
 
 
 
 
	Properties 
	Restrictive relatives 
	Non-restrictive relatives
 
 
	Feature specification of the head 
	- specific 
	+ specific
 
 
	Proper name head 
	No 
	Yes
 
 
	Pronominal head 
	No 
	Yes
 
 
	Quantified head 
	Yes 
	No
 
 
	Any category head 
	No 
	Yes
 
 
	Material inside the relative CP 
	Wh-/Compl/nothing 
	Compl/wh-
 
 
	In the scope of the matrix CP 
	Yes 
	No
 
 
	Reconstruction inside the 
	Yes 
	Only the wh-
 
 
	relative CP 
	 
	constituent
 
 
	Transparent for binding relations 
	Yes 
	No
 
 
	Extraposition 
	Yes 
	Yes?
 
 
	Stacking 
	Yes 
	Yes?
 
 
	Sentential adverbs 
	No 
	Yes
 
 
	Be first when more than one 
	Yes 
	No
 
 
	Heavy pied-piping 
	No 
	Yes


 


 
 This concludes the description of the semantic interpretation of relative constructions. In the following section, I will illustrate the derivation proposed by the raising analysis for the syntactic and semantic types illustrated above.


 
3.5. The syntactic representation of relative constructions
 
So far, the characterization of the relativization strategies introduced has avoided any syntactic representation. Within the generative tradition, different approaches have been proposed to derive relative constructions (see Bianchi 2002 for a detailed historical survey). The D-complement analysis (Chomsky 1965; Smith 1969; Stockwell, Schachter and Partee [1973] 1976; Kayne 1994) is the first generative hypothesis on the syntax of relative clauses. Its main intuition is that the relative CP is selected as the complement of a D head occupying the specifier position of the head of the relative clause. The expected linear order is then obtained by obligatorily extraposing the relative CP to the right. The matching analysis (Lees 1960, 1961; Chomsky 1965; Sauerland 1998, 2003; and Citko 2001, a.o.) represents the first attempt to account for some puzzling phenomena observed within relative constructions, such as the connectivity problem referring to the double and distinct role played by the head of a relative clause within the matrix CP and relative CP. The matching analysis assumes that a representation of the external head is also present within the relative CP in the form of an NP co-referential to the external NP. The two co-referential NPs are merged in the position where they are interpreted inside their own CP. Moreover, the relative CP internal NP moves from its base position to Spec, CP where it is phonetically deleted under identity with the external head in a local relation and replaced by the appropriate relative pronoun that, under certain constraints, may be optionally deleted.
 
The core assumption of the adjunct analysis, widely assumed starting from Ross (1967), Montague (1974), Partee (1975), Chomsky (1977) and Jackendoff (1977), is that the head NP originates outside the relative CP, this latter being a right adjunct to the NP. The relative CP involves A’ movement of a relative operator, which may be either overt or covert displaying a null operator Op in Spec, CP. In this respect, the wh-pronoun does not substitute a copy of the head NP as assumed by the matching analysis; it is rather interpreted as the head itself through a predicative relation.
 
An alternative view to the adjunct analysis is the Nom-S analysis (Carlson 1977; Fabb 1990; Platzack 1997; Lipták 1998; Meinunger 2000) in which the 
 relation between the external NP head and the relative CP is viewed in terms of sisterhood. The relative CP is not an adjunct to the external NP; instead, it is selected by the NP as its internal argument. The wh-relative pronoun or, alternatively, an empty operator, moves to Spec, CP by A’-movement, and it is co-indexed with the head NP.
 
A more recent proposal is the raising analysis. Its assumptions will be illustrated and discussed in § 3.5.1 and its proposed derivation will be applied to headed relative clauses.
 
A derivation consistent with the raising analysis will also be proposed for free relatives, while correlative clauses will be analyzed in light of two competing proposals, namely Dayal’s (1991) and Bhatt’s (2003). Finally, in § 3.5.1.5. the raising hypothesis is applied to the semantic types of restrictive and non-restrictive relatives in an attempt to provide a structural representation capturing their syntactic properties.
 
3.5.1. The raising analysis
 
 Reviving Vergnaud’s (1974) proposal, an alternative approach to relative constructions is elaborated within the new theoretical acquisitions characterizing the late 1980s and the 1990s and traceable in at least three main theoretical proposals. The rise of the DP hypothesis (Abney 1987) allows a new representation of the nominal domain. Following Abney, determiners do not occupy the specifier position of the nominal phrase NP, but head their own functional projection, namely DP (Determiner Phrase), taking the lexical NP projection as their complement. A further proposal, constituting a turning point in generative studies, is Chomsky’s (1993) minimalist paper. Within the vast minimalist program, the copy theory of traces offers a strong theoretical basis for the new approach to relative clauses. Under this hypothesis, a moved element targeting a higher position leaves in the intermediate chain links not empty traces (as previously assumed within the Principles and Parameters framework), but exact copies of itself that, although failing to be phonologically spelled out, remain available in the LF branch of the derivation. A third proposal, central for the raising analysis to relative clauses, is Kayne’s (1994) Antisymmetry Theory. Kayne’s hypothesis prescribes a rigid mapping of the hierarchical relations holding between the non-terminal nodes of a tree and the linear order of the terminal symbols they dominate (known as the Linear Correspondence Axiom, LCA83). More specifically, some constraints on phrase structure posed by the antisymmetry theory are relevant for the new approach to relative clauses. A first constraint is 
 a strict binary branching of the X-bar schema. Each maximal projection is restricted to only one adjunct and specifier position84 and one complement. Moreover, the asymmetric c-command between the non-terminal nodes of the tree determines linear precedence yielding the universal order specifier-head-complement. This last constraint leads to the impossibility of rightward adjunction. Within the antisymmetric framework, the standard adjunct analysis (see Ross 1967; Montague 1974; Partee 1975; Chomsky 1977; Jackendoff 1977, a.o.) to relative constructions appears inadequate. The relative CP cannot, in fact, be right adjoined to the head NP. Given that an XP must adjoin to a maximal projection (assumed to be NP), the only possibility of maintaining an adjunct derivation within antisymmetric frameworks is for the relative CP to precede the NP and further move the segment N to the left of the relative CP. This, however, is not an available operation within the antisymmetric framework since segments are unable to c-command their trace.85 The adjunct analysis is therefore rejected and a new proposal is laid. Kayne (1994) revives the approach to relative structures originally elaborated by Brame (1968), Schachter (1973), and Vergnaud (1974), combining it with Smith’s (1969) D-complement hypothesis. Kayne’s raising analysis is assumed by Bianchi (1999), de Vries (1996, 2002), Alexiadou et al. (2000: intro), Zwart (2000), a.o. I now turn to the theoretical assumptions laid by the raising hypothesis.
 
Since post-nominal headed relative clauses cannot be adjoined to a maximal projection, according to the LCA, they must occupy a complement position. It remains to be ascertained what kind of maximal projection selects the relative CP as its complement. Since relative CPs are not theta-marked, Kayne assumes that they must be the complement of a functional head. The determiner head is a good candidate. One first assumption is, therefore, that relative CPs are complements of a D head (Kayne 1994: 87) which, following Bianchi (1999: 39), will be referred to as the external determiner of the relative structure.
 
Such a structural relation is able to explain the data illustrated in § 3.4.1.3, namely, the fact that the relative CP falls under the c-command domain of the external D head, a fact that the adjunct analysis fails to capture. Further support for the D selecting the relative CP comes from the DP hypothesis (Abney 1987) in which the determiner is a functional head displaying a specifier and a complement position. Evidence for the possibility of a D head selecting a category different from NP is provided by sentences like (239) where a nominal specifier, in the form of a possessive, occurs with a verb phrase, or like (240), where a determiner selects a VP. Abney (1987: 21–25) observes that in (239) D assigns genitive case to its specifier and selects a VP  
as its complement. In (240), D simply selects a maximal verbal projection as its complement.
 
 
	(239) 
 
	Sarah’s breaking a vow.
 
	[DP Sarah’s [DP D° [VP breaking a vow]]].


 
	(240) 
 
	The consuming of the fire.
 
	[DP [DP The [VP consuming of the fire]]].



 
Bianchi (1999: 39) reports the possibility that a D head can select even full CPs, as shown in the following examples she cites.
 
 
	(241) 
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Furthermore, this assumption is able to capture the nominal distribution of the relative clause. By selecting the relative CP, in fact, the external determiner nominalizes it, endowing it with the required nominal status.
 
The external determiner is believed to originate in an external CP position. Evidence for the head-complement relation between D and the relative CP and for the D head being generated in a CP-external position is provided by Bianchi (1999: ch. II).86 The structure in (242) is reminiscent of the Determiner-S analysis proposed by Stockwell, Schachter and Partee ([1973] 1976).
 
 
	(242) 
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 Moreover, a crucial assumption within Kayne’s raising analysis regards the derivation of the head that is assumed to originate inside the relative CP. More specifically, the NP head originates within the IP, which will be henceforth called the relative IP, in the position where it is interpreted. In post-nominal headed relatives, the head moves from a relative IP internal position to the specifier of the relative CP. Kayne further assumes that in wh-relatives, the wh-relative pronoun is the original determiner of the head NP. Under this assumption, the relative DP, composed of the wh-relative determiner and the head, originates inside the relative IP to successively raise to the specifier of the relative CP. The raising of the DP category containing the head is assumed to be triggered by a Relative Criterion equal to Rizzi’s (1991) Wh-Criterion. By raising to Spec, CP, the relative DP endowed with a [+rel] feature is able to check it against the same feature in C through Spec-Head agreement. From Spec, CP, the head is further raised to the specifier of the relative D in a position that asymmetrically c-commands the relative determiner and is asymmetrically c-commanded by the external determiner. The superficial linear order of the elements is thus obtained. The derivation of the sentence in (243a) is illustrated in (243b) representing the structure of the relative clause before any movement operations, and in (243c) representing its structure after movement operations have taken place.
 
 
	(243) 
 
	The woman whom John likes. 
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The structure in (243c) is slightly modified when the wh-determiner pied-pipes a preposition. In this case, the relative DP originates as a PP inside the relative IP and raises to Spec, CP. Raising of the PP is possible since the pied-piped PP is assumed to inherit the feature [+rel] from the relative D it dominates through percolation of the feature.87 As in (243c), the head strands the relative determiner in D, but instead of raising to Spec, DP, it targets the specifier of the prepositional phrase, as illustrated in (244). The reason for the higher movement of the head in this context will be soon made clear.
 
 
	(244) 
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 Kayne assumes two different constituent structures for wh- and non-wh-relative clauses. According to his assumption, relative structures displaying a wh-relative element involve movement of a DP headed by the wh-element and taking the head as its complement, while relative structures that do not display a wh-element involve movement of a bare NP. De Vries (1996) and Borsley (1997) criticize Kayne’s proposal by arguing that there is evidence for the head to behave as a DP even when no wh-element is phonetically realized. Bianchi (1999, 2000) and de Vries (2002) argue for the presence of a relative DP in both kinds of relatives, reporting the difference to be a matter of phonetic deletion of the relative D head in non-wh-relative clauses. The difference between the two proposals only concerns the way in which the relative D is phonologically deleted in non-wh-relative structures. The derivation of a non-wh-relative as proposed by Bianchi is sketched in (245) below.
 
 
	(245) 
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Bianchi and de Vries’s proposal leads to a unifying derivation of wh-, non-wh-and zero88 relative clauses. The three structures involve movement of a DP from a relative internal-IP to a relative external-IP position. Wh- relatives involve a filled D head; non-wh-relatives, or that-relatives, involve the deletion of the wh-D head89 and the spell out of the relative complementizer; zero relatives are derived by the deletion of both the wh-D head and the relative complementizer.90
 
While in the adjunct analysis the gap inside the relative IP was semantically bound by the external head through a relation of predication, in the raising analysis the gap is the lowest link of an A’ movement chain containing a phonologically deleted copy of the moved head. In the raising analysis, the relation between the gap and the head is thus syntactic binding.
 
 
Borsley moves the objection that, in Kayne’s analysis, it is not clear what triggers the movement of the head NP to a position adjacent to the external D. In Bianchi’s (2000: 127–128) reply to Borsley, it is claimed that the raising of the head is triggered by the need to check the external D’s nominal feature. She proposes that the external D is a nominal determiner bearing a strong N categorial feature which remains unchecked when selecting the relative CP. The strong N-feature triggers the raising of the head to a position adjacent to the external D where no other governor can intervene between the two categories; thus, relativized minimality91 is respected. From this position, the head falls in the minimal domain92 of the external D entering in a proper checking configuration with it93 (as defined in Chomsky 1995: 178). In Zwart (2000) the raising of the head is instead triggered by semantic reasons: after stranding the relative determiner in Spec, CP, the head moves higher to receive a restriction interpretation from the external D. Both analyses provide an explanation for the raising of the head to the highest specifier position adjacent to the external determiner, as in (243c) and (244) above.
 
Let’s now try to derive the same evidence provided to support the adjunct analysis from the assumptions laid by the raising analysis. The main arguments supporting the adjunct analysis are twofold: namely, the islandhood of the relative CP, and the agreement relation between the head and the wh-operator. The strong islandhood displayed by relative clauses is explained by Kayne as a typical property of DPs, as stated in both the Complex NP Constraint (CNPC)94 and the Complex Noun Phrase Islands.95 Given that the relative CP is endowed with nominal features, its islandhood follows straightforwardly. The agreement relation between the head NP and the wh-relative operator, derived within the adjunct analysis from the predicative relation holding between the head and the relative CP, receives a straightforward account within the raising analysis where the wh-operator is the original determiner of the head NP, both generated in a head-complement position inside the relative IP.
 
As for case agreement between the head and the external D, Bianchi (1999, 2000) follows Giusti’s (1993) assumption that being Case-marked is a property of D heads. Furthermore, she suggests that N agrees with the D that governs it or in whose minimal domain it is included. Since in the representation given in (243c) the head NP is in the minimal domain of the external determiner, its morphological Case is copied and spelled out into the head.
 
Moreover, Bianchi (1999, 2000, 2002) presents several facts receiving a straightforward explanation under the raising analysis but hard to derive within the adjunct analysis. Some of these are the data on reconstruction, binding and scope phenomena displayed by the head of restrictive relative  
 clauses and illustrated in § 3.4.1. Such data are expected under the raising analysis in which the head originates inside the relative CP thus leaving behind copies of the moved constituent. On the other hand, under the adjunct analysis it would appear mysterious how the head could be reconstructed in an internal position, how it could be subject to the binding conditions holding within the relative CP, or how it could be in the scope of elements occurring within the relative clause if it is assumed to originate in a CP-external position. The raising analysis thus proves to be superior to previous analyses of relative structures in many respects: 


 
	There is no more need to postulate the category of the null operator.
 
	Its assumptions are consistent with Chomsky’s (1993) copy theory of traces. The facts on reconstruction and binding show, in fact, that the copies of the moved head are present in the movement chain within the relative clause.
 
	It permits the solving of the long-debated connectivity problem. As already mentioned, this refers to the double role carried out by the head in each CP: the NP is a constituent of the main clause and the relative clause, thus satisfying the selectional requirements of both clauses. Within the raising analysis, the double role carried out by the head follows from the fact that, during the derivation, the NP occupies a position in each clause.
 
	It is able to provide a unifying derivation for two syntactic typologies, namely IHRCs and EHRCs, the analysis of which will be undertaken in § 3.5.1.1. and § 3.5.1.2. respectively.

 
 Although providing a satisfactory explanation to the derivation proposed, supported by robust evidence, some open issues remain to be discussed. Among these, I will succinctly illustrate a relevant topic pointed out in Bhatt (2005a). Bhatt observes that the structure in (246) outlines a major problem for the raising analysis.
 
 
	(246) The woman [whom John likes] and [whom I meet every day].

 
Sentences like (246) suggest that the head does not form a constituent with the wh-phrase whom John likes, as the coordination facts point out. This contrasts with Kayne’s proposal represented in (243c) which is not able to account for the facts in (246). Bhatt (2005a: 16) suggests a representation of the sentence in (246) where the raised NP moves outside the relative CP projecting its categorial status in the structure, shown in (247).
 
 
 
	(247) 
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 A major problem posed by Bhatt’s proposed structure is, however, related to the ban against projecting movement. In Chomsky (1995: 4.4.2) and Chomsky (1998: 51) it is stated in the derivational mechanism that in case of movement it is always the target that projects, not the moved element. Bhatt suggests two ways of overcoming the problem. One is to question the latter assumption and postulate the possibility of projecting movement for relative clauses. Iatridou, Anagnostopoulou and Izvorski (2001) and Donati (2000, 2006) show that free relatives whose wh-element is nominal are able to turn the projection into a nominal one. They suggest that the possibility of projecting movement may be determined by the selectional restrictions of the higher head. If no restriction is placed on the moved category (e.g. the selection of a wh-question), this latter may be able to project its category to the moved phrase. A second way out of the dilemma is offered by Bianchi96 (2000). She proposes the structure in (248) is able to derive the non-constituency of the head and the wh-phrase by placing them in different structural positions.
 
 
	(248) 
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 She proposes that the relative DP first targets the specifier of a functional head X (whose syntactic nature she does not specify) below CP. The head then strands the relative D targeting the specifier of CP97 thus landing in a position adjacent to the external determiner. Bhatt observes that Bianchi’s structure provides a right structural insight in order to explain the facts in (246), but not the right word order when facing the data of languages like Norwegian (249a) and Hindi (249b) where the complementizer seems to follow the wh-determiner.
 
 
	(249) 
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Bhatt, therefore, revisits Bianchi’s structure, proposing the tree in (250).
 
 
	(250) 
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The problem observed by Bhatt has not reached a unifying solution but it has opened the topic to further discussion.
 
A recent proposal trying to solve the remaining issues under the raising analysis has been advanced by Donati and Cecchetto (2011). They start 
 with a specific approach to phrase structure theory contained in the Probing Algorithm, stating that the label of a syntactic object {α, β} is the feature(s) which act(s) as a Probe of the merging operation creating {α, β} (Cecchetto and Donati 2010). The core proposal is that a lexical item can act as a Probe by virtue of its Edge Feature forcing it to (externally or internally) merge with other material thus relabelling the structure with which it merges through head movement. Donati and Cecchetto (2011) assume a revised version of the raising analysis by which the determiner preceding the relative CP is externally merged and the NP head raises from the relative CP to a position next to the external determiner. They propose that by moving through internal Merge, by virtue of being a lexical item, the head NP relabels the structure, endowing it with the nominal features necessary for the selectional requirements of the external D head. Their proposal is able to account for what triggers movement of the relative clause head, to overcome Borsley’s criticism of order in wh-relatives, and to derive the right label to the clause selected by the external determiner.
 
In the following sections, I illustrate the derivations proposed for the different syntactic and semantic types described above, testing, where possible, the empirical validity of the raising hypothesis. Before doing so, a clarification on the terminology adopted in the following sections is necessary. In order to remain neutral on the landing site of the raised head (whether it is internal or external to the relative CP), when referring to the position occupied by it within the relative construction, I will adopt the distinction between relative IP internal and external position rather than the terminology previously adopted of relative CP internal or external position.
 
3.5.1.1. Internally headed relative clauses
 
 IHRCs constitute strong evidence in support of the raising analysis. As illustrated in § 3.3.1 and repeated here in example (251), in this type of relative the head (thep) is spelled out in a position internal to the relative IP. Furthermore, the relative CP is usually selected by an external determiner (the).98
 
 
	(251) 
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 The adjunct analysis would hardly explain the possibility that the head can occupy a relative IP internal position. The adjunct analysis would have to treat the structure of IHRCs as completely unrelated to that of EHRCs. Such an approach would turn out to be very complicated and not very minimal for languages displaying both types of relatives, like Japanese (252).
 
 
	(252) 
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The raising analysis, on the other hand, is not only able to account for the structure in (252), but it also offers an analysis of EHRCs and IHRCs as two instances of the same phenomenon. Let’s first review Kayne’s (1994) analysis of IHRCs and then a later approach which, although moving within the raising hypothesis, differs from Kayne’s in that it does not strictly follow the constraints posed by the antisymmetry theory, specifically, the constraint derived by the LCA of a linear order fixed as specifier-head-complement.
 
Within the antisymmetry hypothesis proposed by Kayne (1994), the LCA prescribes a strict X-bar structure yielding the universal order specifier-head-complement. Kayne assumes the same D-CP order for EHRCs and IHRCs as well as the same overt movement of the head from the relative IP internal position to Spec, CP. However, in order to derive the linear order displayed by IHRCs where the relative CP (surfacing as the complement) precedes the external determiner (surfacing as the head), Kayne is forced to assume the movement of the relative IP to the specifier of the external determiner. Assuming Chomsky’s (1993) copy theory of traces, he then derives the spell out of the IP internal copy of the head and the null phonetic realization of the head raised in Spec, CP by the condition on copy-deletion as stated in (253).
 
 
 
	(253) A given chain link ck can license PF deletion of another chain link cl only if cl does not c-command ck. 
 (Alexiadou et al. 2000: 27)


 
The deletion of the head in Spec, CP is thus made available by the raising of the relative IP in a position where the IP internal copy c-commands the moved occurrence of the head, thus yielding the PF representation of the IP internal trace. On the other hand, the condition in (253) prevents the deletion of the head in Spec, CP in post-nominal relative clauses where its trace within the IP does not c-command it. The structure in (254) represents Kayne’s derivation for IHRCs.
 
 
	(254) 
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A different analysis to IHRCs developed within the raising hypothesis does not follow the strict constraints imposed by the LCA, assuming, instead, the linear order of constituents to be open to parametric variation. Within this assumption, languages are divided into head-initial and head-final. The former display an order specifier-head-complement, and the latter display the order specifier-complement-head. In IHRCs, where the relative CP precedes the determiner head selecting it as its complement, the structure proposed corresponds to that of a head-final language. The relative CP/IP superficially occupies the position where it originates, a complement position, and no raising occurs, as in (255).
 
 
 
	(255) 
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 If we compare the structure in (255) with that in (243b), it appears clear that IHRCs realize the structure of underlying post-nominal relative clauses; that is, what the raising analysis believes to be the base structure of headed relative clauses prior to any movement operation has taken place. This analysis provides a more satisfactory explanation deriving EHRCs and IHRCs from a movement parameter. Thus relative structures are assimilated into wh-interrogatives’ overt/covert movement (Huang 1982).

 
3.5.1.2. Externally headed relative clauses
 
As discussed in § 3.3.2, EHRCs display the head in a relative IP external position. The relative IP can linearly follow the head, as is the case of post-nominal relative clauses, or precede it, as in pre-nominal relative clauses. As for post-nominal relative clauses, the analysis suggested within the raising hypothesis is the one sketched in § 3.5.1.
 
As for pre-nominal relative clauses, Kayne follows a derivation similar to that suggested for IHRCs. In both situations, in fact, a complement (the relative IP) precedes a head (the external determiner in IHRCs, the external determiner and the NP head in externally headed pre-nominal relative clauses). Kayne assumes for pre-nominal relatives the same raising structure suggested for post-nominal relatives. Namely, the head raises to Spec, CP from its relative IP-internal position and the superficial linear order is then obtained by further raising the relative IP to the specifier of the external determiner. This is represented by (256).
 
 
	(256) 
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 It is not clear, however, why the deletion of the head in Spec, CP is not performed in this case, as it is in Kayne’s derivation of IHRCs. According to the condition stated in (253), in fact, this structure qualifies for the deletion of the occurrence of the head in Spec, CP.
 
An analysis of EHRCs which does not follow the constraint imposed by the LCA, considers post-nominal and pre-nominal relative clauses as the expected surface linear order of, respectively, head-initial and head-final languages. In head-initial languages the relative IP follows the D head selecting it, as well as the raised modified NP, while in head-final languages the relative IP precedes the external D head and the modified NP. Within this approach, the structure proposed for pre-nominal relatives is the one sketched in (257).99
 
 
	(257) 
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 Here, again, the problem of the landing site of the raised head is still an open issue. The structure in (257) provides, on the other hand, fewer available landing sites, banning all specifier positions occurring at the left of the heads. A possibility would be to provide the tree with an NP projection occurring between the external D° head and the C° head, as proposed by Bhatt for post-nominal relative clauses. Again, the problem we face regards the controversial projecting movement of the NP (see example 250).
 
A possible alternative would be to assume that, in pre-nominal EHRCs, the NP raises and incorporates to the external D position in a similar way to how Bianchi assumes the abstract incorporation of the relative D into the external D. The incorporation of the NP pre-nominal EHRC to the external D may be connected to Kayne’s observation that the relative D of pre-nominal RCs is always empty. This derivation might, however, be judged as coun-tercyclic, or else very close to de Vries’s derivation of RCs which always assumes the constituent structure [N+D].

 
3.5.1.3. Free relatives
 
Free relatives have long attracted the interest of linguists who dedicated a vast literature100 to this relativization strategy. Free relatives exhibit evident syntactic differences with respect to headed relatives: above all, the lack of an overtly expressed head, the use of different relative pronouns, and matching effects.101 Such differences seem to call for an independent structural representation. On the other hand, their nominal distribution and their strong islandhood assimilate these structures to headed relatives. Both kinds of strategies prove to be (complex) nominal structures embedded in a matrix IP.
 
Traditionally, the proposals converge on two competing hypotheses both moving within the adjunct analysis: the Head Hypothesis advocated by Bresnan and Grimshaw (1978) and later by Larson (1987), suggesting that the head NP position is filled by the wh-relative determiner base-generated in this position rather than originating inside the relative CP; and an alternative proposal, the Comp Hypothesis advanced by Groos and van Riemsdjik (1981), Harbert (1983), Suñer (1983, 1984), a.o., assuming that free relatives lack a phonologically overt head.
 
Both analyses fail however to provide a satisfactory explanation for the asymmetries observed in free relatives.
 
Within the raising hypothesis, there is a new approach to the syntax of free relatives. More specifically, it is possible to extend the analysis of headed 
relatives to free relatives, assuming the latter to be likewise selected by an external D head (Kayne 1994). Within this approach, the proposal advanced in Donati (2000, 2006) seems to move in the right direction, providing a straightforward account for the asymmetries exhibited by free relatives. The main assumption of this proposal is represented by the movement of the wh-element to a head position. In Donati (2000) this head is C, while in Donati (2006) it is the relative CP external D position. Both assumptions are able to derive the same desirable effects. Let’s see in detail how the proposal works. Donati (2006) assigns to the free relative in (258) the abstract structure in (259).
 
 
	(258) John bought what I wanted.
 
	(259) John bought 
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 In (259), the wh-element, a D under the raising hypothesis,102 originates in its base-position inside the relative IP and moves as a head with a long head-to-head movement to the external D position. By doing so, besides checking its wh-feature on C, it endows the relative CP with the D-features required for its interpretation.103
 
Such an approach is thus able to derive the following: 


 
	the nominal status of FRs and their strong islandhood. Thus, like headed relatives, they are complex nominal clauses (a DP embedding a CP), the only difference being that in headed relatives the D is merged while in (259) it is moved.
 
	the matching effects displayed by the wh-element, which follow straightforwardly from the abstract structure in (259). What carries out a double role as the internal argument of the relative verb wanted and as the internal argument of the matrix verb bought. The FR will be acceptable 
only if Case and category requirements of both clauses match.
 
	anti pied-piping effects. By assuming that the wh-element moves as a head, it follows that no pied-piping is possible. This constrasts both with headed relatives and with wh-interrogatives where the wh-element moves as a phrase targeting not a head, but the specifier of CP.
 
	the impossibility of realizing the complementizer. This fact seems to receive an explanation only under the proposal suggested in Donati (2000) where the wh-element moves to the C head, thus endowing the relative CP with nominal-like features. A further argument seems to support the analysis in (259) against proposals placing the wh-determiner in Spec, CP. In languages displaying pre-nominal relative clauses (traditionally recognized as head-final languages), the wh-element of a FR surfaces at the right periphery of the relative CP. This is a position unequivocally identifiable with a head position (specifiers being located invariably on the left), i.e. either C or the external D.

 
 FRs may also appear as APs, AdvPs, PPs modifiers, as in the examples in (138) reproduced here as (260).
 
 
	(260) 
 
	Sarah is [however beautiful her mother was].
 
	Sarah writes [however neatly her teacher does].
 
	Sarah has breakfast [where her brother usually does].
 
	[Whoever you invite], I won’t come.



 
Bresnan and Grimshaw (1978) interpret these data by claiming that FRs are pluri-categorial, a view opposed by Larson (1987) who argues that FRs are only of the nominal category. He interprets the data in (260a) and (260b) as (free) comparatives. Grosu (1996) supports the pluri-categorial status of FRs advocated by Bresnan and Grimshaw, arguing against an analysis of (260a) and (260b) as comparatives.
 
This matter is not discussed here further as it is of minimal interest for the present work. I will only add a remark by Caponigro (2002: 7) suggesting that the DP status of FRs is by no means threatened by FRs acting as PP modifiers, as in the example in (261) provided by Caponigro, where the relative determiners when and where occur in places where only PPs are admitted.
 
 
	(261) 
 
	a. He was born [FR where I grew up].
 
	a’. He was born [PP in my hometown]/*[DP my hometown].
 
 
	b. I went to Paris [FR when I was young].
 
	b’. I went to Paris [PP in my childhood]/*[DP my childhood].



 
 He observes that the relative CPs in (261a) and (261b) can also occur in contexts where DPs are usually preferred, as shown in (262) taken from Caponigro (2002).
 
 
	(262) 
 
	a. [FR Where I grew up] was a really small town.
 
	a’. [DP My hometown]/*[PP In/To my hometown] was a really small town.
 
	b. I thought about [FR when I was young].
 
	b’. I thought about [DP my childhood]/*[PP in my childhood].



 
We can thus conclude that the analysis in (259) provides what we needed at the beginning of this section, a structure able to capture the underlying similarity between FRs and headed relatives (encoded in their nominal status) with the asymmetries displayed by FRs. In (259), the two kinds of relativization strategy share the same structure; the only difference able to account for the observed asymmetries is that the DP layer selecting the relative CP of headed relatives is merged, while the missing DP layer of FRs is realized through movement of the wh-element to the external D position. The structure in (259) is also able to derive the similarity between wh-interrogatives and FRs. At the beginning of the derivation, both structures are simple CPs. Their different categorial status derives from the kind of movement involved: a phrase movement in interrogatives and a head movement in FRs. Only the latter is able to modify the syntactic properties of its landing site, turning the simple CP into a DP.
 
Let’s now try to explain the partial violation of the conditions on anti pied-piping displayed by FRs with -ever of the type in (263).
 
 
	(263) John bought whatever book I wanted.

 
As illustrated in § 3.3.3, the sentence in (263) diverges from ‘standard’ FRs in two respects: (1) it presupposes the presence of an overt head; and (2) it involves downward pied-piping of an NP. This appears to be problematic for the analysis in (259). The assumption proposed by Kayne (1994) and later by Donati (2000), a.o., is to consider the FR in (263) as an apparent FR, actually displaying the structure of a full headed relative. As such, it is generated as the complement of an external D corresponding to the universal quantifier 
-ever. The derivation of the wh-element is the one proposed for a headed relative: it starts off as the original determiner of the head within the relative IP. The relative DP is then raised to Spec, CP. At this point, the external D -ever104 triggers the raising of the wh-determiner that adjoins to it. This is represented in (264).
 
 
	(264) [DP[D whati [D –ever]] [CP[DP [ti] book]k [IP I wanted [tk]]].

 
 Under this analysis, the apparent violation of the anti pied-piping condition follows from the headed structure of (264). Moreover, the structure proposed for (263) makes the prediction that upward pied-piping should not be allowed. As we have seen in § 3.3.3 and repeated in (265) below, such a prediction is met.
 
 
	(265) *Tom enjoys at whatever story his mother laughs.

 
The ungrammaticality of (265) finds a natural explanation within the structure proposed in (264). In the course of the derivation of the wh-element, pied-piping of the preposition would lead to the adjunction of a PP to a head, a clear violation of the structure-preserving constraint.105
 
As for pseudo FRs, the derivation proposed for false free relatives of the kind in (266) tries to structurally represent the similarities shared with headed relatives. The proposal106 focuses on a derivation very similar to restrictive headed relatives. Very briefly, considering the false FR in (266), the relative CP modifies an abstract head (labeled ø) originating as the complement of the relative determiner.
 
 
	(266) 
 
	[DP Der [CP der dort sitzt]].
 
	[IP [DP der ø] dort sitzt].
 
	[CP [DPi der ø] [IP [t]i dort sitzt]].
 
	[DP der [CP [DPi øk [D der tk]] [IP [t]I dort sitzt]]].



 
In (266b), the abstract head occupies an IP-internal position as the complement of the relative determiner. Both are then raised to Spec, CP and, as the relative CP is selected by an external determiner, the abstract head further raises to Spec, DP.
 
The analysis of FRs has given the welcome result of extending the raising analysis to this relativization strategy, thus providing a uniform structure for headed relatives and FRs. Let’s now turn to illustrating the proposals that attempt to represent a different relativization strategy, namely, correlative clauses.
 

 
3.5.1.4. Correlative clauses
 
 Among correlative constructions, Hindi correlative clauses offer a rich and interesting literature.107 I will here propose Dayal’s (1991) analysis of Hindi correlatives as base-generated in a left-adjoined position, and Bhatt’s (2003) analysis suggesting a structural representation of correlatives based on a new theoretical assumption, namely the Condition on Local Merge.
 
Hindi displays three kinds of relative structures, illustrated in (268a) through (268c) as translations of the English relative construction in (267).
 
 
	(267) The girl who is standing is tall.
 
	(268) 
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While previous studies reduced the three relative constructions to the same structural derivation,108 Dayal (1991) suggests deriving the sentences in (268a) through (268c) from two different structures. She bases her assumption on some syntactic evidence distinguishing the sentences in (268b) and (268c) from the sentence in (268a). Such syntactic differences capitalize on: 


 
	the possibility for the relative structure in (268a), but not those in (268b) or (268c), to display an overt head in both clauses.
 
	the requirement in (268a), but not in (268b) or (268c), that the determiner of the main CP be morphologically definite. (Only indefinite Ds introducing a partitive structure, i.e. ‘five of them’, are allowed.)
 
	the possibility for the structure in (268a), but not those in (268b) or (268c), to allow multiple-headed relatives.

 
Dayal proposes to derive the observed asymmetries from a different structural representation. She thus argues for two kinds of relativization structures in Hindi which are semantically and syntactically different: 1. what she calls ‘embedded relatives’ exemplified by sentences (268b) and (268c);109 2. left-adjoined relatives, i.e. genuine correlative structures, exemplified by (268a). 
 She proposes a structure for the correlative construction in (268a) in which the relative CP is base-generated in an A’ position, namely, left-adjoined to the main IP. Furthermore, the relative pronoun jo is an operator which moves to an A’ position within the relative CP, namely Spec, CP, binding a trace in its base position inside the relative CP. Semantically, the whole relative CP acts as a generalized quantifier binding the DP vo in the main clause. The representation in (269), taken from Dayal (1991: 676) and slightly modified,110 illustrates Dayal’s proposal for the correlative structure in (268a).
 
 
	(269) 
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Dayal proposes the same adjunct derivation for multi-head correlatives, as briefly sketched in (270).
 
 
	(270) 
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Trying to derive the differences between the sentences in (268) underlined by Dayal in light of the proposed structures in (269) and (270), we can simply say that: 


 
	the overt realization of the head in both CPs is only available in the correlative structure where the two DPs are generated as independent 
from each other. The same does not hold for the embedded structures where, in Bianchi’s (1999) raising analysis, the head is generated as the complement of the relative determiner jo to then raise, occupying a position adjacent to the external determiner vo, thus forming a chain. The lower copy of the head is c-commanded by the first link of the chain and hence obligatorily deleted in the phonetic representation by the principle that does not allow the spellout of traces in a chain. In Dayal’s terms, heads internal to the relative CP are permitted only in quantificational structures, i.e. in structures like (268a), but not in embedded relative clauses of the kind in (268b) and (268c) which are set-denoting terms.
 
	the definiteness requirement of the determiner introducing the matrix CP in correlative structures follows from the intrinsic quantificational nature of the relative CP. Since the set denoted by the relative CP is presupposed, it must be resumed by a definite determiner in the matrix CP. The same does not hold for the embedded structures displaying different semantics.
 
	the possibility of multiple heads derives from the correlative structure and from its semantic import. Without going into details, we can basically say that, according to Dayal (1991: 667), the correlative structure in (270) involves unselective binding of the intrinsically non-definite relative DP by an implicit universal quantifier. By definition, an unselective binder can bind multiple variables; thus, multiple relative DPs can be bound by as many relative DPs in the matrix CP. On the contrary, neither the adjunct analysis nor the raising analysis representing the embedded structures in (268b) and (268c) involve unselective binding. Within the raising analysis, the external determiner can license only one NP head, and a unique position is provided able to host only one relative DP, namely Spec, CP.

 
 A different proposal for the structural representation of a correlative construction comes from Bhatt (2003). Bhatt demonstrates that the relative CP of a correlative structure, although appearing distant from the NP it modifies,111 shows locality effects. His proposal capitalizes on some evidence he observes: 


 
	the presence of island constraints between the relative CP and the associate matrix DP. While the relative CP and matrix DP can be separated by a finite clause, as shown by the grammaticality of (271a), they cannot be separated by islands, as shown by the ungrammaticality of (271b), where the NP is considered an island. 
 
 
	(271) 
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 Bhatt observes that the facts in (271) cannot be explained by simply assuming that the relationship holding between the relative CP and the matrix DP is just variable binding, which, he adds, does not display island effects, as shown by the acceptability of the sentence in (272).
 
 
	(272) 
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	the constituency of the relative CP and of his associated matrix DP. Bhatt observes that the relative CP and the matrix DP of a correlative construction form a constituent. They can, in fact, be coordinated, as in (273). 
 
	(273) 
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‘Nowadays, Rahul is reading the book that Saira wrote and the cartoon that Shyam made.’ (Lit. ‘Nowadays, Rahul is reading [which book that Saira wrote] that (book)] and [[which cartoon that Shyam made] that (cartoon)].’)
 
(Bhatt 2003: 16)

 
Furthermore, the constituency facts are confirmed by the impossibility of extracting subconstituents out of the coordinated constituent [relative-CP matrix DP],112 as shown in (274).

 
	(274) 
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	the impossibility of fronting two relative CPs. While correlative structures allow for more than one argument in the matrix CP to have an associated relative CP, allowing either one to be fronted, it is impossible to front more than one relative CP within the same correlative structure, as shown by the grammaticality of (275a) and (275b) and the ungrammaticality of (275c). 
 
	(275) 
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	reconstruction effects of the relative CP lower in the structure. Bhatt observes that if a pronoun113 c-commands the matrix DP associated with a relative CP, the pronoun cannot co-refer with a name appearing inside the relative CP, thus yielding a violation of the principle C condition, as in (276). 
 
	(276) 
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 Interestingly, co-reference between the name inside the relative CP and the pronoun adjacent to the matrix DP is instead possible if the pronoun does not c-command the matrix DP, as in (277) where the pronoun us-ko linearly follows the matrix DP us-ne.

 
	(277) 
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Likewise, a quantifier c-commanding a matrix DP can bind a pronoun inside its associate relative CP although it does not superficially c-command it, as in (278).
 

 
	(278) 
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 The data illustrated above strongly suggest that:
 
 
	the sensitivity to islands is evidence that something has been moved. The impossibility of establishing a relation between the relative CP and its associate matrix DP across a strong island suggests that it is either one of the two constituents that has been overtly moved;114
 
	since the associate matrix DP does not appear to be moving overtly, it is the relative CP that moves by A’-movement;
 
	the constraints on co-reference support a movement account. The violation of principle C and the facts on binding by a quantifier suggest that the relative CP must be interpreted in a lower position, a position where it can be c-commanded by the pronoun and quantifier. Such a position is adjacent to the associate matrix DP. Constituency facts support the assumption that the relative CP and its associate matrix DP form a constituent at some point in the derivation.

 
Dayal’s (1991) non-movement approach is not able to capture the facts presented in Bhatt (2003). In order to provide a proper representation to account for the data, Bhatt (2003: 11) proposes a derivation for a correlative structure like the one sketched in (279), which is slightly modified.115
 
 
	(279) 
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 According to Bhatt’s proposal and structural representation, the relative CP of a correlative construction is base-generated in an A’ position, namely, adjoined to its associated matrix DP inside the matrix IP. The discontinuous structure is then derived by A’ moving the relative CP to a position adjoined to the matrix IP. The structure in (279) is able to account for the islands sensitivity facts, as well as for the binding and reconstruction phenomena attested in the data provided by Bhatt and discussed above. Something remains to be said about the impossibility of fronting two relative CPs within the same correlative construction. Bhatt derives the constraint from the impossibility in Hindi of extracting two adjuncts (as opposed to the possibility of extracting two arguments) out of a finite clause. The ungrammaticality of (275c) therefore follows from an independent constraint against multiple adjunct extraction. The structure in (279), by assuming the movement of an adjunct out of a finite clause, is able to account for this fact.
 
Having provided a structure for simple correlatives, Bhatt analyzes multi-head correlatives, i.e. relative CPs displaying multiple heads associated to as many matrix DPs in the matrix clause.116 When testing them for reconstruction and binding phenomena, a different pattern arises. No restrictions on co-reference arise between a pronoun appearing in the matrix CP and a proper noun (indicated by Bhatt with Name) contained inside the relative CP of a multi-head correlative, as shown in (280).
 
 
	(280) [MultCorCP Reli Namej Relk …] [Pronj DPk DPi …] 
(Bhatt 2003: 24)


 
In (280), the pronoun can freely co-refer with the proper noun inside the relative CP, showing that the latter is not interpreted in the c-command domain of the pronoun. Likewise, a quantifier in the matrix CP cannot bind a pronoun inside the relative CP of a multi-head correlative, as shown in (281).
 
 
	(281) *[MultCorCP Proni Relj Relk …] [QPi DPj DPk …] 
(Bhatt 2003: 25)


 
These facts seem to point to the lack of movement within multi-head correlatives and thus towards a different derivation from simple correlatives. However, further investigation leads Bhatt to observe that some reconstruction effects do appear within multi-head correlatives. In (282), a pronoun appearing in the matrix CP cannot be co-referent with a name inside the relative CP of a multi-head correlative in case its relative CP is associated with matrix DPs appearing in an embedded clause.
 
 
 
	(282) *[MulCorCP Reli Namej Relk …] [ Pronj thinks that [DPi DPk …] 
 (adapted from Bhatt 2003: 26)


 
Example (282) is a Principle C violation. Furthermore, the possibility for a quantifier to bind a pronoun inside the relative CP of a multi-head correlative, despite the fact that it does not c-command it, is evidence that some movement operation takes place even in these correlatives. This is illustrated in (283).
 
 
	(283) [MulCorCP Proni Relj Relk …] [ QPi …..V [CP DPj DPk …]] 
(adapted from Bhatt 2003: 27)


 
It remains to explain the data by providing a structural representation for multi-head correlatives able to capture the apparently strange facts regarding binding and reconstruction.117 Bhatt suggests a derivation for multi-head correlatives similar to the one given in Dayal (1991). According to this, the relative CP originates in an A’ position, namely adjoined to the matrix IP containing the associated matrix DPs, as represented in (284).
 
 
	(284) [MultCorCP Reli Relj…]I,j [IP DPi DPj …] 
(Bhatt 2003: 12)


 
Bhatt further captures the reconstruction and binding data displayed by multi-head correlatives in configurations like the one sketched in (284), by assuming the following structure in (285).
 
 
	(285) [MultCorCP Reli Relj… ]k [IP2Bill thinks that [tk [IP1… DPi DPj …]]] 
(Bhatt 2003: 26)


 
In (285), the relative CP of a multi-head correlative merges, adjoining to the IP containing the associated DPs, and it is then fronted across a second IP embedding the first IP.
 
Bhatt is able to make sense of the diversified pattern by advocating for a common generalization underlying the two structures. He asserts that the grammar would be guided in choosing among the possible structures made available in Universal Grammar by a specific requirement: the relative CP of a correlative clause must entertain a relation as local as possible to its associated objects.118 In simple correlatives such a position is adjunct to the matrix DP; in multi-head correlatives it is adjunct to the smallest IP containing the associated matrix DPs. Bhatt identifies such a guiding condition as The Condition on Local Merge as stated in (286).
 
 
 
	(286) Condition on Local Merge: The structure-building operation of Merge must apply in as local a manner as possible. 
 (Bhatt 2003: 31)


 
Concluding this section, we can say that the proposal laid down by Dayal (1991) and Bhatt (2003) on the structural derivation of correlative constructions has outlined two main syntactic features distinguishing correlative constructions from headed relatives: 


 
	the relative CP of a correlative construction is not selected by an external determiner.
 
	the categorial status of the relative CP in a correlative construction is not that of a (complex) DP, but rather, that of a simple CP.

 
The relevant implications of such syntactic features are twofold:
 
 
	the relative CP of a correlative clause is not embedded inside the matrix CP; it is, rather, adjoined to it.
 
	the relative CP of a correlative construction does not have a nominal status and distribution.

 
This concludes the analysis on the proposals attempting to provide a structural representation of the different syntactic typologies of relativization. I now turn to the proposals that have been advanced to syntactically represent the different semantic types.

 
3.5.1.5. Representing the semantic interpretation of relative structures
 
After providing a structural representation for the main syntactic types of relatives, this section focuses on the tentative proposals to derive the semantic interpretation of relatives from their syntactic configuration, and better yet, to represent structurally the interpretive import characterizing each semantic type. This section thus shows the attempt to reconcile the semantic interpretation and syntactic properties displayed by relative structures by showing their interdependence and the strong connections holding between them.
 
 
 For obvious reasons of space, I will here mainly focus on the proposals laid within the raising analysis. The different properties exhibited by restrictive and non-restrictive relative clauses, illustrated in § 3.4.1 and 3.4.2, call for a characterization of the two semantic types in terms of a different configuration. As for restrictive relatives, the data seem to be compatible with an analysis of raising and movement such as the one proposed by Kayne (1994) and Bianchi (1999). In this section I first briefly review the main conclusions reached in § 3.4.1 on the properties displayed by restrictive relatives, analyzing them against the raising hypothesis. I then illustrate the proposal for a structural representation of restrictive relative clauses (RRCs) within the antisymmetric framework.
 
Scope phenomena reveal that, in externally-headed relative clauses (EHRCs) receiving a restrictive interpretation, the external determiner has scope not just over the external head, but also over the relative CP, suggesting that the head and relative CP belong to the same constituent at some point in the derivation. Assuming that semantic scope reflects c-command, then within a RRC, both the head and the relative CP must fall in the c-command domain of the external determiner. In the antisymmetry theory, the relative CP, by being generated as the complement of the external D, is c-commanded by it, thus falling into its restrictive term.
 
Furthermore, reconstruction and binding phenomena attest that the head of a restrictive relative cannot have originated in its superficial position, but that its presence, in the form of a trace or copy, is attested inside the relative CP.
 
This is exactly what the raising analysis claims when it assumes that the head originates inside the relative IP as the complement of the wh-relative determiner, and then raises to an IP external position.
 
The lack of any definiteness effect in restrictive relatives is also consistent with the assumption that the wh-determiner is non-definite. Finally, the data on the material pied-piped by the wh-determiner and interpreted in a different position within the relative CP are clear evidence that some movement operations have taken place within the relative CP. Again, these data are expected under the raising hypothesis.
 
Given the syntactic properties displayed by RRCs, it is possible to assume a derivation consistent with the raising analysis. Specifically, the structures proposed to derive EHRCs and IHRCs appear to be restrictive. The derivation of a restrictive EHRC is reproduced in (287).119
 
 
 
	(287) 
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We are now left with the task of illustrating the proposals laid down in the literature in order to provide a proper structural representation for the properties exhibited by NRRCs. As illustrated in § 3.4.2, scope phenomena highlight that the external determiner of an externally-headed NRRC has scope only over the external head but not over the relative IP. In other words, the relative IP of a NRRC does not fall within the restrictive term of the external determiner.120 This means two things: a. the external determiner c-commands the head, but does not c-command the relative IP; b. the head and the relative IP do not form a constituent.
 
Moreover, binding and reconstruction phenomena reveal that the head is not reconstructed inside the relative IP, nor can it be bound by any material internal to it. This is strong evidence against the presence of the head inside the relative IP in the form of a silent copy or trace.
 
On the other hand, the material pied-piped by the head shows reconstruction inside the relative IP, thus attesting that the A’ dependency instantiated by the pied-piped material involves movement.
 
As opposed to RRCs, there is no general consensus in the literature as to the structural representation of NRRCs. The approaches preceding the raising analysis tried to derive the syntactic differences displayed by the two semantic types from specific rules of attachment to the tree.
 
Among these, there are three main approaches: the coordinate analysis according to which the NRRC is coordinated to the right of the matrix CP and contains a pronoun anaphoric to the external head (see Emonds 1979); the discontinuous constituent structure analysis, in which NRRCs are assimilated to parentheticals attached to the root clause rather than to the head (see McCawley 1982; Emonds 1979; and Cinque 1982); and the LF analysis assuming that NRRCs are attached to the tree at a very late stage of the derivation, namely at LF’ following LF (see Safir 1986). Another approach 
 derives the semantic and syntactic differences from the attachment of the relative CP in a position c-commanded or not by the external determiner. The restrictive interpretation is thus obtained by merging the relative CP to a position where it is c-commanded by the external determiner, namely to the N’-level (after the rise of the DP hypothesis, to the NP projection) while the non-restrictive interpretation follows by merging the relative CP into a position not c-commanded by the external determiner, namely NP (DP within the DP hypothesis); see Jackendoff (1977), Smits (1988), Fabb (1990) and Toribio (1992), a.o.121
 
As for the raising analysis, the properties displayed by NRRCs do not follow directly. As opposed to Bianchi (1999), Kayne (1994) argues that NRRCs do show reconstruction effects for anaphor binding. He thus observes that the syntactic differences displayed by the two semantic types are not so strong as to lead to two unrelated derivations. He proposes that the semantic differences must be derived from a different LF derivation, suggesting an analysis of NRRCs similar to that of RRCs. According to Kayne, the head of a NRRC originates inside the relative IP as the complement of the wh-determiner. The relative DP including the wh-determiner and the head then raises to Spec, CP where the head strands the wh-determiner by further raising to its specifier. From this point, the differences arise from a different derivation at LF. The non-restrictive interpretation derives from the covert movement of the relative IP to the specifier of the external D, in a position not c-commanded by the external determiner. In this position, the relative IP is higher than the external determiner and does not fall in its restrictive term. The movement of the relative IP would be triggered by a feature forcing the constituent to raise to a topic position, which is phonetically spelled out in some languages as an intonational break. Kayne’s proposal for the structural representation of NRRCs is sketched in (288).
 
 
	(288) 
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 The representation in (288) is similar to the structure proposed for both pre-nominal RCs and IHRCs, with the only difference being that in (288) the movement of the relative IP to Spec, DP is performed covertly.
 
With his proposal on NRRCs, Kayne reaches a unified approach assuming a common base structure for the two semantic types, thus deriving the observed syntactic and semantic differences from overt and covert movement operations. He is thus able to explain the commonalities shared by RRCs and NRRCs as being due to the distribution of the same relative pronouns in many Romance languages, the same superficial order of the elements, or the fact that some languages have no means of distinguishing the two structures.
 
Let’s now briefly see how to account for two of the differences exhibited by NRRCs, namely the lack of reconstruction and their islandhood for binding. As observed above, Kayne assumes that the head of a NRRC is reconstructed inside the relative IP. Bianchi (1999) argues for a different conclusion as discussed with respect to the data illustrated in § 3.4.2. She links the conclusions reached by Kayne to some interferences she singles out and eliminates, thus verifying the impossibility for the head of a NRRC to show reconstruction effects. The conclusion reached by Bianchi (1999) calls for an explanation of the data given the structure in (288) above. It is Bianchi (1999: 147) herself who provides it. She derives the impossibility of reconstructing the head in its base position within the relative IP to the fact that the external determiner must have a variable to bind at LF. In (289), where the head is reconstructed inside the relative IP, the determiner has no variable to bind at LF, thus yielding to vacuous quantification.
 
 
	(289) [DP [IP …[DP DREL NP]…] [DP D° [CP [e] [C° tIP]]]] 
(Bianchi 1999: 148)


 
Example (289) is ruled out by the Principle of Full Interpretation. The only way to have a proper interpretation is for the NP head not to be reconstructed in the relative IP. In the same way, the structure in (288) accounts for the reconstruction of the pied-piped material. The latter can receive an interpretation only if it is reconstructed inside the relative IP as the complement of the predicate (understand), not if it remains stranded in Spec, CP. From this position, in fact, it cannot receive an interpretation from the external determiner (John), as shown in (290).
 
 
	(290) [DP [IP I don’t understand] [DP John [CP [whose concern over the children]i [C° tIP]]]]
 

 
 Kayne’s structure in (288) does not account for the islandhood of NRRCs. He seems to suggest that the islandhood for binding does not derive from the nature of the non-restrictive interpretation but could rather be linked to the definiteness of the external determiner, according to the fact that definite descriptions are islands for binding relations. Bianchi (1999: 152) adds that it is the ‘backgrounded’ denotation of the information delivered by non-restrictives that causes the islandhood. She further suggests that, perhaps, by moving to a topic position of the matrix clause, the relative IP may reach a position where it is not c-commanded by any matrix binder and thus be opaque for any binding relation.
 
The discussion carried out in this section is not exhaustive of the many aspects and problematic issues raised by Kayne’s analysis of NRRCs. (See detailed discussions in Bianchi 1999; Alexiadou et al. 2000; de Vries 2002; and Borsley 1997, 2001.) I will here only point out two problems that Kayne’s analysis faces and that remain to be accounted for. The first regards the possibility of NRRCs referring to a non-NP head. As observed in § 3.4.2, the head of a NRRC can be an AP, a VP, and a CP, as shown in (202) and repeated here as (291).
 
 
	(291) 
 
	Sara is famous, which I am not.
 
	The children ran to the car, which I didn’t.
 
	Tom booked the tickets, which I didn’t believe.



 
As Borsley (1997) points out, it appears problematic for the raising analysis to explain how the non-nominal category could be selected as the complement of the wh-determiner inside the relative IP. Moreover, it is not clear what determiner could select the relative CP in structures like (291). While Kayne (1994) does not discuss such cases, Bianchi (1999: 151, 2000: 137) answers Borsley’s objection by likening the role carried out by the wh-determiner in structures like (291) to that of anaphoric determiners or pronouns used for cross-sentential anaphora in the so called relatif de liaison, as illustrated in example (292) taken from Bianchi (1999: 152).
 
 
	(292) [..] whom we name hereafter the Prince of Cumberland: which honour must not unaccompanied invest him only […] 
(Macbeth I.4: 38–40)


 
The similitude between the use of the wh-determiners in structures like (291) and the anaphoric use of the relative morphemes in structures like (292) 
derives from comparative data on the Italian equivalent of the structures in (291). In these, the non-nominal head must be followed by relative connectors, like cosa che ‘thing that’ and la qual cosa ‘which thing’, introducing the relative CP, as shown in (293).
 
 
	(293) 
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 A similar fact is observed in French where the equivalent structure of (289) is introduced by a pronominal head ce ‘that’ distinct from the external head, as in (294).
 
 
	(294) 
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Bianchi observes that if the role carried out by relative pronouns in the apparent NRRCs like (291) can be assimilated into that of the anaphoric pronouns of structures like (292), the structures in (291) may turn out not to be genuine relative structures. They could rather be analyzed as parentheticals or structures coordinated to the matrix CP. If this is the case, the raising analysis does not fail to provide an account of these structures, which, in fact, are not relatives.
 
A second problem the raising analysis faces is how to account for NRRCs displaying an overt NP within the relative CP, as in (231b) repeated here as (295).122
 
 
	(295) Rome, a city which hosts some of the most beautiful Roman ruins, is very enchanting.

 
If the external head Rome originates in a relative IP internal position, it competes with the internal head city for the same position. It is not clear how both heads could be present in the same relative clause. Kayne’s analysis has been criticized even by linguists moving within the antisymmetric framework; thus, alternative analyses have been proposed. To cite only a few, Platzack (2000) proposes that RRCs are complements to the N head, which 
does not raise, while NRRCs are derived by a structure in which an empty N takes the head as its specifier and the relative CP as its complement,123 as illustrated in (296a) and (296b) respectively.
 
 
	(296) 
 
	[DP D°[NP N°[CP Op …ti]]]
 
	[DP D°[NP DP [N° [CP Op … ti ]]]]

 
 (quoted in Bianchi 2002:4)


 
In these structures the relative CP must contain a null operator binding the relative trace, as proposed in the adjunct analysis. Alternatively, the relation between the head and a non-restrictive relative CP is mediated by an abstract functional head X analyzed as specifying coordination.124 This head relates two independently referential categories, namely the head and relative CP, by taking the former as its specifier and the latter as its complement. The head and relative CP are co-referential. Co-reference between the two conjuncts determines agreement. The phi-features of the head match with those of the wh-relative pronoun in Spec, CP. It is the functional head X that mediates the matching by entering into an agreement relation with both conjuncts separately. The specifying coordination analysis is sketched in (297).
 
 
	(297) [xp DPi [XP X° [CP OPi [CP …t…]]]] 
(quoted in Bianchi 1999:142)


 
This structure is able to derive two main properties of NRRCs: the fact that the determiner does not c-command the relative IP and that the head is not reconstructed inside it.125
 
Koster (2000) advocates for a similar analysis where the relative CP is analyzed as a free relative and the DP in the first conjunct as its head. In his analysis, a Boolean operator (represented by the colon :) in the conjunct hosting the free relative is co-referent with the head hosted in the first conjunct. Such an operator can perform set intersection, thus yielding a restrictive reading, or it can perform set union, thus yielding a non-restrictive reading.126 Koster’s analysis is illustrated in (298).
 
 
	(298) [NP [NP a person] [: [CP whoi loves dogs]]]

 
Finally, de Vries (2002) moves in a similar direction, developing an analysis of NRRCs as specifying conjuncts to their heads. His analysis differs from Koster’s in at least two main respects. 
 


 
	The second conjunct is a false free relative, thus a DP, in apposition to the head contained in the first conjunct, another DP. Specifying coordination is performed between two DPs. As opposed to a true free relative, a false free relative has a derivation similar to RRCs. It modifies an abstract pronominal head ø corresponding to the raised head in restrictives. So the implicit, null head within the false free relative is raised (or ‘promoted’ in de Vries’s terms) as assumed by the raising analysis.127 In some occurrences, the empty head ø can be spelled out. This is the case of sentences like (295) above. The spelled-out NP head refers to the DP in the first conjunct.
 
	Specifying coordination only yields a non-restrictive interpretation.

 
 De Vries uses the symbols &: to represent specifying coordination. His derivation for a NRRC is represented in (299).
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The analysis sketched in (299) captures many properties of NRRCs. Among them, the impossibility of reconstructing the head inside the relative CP follows from the fact that the former is embedded inside the first conjunct and it is instead the abstract pronominal head ø that is reconstructed together with the pied-piped material inside the relative CP. Scope and binding phenomena also follow from the derivation in (299). The head and any material preceding it (like a determiner) do not c-command the second conjunct. Since there is no c-command relation between the two conjuncts, no scope or binding relation can take place between them.128 This is only a rough account of the numerous proposals offered by the literature to provide a structural representation for NRRCs.



 
3.6. Summary
 
This chapter has introduced the reader to the semantic and syntactic concept of relativization by illustrating the main relative typologies attested in the world’s languages. The raising analysis proposed by Kayne (1994) and further developed by Bianchi (1999) has proved to be able to capture and propose a common structure to unify apparently diverse structures. More specifically, the structural representation provided for the syntactic typologies of IHRCs, 
 EHRCs and FRs and for the semantic types of RRCs suggests them to be strictly related structures. IHRCs and correlatives, on the other hand, also share important syntactic analogies as well as a similar semantic interpretation. The analysis on LIS relative structures conducted in chapter 6 will consider this similarity again to such an extent that, at first sight, both a correlative analysis and an IHRC analysis will appear to be compatible with the LIS data.

 
 

 



Chapter 4
 
Relative clauses in sign languages: A typological survey
 
Introduction
 
 As illustrated in the previous chapter, the literature on relativization in spoken languages is wide both in the number of languages investigated and in the proposals advanced to describe and analyse the phenomenon. Relativization in sign languages is still little explored; studies are however growing and more researchers have started analyzing relative constructions in different sign languages with the aim of deepening our understanding of these languages. This chapter continues adopting a typological view by illustrating the equivalent of relativization strategies in the sign languages for which a description of the construction is available. Such a survey is meant to show how sign languages exhibit the same cross-linguistic variation displayed by spoken languages in this domain and illustrates the way in which modality-specific syntactic properties such as NMMs and the linguistic use of space contribute to expressing relativization in sign languages.
 
Analyses of the equivalent of relative constructions are illustrated and discussed for American Sign Language (§ 4.1), Brazilian Sign Language (§ 4.2), German Sign Language (§ 4.3), Turkish Sign Language (§ 4.4), Catalan Sign Language (§ 4.5) and Hong Kong Sign Language (§ 4.6). Section § 4.7 sums up the information presented in this chapter.

 
4.1. Relative constructions in American Sign Language (ASL)
 
ASL is a coherent head-initial language displaying a SVO order. Example (300) exemplifies a declarative ASL sentence.
 
 
	(300) MARY LOVE JOHN 
‘Mary loves John.’
 
(Neidle et al. 2000: 59)
 


 
 A failed attempt to look for subordination in ASL was carried out by Thompson (1977) who, not finding the equivalent of relative pronouns and complementizers marking the dependent clause, concluded that ASL lacked relative clauses. Such a claim severely threatened the linguistic status of ASL by suggesting it to lack subordination, a crucial property of all natural languages.
 
A few years later, Liddell (1978, 1980) suggested that specific facial expressions co-occurring with a sequence of manual signs are responsible for marking the string as a relative clause. Liddell’s (1978, 1980) investigations of ASL RCs led to the proposal that ASL has internally (301) and externally (302) headed restrictive relative clauses.
 
 
	(301) 
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	(302) 
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Both structures are marked by a specific NMM (glossed ‘r’) consisting of backward head tilt, raised eyebrows and tensed upper lip distinguishing relative constructions (301) from conjoined clauses (303).
 
 
	(303) RECENTLY DOG CHASE CAT COME HOME 
‘The dog recently chased the cat and came home.’
 
(Liddell 1978: 71)


 
Liddell (1978) presents formational, semantic, and syntactic evidence for the relative status of the sentences in (30–302). In IHRCs, the NMM spreads over the head of the relative clause and over the relative CP, as shown in (301), while in EHRCs the NMM spreads over the relative CP but not over the head, as shown in (302).
 
In (301), the NMM spreading over the head as well as the occurrence of temporal adverbials preceding the head and scoping over the relative CP are taken as evidence that the head sits inside the relative CP. Notice that in sentences like (301) where two NPs are present inside the relative CP and 
neither one is marked, both may be interpreted as the head. Such sentences may be potentially ambiguous, as indicated in the translation.
 
The relative clause may also optionally display a sign glossed THATa which Liddell claims appears between the subject and verb of the relative CP and which he analyzes as a relative conjunction marking the relative CP as subordinate; see (304).
 
 
	(304) 
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ASL relative clauses are strongly preferred in sentence-initial position. When extraposed, they are followed by an affirmative nod and/or by the sign THATc, as shown in (302) and in (305).
 
 
	(305) 
[image: e9781501510373_i0159.jpg]
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ASL relative clauses may be topicalized, as shown in (306). In this case, the NMMs for relative constructions and topics share the same non-manual component, namely raised eyebrows; it is therefore difficult to assert the presence of an independent topic NMM.
 
 
	(306) 
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Coulter (1983) offers a different analysis for Liddell’s pioneering description of ASL relative clauses claiming that they are not embedded, thus they do not originate as main clause arguments, and that they are better accounted for as conjoined relative clauses whose relativized argument within the second clause is deleted.
 
Fontana (1990) follows Coulter in proposing a conjoined analysis of the construction by interpreting ASL relative clauses similar to 
. left-dislocation structures as adjoined clauses organised in terms of topic-comment structures.131
 
A long time elapsed after the initial passionate discussion on ASL relative clauses without new investigation being undertaken, despite many studies on relative clauses in spoken languages.
 
About ten years after Fontana’s proposal, Neidle (2002) claims that ASL relative clauses are correlatives, however without providing arguments for her proposal. She suggests that ASL relative clauses are housed in the same left periphery projection above TP hosting focussed constituents, ‘if’ and ‘when’ clauses, with which they share the same non-manual marking of focussed NPs.
 
It is only very recently that new fieldwork on ASL relative clauses has been undertaken. In her study, Galloway (2012) claims that ASL exhibits externally-headed relative clauses, internally-headed relative clauses and correlatives. She focuses on the syntactic and semantic properties of IHRCS and correlatives, providing and discussing evidence for their status.
 
In her view, previous analyses have wrongly conflated IHRCs and correlatives. She therefore devotes her study to showing that they are indeed different constructions.
 
Under her analysis, within correlative constructions, the correlative clause always occupies a left-peripheral position and it is marked by the non-manual ‘brow raise’ (‘br’). The main clause obligatorily contains a correlate, the sign marked THATpt (‘pt’ standing for a deictic pointing sign co-articulated with the sign THAT), an independent demonstrative pronoun produced with the non-manual ‘nose wrinkle’ (‘wr’). Example (307)132 illustrates the structure corresponding to an ASL correlative construction.
 
 
	(307) 
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Regarding (307), Galloway accounts for the presence of the correlate in the matrix clause initial position, which is its object, by claiming that ASL objects are often topicalized. Galloway points out that the correlate may also be found in its in situ position within the matrix clause, as shown in (308).
 
 
	(308) 
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Furthermore, in ASL correlative structures, plural referents require a plural demonstrative pronoun as correlate (‘pt-circle-wr’ or ‘pt-arc-wr’ in the glosses). Galloway claims that in (309) the interpretation of the sentence is that the number of books the doctor borrowed is exactly three and all of them are missing.
 
 
	(309) 
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In accordance with the literature, ASL correlatives allow three possibilities for the spell-out of the nominal head: (i) the nominal head can be produced only inside the correlative clause (BOOK in 310a); (ii) it can surface only in the main clause (DOG in 310b); or (iii) it can appear in both clauses (BOOK in 310c).134
 
 
	(310) 
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Galloway claims that ASL correlatives have maximalizing semantics, as shown with the interpretation of quantified NPs in (309). According to her, further evidence for the correlative interpretation of ASL relative constructions is provided by the incompatibility of ASL correlative structures with atelic predicates in the main clause, as illustrated in (311a) where the telic verb BUY in the main clause leads to a grammatical sentence and (311b) where the atelic verb LIVE is responsible for the unacceptability of the correlative structure.
 
 
	(311) 
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 Galloway points out that ASL internally (312a) and externally headed relative clauses (312b) are both fully acceptable with atelic verbs.
 
 
	(312) 
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While she avoids discussing ASL EHRCs, she points out some differences between ASL correlatives and IHRCs.
 
Like correlative structures, IHRCs display a SVO order and frequently appear in the left periphery of the sentence. Galloway suggests the left-periphery position to be due to topicalization of the relative clause. She capitalizes on the lack of the demonstrative correlate THATpt to claim that the sentence in (313) is different from the ones illustrated above and analyzed by Galloway as correlatives.
 
 
	(313) 
[image: e9781501510373_i0168.jpg]



 
She presents two pieces of evidence for analyzing the relative clause in (313) as internally-headed. The first argument she discusses is the RC position: as opposed to correlatives, IHRCs can occupy an argumental position within the main clause. This possibility is illustrated in (314).
 
 
	(314) 
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The second argument in favour of an IHRC analysis is the nominal status of the relative clause: she claims that in (313) nominalization of the relative clauses is achieved by the tensed (‘tns’) facial expression which, according to Galloway, is only present in IHRCs and not in correlatives. In (315) below, the relative clause is nominalized through the presence of the clause-final pointing sign ‘pt+’ that she analyses as a determiner.135
 
 
 
	(315)  
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4.2. Relative constructions in Brazilian Sign Language (LIBRAS)
 
 The basic word order of Brazilian Sign Language is SVO (316).
 
 
	(316) JOHN LIKE SOCCER 
‘John likes soccer.’
 
(Quadros 2003: 142)


 
According to Nunes and Quadros (2004), Brazilian Sign Language has EHRCs lacking overt relative pronouns. Sentence (317) exemplifies a relative clause in LIBRAS.
 
 
	(317) GIRL [BICYCLE FALL]r IS HOSPITAL 
‘The girl that fell off the bicycle is in the hospital.’
 
(Nunes and Quandros 2004: 180)



 
4.3. Relative construnctions in German Sign Language (DGS)136
 
German Sign Language displays a SOV word order (318).
 
 
	(318) IX1 POSS1 FAMILY 1VISIT3 
‘I visit my family.’


 
According to Pfau and Steinbach (2005),137 DGS displays post-nominal EHRCs obligatorily introduced by a relative pronoun (RPRO) assuming a different realization according to the human (RPRO-H) vs. non-human (RPRO-NH) feature of the head of the relative clause. The relative pronoun is produced in a position of the signing space already introduced in the discourse context and associated with the head. Optionally, the head of the relative clause is followed by an indexical pronominal sign such as IX3 in (319a). Example (319) illustrates the construction.
 
 
	(319) 
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 As shown in the glosses, the NMM composed of raised eyebrows (‘re’), identical to the non-manual marking of topicalised constituents in DGS, only spreads over the relative pronoun.
 
Pfau and Steinbach observe two properties suggesting that the head is external to the relative clause: (i) the obligatory presence of a relative pronoun, and (ii) the scope of a temporal adverbial preceding the head.
 
As evident from the translation provided for the sentence in (320), the temporal adverbial YESTERDAY can only refer to the main clause predicate and not to the relative clause predicate.
 
 
	(320) 
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As for its position in the sentence, the relative clause may appear: (i) in situ, following its head, as shown in (321a), a relative clause modifying a subject, and in (321b), a relative clause modifying an object;138 (ii) fronted, as in (322); or (iii) extraposed, as in (323).
 
 
	(321) 
 
	[WOMAN [RPRO-H3a MAN IX3b 3aHELP3b ]CP ]DP KNOW 3aPAM1139 
‘The woman who is helping the man knows me.’

 
	INDEX1 [BOOK [RPRO-NH3 TABLE LIE-ON]CP ]DP KNOW 
‘I know the book which is lying on the table.’



 
	(322) 
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	(323) IX1 [MAN IX3 ti ]DP LIKE 1PAM3 [RPRO-H3 CAT STROKE]CP/i 
‘I like the man who is stroking the cat.’


 
When the relative clause is in situ, the (optional) pronominal sign and the relative pronoun are usually collapsed into one.
 
When fronted, the whole DP containing the relative clause and head is topicalized and marked by the non-manuals indicating topicalization.
 
 
On the other hand, extraposition only involves movement of the relative clause but no specific manual or non-manual marking surfaces, with the exception of the otherwise optional indexical pronominal sign (IX3) referring to the head that is required when extraposition of the relative clause takes place. In this case, fusion of the indexical pronominal sign and relative pronoun is blocked.
 
Pfau and Steinbach observe that in DGS, extraposed relative clauses modifying non-human entities may receive a double interpretation either as relative clauses or as independent sentences surfacing a topicalized demonstrative pronoun (DEM). This ambiguity is due to the identical phonological representation of demonstrative pronouns and the relative pronoun used for non-human entities in DGS. Example (324) shows the double reading available for such a sentence.
 
 
	(324) 
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 Pfau and Steinbach assume DGS relative clauses to be adjoined to the DP they modify in its base position and that the head is base-generated outside the relative clause. They further propose that the relative pronoun raises to the specifier of the highest topic phrase. This checks the [+rel] feature realized by the non-manual marking, which is therefore obligatory and only spreads over the relative pronoun with which it is associated. In Pfau and Steinbach’s analysis, movement of the relative pronoun to the specifier of the highest topic phrase is confirmed by the impossibility of it being preceded by sentence-initial constituents like topics (325a) or temporal adverbials (325b).
 
 
	(325) 
[image: e9781501510373_i0176.jpg]



 
Pfau and Steinbach claim that the sentences discussed here receive a restrictive interpretation. They report that appositive relative clauses have also been identified in DGS (see Happ and Vorköper 2006: 487); these are not 
 introduced by the relative pronoun and are marked by a different non-manual marking (glossed ‘app’), namely, pursed lips and a slight headnod.
 
 
	(326) 
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 They suggest that further research is needed to find out whether the sentence in (326) is a genuine appositive relative clause or just a parenthetical construction.

 
4.4. Relative constructions in Turkish Sign Language (TİD)
 
According to Sevinç (2006), Turkish Sign Language is a SOV language (327).
 
 
	(327) 
[image: e9781501510373_i0178.jpg]



 
Kubuş’s (2010) analysis of relativization in TİD detects different relativization strategies adopted by signers. These seem, however, to favour IHRCs. Before getting into Kubuş’ description of TİD IHRCs, let us quickly review the other two strategies observed by Kubuş: (i) EHRCs, also used with a non-restrictive interpretation, as illustrated in (328); and (ii) free relative clauses lacking both an overt head and a relative pronoun, as in (329), which Kubuş (2010) suggests should receive a maximalizing interpretation.
 
 
	(328) 
[image: e9781501510373_i0179.jpg]
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	(329) [ENGLISH KNOW] PRIZE WIN 
‘The one who knows English very well won the prize.’
 
(Kubuş 2010)
 


 
 As anticipated, TİD signers seem to strongly prefer production of IHRCs. They are marked by specific non-manuals (rel-NMMs) composed of raised cheeks, squinted eyes, a tensed upper lip and an optional head shake, very similar to the non-manuals marking topics in TİD. An optional relativization marker / nominalizer element (REL) displaying different forms (flat, dual form, plural form) marks the right periphery of the relative clause and is associated with raised eyebrows and an optional mouthing /o/ (open lip). Kubuş proposes the relativization marker to be a grammaticalized form of indexical pointings. The sentence in (330) illustrates the construction.
 
 
	(330) 
[image: e9781501510373_i0180.jpg]



 
Evidence for the position of the head inside the relative clause is provided by the temporal adverbials introducing the relative clause and scoping over the relative clause predicate but not over the main clause predicate, as shown in (331).
 
 
	(331) 
[image: e9781501510373_i0181.jpg]



 
Kubuş (2011a) provides evidence for the dependent status of the relative clause by showing that it cannot be produced in isolation (332a) or without the relevant NMMs (332b), and that the head (CHILD) cannot be duplicated in the main clause (332c).
 
 
	(332) 
[image: e9781501510373_i0182.jpg]



 
By applying a set of tests as diagnostics to investigate the semantics of TİD IHRCs, Kubuş concludes that they should receive a restrictive interpretation. As for their superficial position with respect to the main clause, Kubuş (2010) 
 reports that a corpus-based analysis indicates that 77% of relative clauses precede the main clause, 21% are produced within the main clause and only 2% follow the main clause.

 
4.5. Relative constructions in Catalan Sign Language (LSC)141
 
 The word order in Catalan Sign Language is SOV (333).
 
 
	(333) 
[image: e9781501510373_i0183.jpg]



 
Mosella (2011, 2012) claims Catalan Sign Language displays restrictive circum-nominal or internally-headed relative clauses. The relative clause in LSC exhibits: (i) a head always occupying its base position within the relative clause; (ii) an optional nominalizer element glossed MATEIX (meaning ‘same’) occupying either a clause-initial or clause-final position; and (iii) specific NMMs associated with the nominalizer element and composed of raised eyebrows, a body lean and, optionally, of squinted eyes marking shared information. The sentence in (334) illustrates the construction.
 
 
	(334) 
[image: e9781501510373_i0184.jpg]



 
Mosella observes that relative clauses in LSC never occupy a position internal to the matrix clause, as shown by the ungrammaticality of (335a). They are either fronted (335b) or postposed (335c).
 
 
	(335) 
[image: e9781501510373_i0185.jpg]



 
When the relative clause is fronted, the nominalizer element, MATEIX, can be overt (336a) or covert (336b). If it is overt, the rel-NMM can optionally 
spread over some syntactic material other than the nominalizer MATEIX; if it is covert, spreading of the rel-NMM over the relative clause is compulsory, as shown by the ungrammaticality of (337).
 
 
	(336) 
[image: e9781501510373_i0186.jpg]


 
	(337) 
[image: e9781501510373_i0187.jpg]



 
 Mosella proposes the fronted relative clause to be located higher than CP, in topic position. Two pieces of evidence are provided supporting her claim: (i) the left peripheral wh-phrase cannot precede the relative clause; and (ii) the relative clause can be either preceded or followed by a topicalized constituent.
 
As for (i), wh-phrases in LSC occupy either the right periphery of the sentence or are in situ. They can, however, be produced in sentence-initial position forcing a repair strategy, namely spreading of the wh-NMM over the whole interrogative clause and doubling of the wh-phrase at the sentence’s right-periphery. In the presence of a fronted relative clause, the leftward wh-phrase must follow the relative clause, as shown in (338).
 
 
	(338) 
[image: e9781501510373_i0188.jpg]



 
Furthermore, Mosella observes that the fronted relative clause is not in the scope of the CP as the wh-NMM cannot spread over it, thus superseding the rel-NMM (339).
 
 
	(339) 
[image: e9781501510373_i0189.jpg]
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 As for the interaction of the fronted relative clause with topics (ii), Mosella shows that it can be either preceded (340a) or followed (340b) by topicalized constituents.
 
 
	(340) 
[image: e9781501510373_i0191.jpg]



 
She thus concludes that fronted relative clauses must be higher than Spec, CP, namely in TopicP.
 
Let us now turn to postposed relative clauses. Mosella analyzes the interaction of postposed RCs with wh-interrogative clauses, observing that two options are available.
 
In the first option, the relative clause can occur before the wh-phrase. If this happens, two NMM patterns may be found: the wh-NMM can either spread over the whole relative clause (341a), or both NMMs, relative and interrogative, appear (341b).
 
 
	(341) 
[image: e9781501510373_i0192.jpg]



 
In the former case (341a) the otherwise optional production of the sign MATEIX is obligatory due to the lack of the relative non-manual marking the clause.
 
Mosella observes that it is never the case that the relative clause follows the wh-phrase, as illustrated by the ungrammaticality of (342).
 
 
	(342) 
[image: e9781501510373_i0193.jpg]
 



 
 The second available option is for the relative clause to be sandwiched between the two occurrences of the wh-phrase in an interrogative matrix clause displaying an in situ wh-phrase and a final wh-expression, as illustrated in (343).
 
 
	(343) 
[image: e9781501510373_i0194.jpg]



 
From the evidence gathered, Mosella concludes that postposed relative clauses sit within the CP, and specifically she follows Alba (2010) in suggesting the presence of multiple right specifiers in LSC.

 
4.6. Relative constructions in Hong Kong Sign Language (HKSL)142
 
According to Sze (2003), Hong Kong Sign Language is a SVO language. Tang and Lau (2012) report HKSL to display IHRCs. Two pieces of evidence point towards the presence of IHRCs in HKSL: (i) the non-manuals marking relative clauses, i.e. the brow raise, are shown to scope over the head and the RC, as in (344); and (ii) temporal adverbials preceding the head are seen to scope over the relative clause but not over the main clause, as in (345).
 
 
	(344) 
[image: e9781501510373_i0195.jpg]


 
	(345) 
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 Tang and Lau report that in order for the temporal adverbial to have scope over the main clause, it has to follow the relative clause and precede the main clause, as in (346).
 
 
	(346) 
[image: e9781501510373_i0197.jpg]



 
As shown in the examples above, HKSL RCs display an indexical sign marking the right periphery of the clause (IX). It is accompanied by a different set of NMMs that Tang and Lau describe as ‘mouth open’ and ‘eye contact with the addressee’. It is co-referential with the head of the relative clause showing spatial agreement with it and appears to be identical to the index sign occurring next to the head. Tang and Lau suggest IX to be more like a determiner than a relative pronoun whose presence is connected to the nominal status of the relative clause. When the relative clause is marked by the relevant NMMs, as in (346), the clause-final index sign may be omitted.
 
The relative clause may occupy an argument position, as in (344), but a sentence-initial position is also attested, as shown in (345) and in (347). Tang and Lau claim that in (347) the relative clause is topicalized to a left-peripheral position, and prosodic cues mark the end of the relative clause: a blink followed by a backward head tilt. Tang and Lau add that in fronted relative clauses, the similar non-manuals marking relative clauses and topicalized constituents make it difficult to distinguish between the two syntactic phenomena.
 
 
	(347) 
[image: e9781501510373_i0198.jpg]




 
4.7. Summary
 
The literature on relativization in sign languages reviewed in this chapter has shown the same typological variation observed for spoken languages. More specifically, EHRCs have been detected in ASL, DGS, LIBRAS and TİD while IHRCs are present in ASL, TİD, LSC and HKSL. Correlatives have been observed in ASL and free relative clauses have been found in TİD.
 
Common syntactic features shared across these sign languages within the domain of relativization are: (i) the presence of non-manuals marking 
 the relative clause; (ii) the presence of a (optional) nominalizer element marking the right periphery of IHRCs associated with specific NMMs; (iii) a similarity between the non-manuals marking relative clauses and topicalized constituents; and (iv) a tendency for the relative clause to be fronted or postposed.
 
As for the correlation observed for spoken languages between head-final languages and the presence of IHRCs, evidence from sign languages does not seem to be clear-cut. From the data discussed in this chapter, both head-final (ASL, LSC, TİD) and head-initial (HKSL, ASL) languages seem to display IHRCs.
 
Finally, concerning the semantic properties of relative clauses in sign languages, all three typologies seem to be attested: restrictive, non-restrictive and maximalizing. A common feature seems to distinguish restrictive from non-restrictive relative clauses across sign languages: the presence of relative pronouns or nominalizer elements in restrictive but not in non-restrictive relatives and different non-manuals marking the two structures.

 
 

 



Chapter 5
 
Some methodological issues
 
Introduction
 
 Sign languages represent a challenge for linguistic research in that they constitute a peculiar kind of minority language. Many aspects contribute to their peculiarity. This chapter briefly addresses some of the most relevant factors influencing LIS linguistic research in particular, and sign language research as a whole. Such factors are roughly described as: a. sociolinguistic aspects strictly connected to the status of being a minority language and, moreover, to the lack of national linguistic recognition for LIS (discussed in § 5.1); b. linguistic variations due to the different levels of linguistic competence within the Deaf community and to the policies influencing its historical development (discussed in § 5.2); and c. the visual-spatial modality of LIS and all sign languages, which places specific demands on the methodologies employed to collect, analyze and report linguistic data (discussed in § 5.3). This section is dedicated to illustrating the methods used to collect the linguistic data presented in the next chapters. Some clarifications on the data used and the strategies and technical aids supporting their collection, as well as valuable information on the informants143 is provided. Finally, in § 5.4, I give some explanations of the manual and non-manual glosses utilised in this work to transcribe LIS data. Section § 5.5 sums up the relevant information.

 
5.1. Social influences on linguistic research
 
LIS is a minority language not yet officially recognized as such within its national borders. Its social status is further complicated by the negative connotation linked to the situation of ‘disability’ characterizing its community.
 
Some of the most relevant consequences of the social status of LIS affect the signer’s perception of his/her own language. The erroneous but widespread belief that the dominant spoken language, in this case Italian, displays a superior and more prestigious linguistic status may lead to cases of interference in the sign language of the syntactic properties characterizing the spoken language. This is a possibility any researcher should be aware of.
 
 
Equally relevant are the consequences affecting the social and educational spheres of the Deaf community. The use of LIS in schools or in social and public events like conferences and religious ceremonies is very rare, thus contributing to the creation of negative or dismissive attitudes towards its linguistic status. It is only recently that an interpreting service has been provided on public television, restricted to a few news programmes. One of the welcome results of such a policy is greater involvement of deaf people in national and international events as well as a stronger visible presence of the Deaf community and their sign language among the hearing population.
 
Like all users of a minority language, signers are often bilingual (with differing degrees of competence in both the signed and spoken language). A common phenomenon widely spread among bilinguals of two spoken languages, i.e. code-switching,144 assumes an unexpected form when the dominant and minority language are realized in different modalities. In this case, a form of covert code-switching may take place. The signer may, in fact, manually code the spoken language, reproducing its structure in alternation with the structure of the sign language.145 This could be a conscious or unconscious process, especially when engaging in conversation with a hearing or non-native interlocutor in the desire to facilitate his/her comprehension and integrate his/her own signing with the socially more accepted language. When conducting linguistic research on sign languages, such code-switching may turn out to be potentially misleading. It is particularly important to keep in mind that code-switching may profoundly affect a signer’s output and lead to an erroneous analysis of the linguistic data. Therefore, a fundamental caution consists in avoiding situations and linguistic environments that are particularly likely to give rise to cases of code-switching, as discussed further in § 5.3.2.

 
5.2. Linguistic variation within sign languages
 
As generally recognized for spoken languages, signed languages vary along many dimensions such as the diachronic dimension, referring to variations in the use of a language across different time periods; the geographic dimension, strictly bound to the region of a signer; and the sociolinguistic dimension, concerning the gender, age and education of a signer. All these aspects have an influence on the linguistic production of both spoken and signed languages but in the latter, the situation is complicated by factors internal to the visual-spatial modality and to the Deaf world. Such factors, requiring 
careful consideration in light of linguistic research on sign languages, will be discussed in this section.
 
A false belief commonly held is that there is only one sign language shared by all deaf people. However, as for spoken languages, each Deaf community develops its own sign language giving rise not only to distinct national sign languages but also to dialectal variations within national boundaries. This also applies to LIS.
 
Within Deaf communities, geographical variation assumes a fragmentation traceable to the historical development of sign languages. 146 As mentioned in the General Introduction to this work, after the 1880 resolution against the use of sign language in deaf education, the dormitories of residential schools played a fundamental role in the survival of sign languages in most countries. They often constituted small isolated linguistic communities developing a linguistic system characterized by considerable lexical variation. This gave rise to substantial linguistic differences between communities of signers, often even within the same city.
 
A further source of linguistic variation peculiar to Deaf communities involves the linguistic competence of signers. As opposed to any other linguistic community, native users of a sign language, i.e. deaf people who have been exposed to sign language from birth, represent only 5–10% of the entire deaf population.147 This means that 90–95% of deaf people are born to hearing parents that do not use sign language. This striking fact has a number of relevant consequences. First of all, many deaf people have little opportunity of acquiring any natural language during the first years of their life. In the majority of cases, hearing parents do not provide any linguistic input in the visual-spatial modality and the only spoken linguistic input they provide does not reach the deaf child. In this situation, only an educational and social signing environment can rescue the child from the absence of any linguistic input. On the other hand, the situation of the minority of deaf children born to deaf parents is similar to that of hearing children exposed to a spoken language from birth with respect to competence and language acquisition.148
 
If we consider that linguistic competence is strictly bound to early exposure to a natural language, the situation of deaf children gives rise to wide diversity in language competence depending on the age at which an individual deaf child is exposed to an accessible language. Only a small percentage of users of a sign language can, therefore, be safely referred to as ‘native users’ that have acquired the sign language in the same way and following the same timetable as hearing children learning spoken language.149 The consequences for a linguistic study on a sign language are easily surmised. The restriction posed by any linguistic research prescribing the informants to be competent  
speakers of a language does not simply imply that they should have a good knowledge of the language but that they should also possess those intuitions and grammatical judgments that only native speakers possess. A native speaker’s competence enables them to provide valuable intuitions and grammatical judgments regarding the acceptability or non-acceptability of sentences even if they are unable to provide theoretical justifications or general rules. For linguistic research on sign languages, only native signers, who are very few in number, qualify as equivalent informants.
 
To complicate the situation, a factor that might influence the linguistic production of deaf signers is the kind of education they received. In Italy, and in most countries, there is no uniform educational system for deaf children. Although recent theories encourage bilingual education (involving distinct linguistic environments for the spoken and signed languages), the more traditional oral education prescribing the exclusive use of spoken language is still widely used in many educational contexts. Moreover, within the oral education, linguistic interference between the two modalities has arisen in the desire to teach deaf students the spoken language. Hearing educators have thus conceived some sort of pidgin in the attempt to employ the sign language as a tool to acquire the spoken language. Within this method, deaf students are exposed to unnatural linguistic input that manually codes the spoken language using the sign language lexicon while reproducing the syntactic structure of the spoken language. This mixed linguistic form, called Signed Italian, has been used together with a codified system called ISE (‘Exact Signed Italian’), manually reproducing all elements of the spoken language, including Italian functional words (such as articles and prepositions) that are not present in LIS.150 Thus the educational context greatly influences both the signer’s attitude towards the sign language (whether it is conceived as an autonomous language on a par with the spoken language, or just as an aid to learn the spoken language) and the influence of the spoken language on his/her signing behaviour.
 
Finally, as is the case with any language, a sign language user is particularly sensible of the diversified linguistic environment around him/her. He/ she (consciously or unconsciously) modifies his/her signing to match the competence of his/her interlocutor. In the presence of a hearing interlocutor, the signer may attune his/her production to the structures of the spoken language. For this reason, data from a linguistic exchange between two native signers represent an especially valuable resource.
 
From the discussion carried out in this section, it appears evident that the linguistic influence of the spoken language on the signed language derives from a variety of factors (sociolinguistic, educational, family-based, etc.).  
Any linguistic research on sign language should evaluate all these factors and attempt to isolate them in order to minimize their impact.

 
5.3. Collection of linguistic data and research technology
 
 An obligatory stage of linguistic research is the gathering of linguistic data on which to base the analysis. Such data can take the shape of either a corpus of spontaneous production, or of data elicited in a more or less natural setting. The data used in this work come mainly from elicitation data, although, as will be explained in § 5.3.1, some naturalistic corpus data have been used to double-check the actual presence and use of the targeted structures in spontaneous conversations. While the naturalistic data have been offered by the CNR (National Research Council) of Rome,151 the elicited data are from previous research on the strategies of relativization in LIS carried out by researchers at the University of Milano-Bicocca152 and consists, for the most part, of first-hand elicited material collected from native deaf signers belonging to the Italian Deaf communities of Rome, Ancona, Pesaro and Venice.
 
5.3.1. Naturalistic data
 
Naturalistic data refers to the spontaneous production of (native) users of a given language. In this situation, the researcher and technical equipment (e.g. audio-recorder, microphone or video camera) should occupy as marginal and discreet a position as possible. This research setting has many advantages: it gives a relatively faithful picture of the actual use of the language with minimal influence from the researcher’s expectations; it presents the contexts in which some linguistic constructions are produced; it shows constructions which might not be realized in constrained settings; it avoids the risk of incongruence between the researcher’s questions and the interviewee’s responses; and it reduces unwanted influences from any other possible language. However, the freedom characterizing this setting, and facilitating some of its advantages, may also represent its main disadvantage for the researcher. When the object of linguistic research is, as in this study, the production of a highly specific syntactic structure not commonly produced in everyday conversation, naturalistic data will rarely provide it, and even if they do, its limited frequency would not allow the researcher to make any relevant generalizations or carry out an in-depth analysis. 
Furthermore, within sign language research, the necessary employment of one or more video cameras placed in front of the signer(s) to adequately capture linguistic production, inevitably undermines the spontaneity of the linguistic exchange.
 
In this work, naturalistic data provided by the CNR of Rome have constituted an important part of the research mainly during its first and last phases.
 
As already mentioned, a large section of this work is devoted to the investigation of a specific LIS structure translating the equivalent of relative constructions. As such, the study starts with the pioneering analysis carried out by Cecchetto, Geraci and Zucchi (2006) on the strategies of relativization in LIS. As will be discussed in chapter 6, Cecchetto et al. identify a specific sign characterizing LIS relative constructions that was never thoroughly investigated in the previous literature.153 The first phase of my research aimed, therefore, at isolating the presence of this sign and verifying its syntactic function and actual use in spontaneous productions. This was possible by consulting the naturalistic data representative of the LIS variety used by signers coming from different regions of Italy. Once the intermediate phase of collecting and analyzing the elicited data had been concluded, the naturalistic data were consulted and analyzed again. At this point, some structures employing the same sign present in relative structures but different in many respects, led me to investigate a different construction, namely, what I claim to be the LIS equivalent of cleft sentences (see chapter 8).

 
5.3.2. Elicited data: collection procedures
 
 The elicitation of linguistic data requires a somewhat constrained setting where the researcher (and, if necessary, an interpreter) places specific demands on the informants. This strategy of data collection is very useful since it enables the researcher to elicit grammatical judgments, test linguistic hypotheses and verify predictions regarding the acceptability of linguistic structures. Within the elicitation context, the main caveat is the need to limit any undesirable influence on the linguistic production of the informants.
 
Within my research, the elicited data represent the main source on which I base my analysis. Given the high specificity of the structures investigated, i.e. relative constructions and cleft constructions, elicitation represents a helpful tool of investigation. One main concern during the elicitation of sign language data is to limit the influence of the spoken language on the production of the informants. A way to reduce this risk is to interview native signers belonging to a culturally active Deaf community and, if possible, displaying 
 good metalinguistic abilities.154 Another way to minimize influence of the spoken language is the exclusive use of LIS within elicitation contexts. This may be achieved either by the researcher’s fluency in the sign language or by the use of an interpreter. Even in the latter case, it is very important that the researcher is able to follow the conversation between the informant and the interpreter. During the elicitation of data, I benefited greatly from my knowledge of LIS both in contexts where the interpreter was present, by intervening with questions and clarifications, and in contexts where no interpreter was available. Particular attention was also paid to the preparation of situational contexts to present to the signer. These reproduced common everyday situations within the deaf community, thus providing a natural environment for both the signer and the syntactic structures under investigation. To clarify, I will explain with examples all the phases making up a common execution of elicitation within my research.
 
As an introductory phase of elicitation, all informants were encouraged to produce the variety of LIS they usually used when engaged in a conversation with other native signers of the Deaf community, trying to avoid any influence from the spoken language in which they all had good competence. They were then presented with a situational context in LIS of the kind in (348).
 
 
	(348) Yesterday there was a welcoming party at the National Deaf Institute of your city for an Italian deaf student returning from a period of study at Gallaudet University. The people who came to the party were almost all men. Only three women were present. One of them brought a very good pie that you liked a lot. You asked this woman for the recipe. Another woman had very high heels and chatted with your best friend all night. Finally, another one did not talk to anyone and left very early.

 
The informants were then asked some questions (again, in LIS) regarding the situation described. A sample of these questions is given in (349).
 
 
	(349) 
 
	Which woman did you ask for the recipe?
 
	Which woman did your best friend chat with?
 
	Which woman left early?



 
The questions above constitute the stimuli given to the informants during the very first elicitation, the aim of which was to stimulate spontaneous utterances equivalent to relative constructions of the kind in (350).
 
 
 
	(350) 
 
	I asked for the recipe from the woman who brought the pie.
 
	My best friend danced with the woman who had high heels.
 
	The woman who didn’t talk to anyone left early.



 
 All informants reacted very naturally to the presentation of such stimuli, providing a uniform LIS structure that will be presented and analyzed in detail in chapter 6. During the elicitation context, the informants often engaged in conversation, asking me and the interpreter for further clarifications on the context. Discussion on the scenarios provided was always carried out in LIS. When, by controlling the context of elicitation, the informants’ linguistic production appeared to be the natural equivalent of the Italian structure I tried to elicit, each question was repeated and they were asked to sign the answer in front of the video camera. The final output was filmed and subsequently used as the input for the elicitation of more data with different informants. With this next group, the procedure followed was the opposite. From a LIS linguistic input, the informants were first asked for grammatical judgments on the sentence, and then they were asked to provide an adequate context for the sentence. This enabled a double-checking of the structures elicited, minimizing the risk of erroneous interpretations.
 
Another very useful practice of elicitation improving the signers’ spontaneous LIS production was the presence of another native signer to whom the informants signed the final output of the required sentences.
 
Overall, the syntactic distance between the elicited LIS structures and the equivalent Italian relative structures seems to confirm the lack of interference between the sign and the spoken language. To illustrate this point, the LIS equivalent of a relative construction is reported in (351).
 
 
	(351) [DOCTOR VET DOG BRING PE] EAT A-LOT 
‘The dog [that I took to the vet] eats a lot.’


 
As appears from the sentence in (351), the head of the relative clause, DOG, occupies a relative CP internal position in the LIS sentence where both Italian and English prescribe a relative CP external position. As further discussed in chapter 6, another difference between the two structures is the preference for a sentence-initial position of the relative CP in LIS but not in Italian or English.
 

 
5.3.3. Research technology
 
 The digitalized technology used in this work greatly facilitated the collection and analysis of linguistic data. The informants were filmed with a digital video camera the size of which enabled me to carry it to the (distant) deaf communities the informants belonged to. This had the great advantage both of keeping the informants in a familiar environment, thus diminishing the unnatural influence of the research, and of facilitating the possibility of meeting deaf people who would willingly share their expertise. Among the advantages of the digital video camera, it is worth mentioning, the high resolution feature is fundamental in analyzing sign language data where non-manual behaviour is a crucial part of the linguistic production.155 The data were then transferred into a MacBook Pro laptop and edited first with the software iMovie where all material not relevant to the research was eliminated. The relevant linguistic production was converted into Quicktime format and glossed using ELAN. ELAN is a professional tool created at the Max-Planck Institute for Psycholinguistics in the Netherlands for the annotation of video and audio resources.156 It is particularly useful for the annotation of sign language data as it allows the creation of multiple layers, called tiers, hierarchically interconnected and representing, through the glosses, the simultaneous behaviour of the two hands and the different non-manual components. Annotations can be time-aligned to the video and a control panel allows the speed of playback to be set. Up to four different video clips can be associated with an annotation document, which enables them to be synchronized and simultaneously played.
 
The employment of digitalized technology also has the important advantage of archiving and diffusing linguistic data. Digitalized sign language videos offer the possibility of storing sign language data with good video quality as well as sharing them through the internet, opening interesting possibilities for the creation of sign language databases that can be consulted for any linguistic purpose.

 
5.3.4. The informants
 
The data presented and discussed in this work come from eight informants belonging to the Deaf communities of Rome, Ancona, Pesaro and Venice. They are therefore representative of the variety of LIS spoken in the central and northern regions of Italy. Although the Deaf community of Rome has historically a far longer Deaf educational and cultural tradition playing a 
fundamental role in the diffusion of the Deaf culture and language,157 the Deaf communities of Ancona, Pesaro and Venice are also culturally and socially very active. All informants are native signers born to deaf parents. The signer from Pesaro, although exposed to LIS from birth, received an oral education imposed on him by his deaf signing parents who tried to discourage the use of signs but had to capitulate in light of the child’s rapid sign language acquisition deriving from the input received at home and at the Deaf community gatherings he attended regularly. All informants have a strong linguistic competence and share a solid Deaf cultural identity, being active members of the Deaf community. More specifically, the two informants from Rome are also LIS teachers, and one of them has belonged to the Deaf theatre company ‘Laboratorio Zero’ and has been the president of the National Deaf Institute (ENS) of Rome. The informant from Venice is a LIS professor at the University of Venice and a LIS actor. The two pairs of siblings from Ancona and the signer from Pesaro are active members of the Deaf sport club and are also engaged in Deaf social and cultural happenings. All informants, whose ages range from 24 to 40, have a good knowledge of Italian as a second language and, following the educational methods used in Italy, received a traditional oral education. The older informants attended special institutions for the deaf, while the younger ones attended mainstream schools as a consequence of the fact that the special institutes for the deaf have been closed (as prescribed by the law n. 517 of 1977) and the placement of students with disabilities in ordinary schools has been encouraged (see law n. 104 of 1992).
 
Notwithstanding the geographical and age variations, the informants produced a homogeneous set of data, agreeing in their grammatical judgments of the LIS structures elicited.


 
5.4. Some clarifications on the glosses
 
 Due to the visual modality employed by sign languages, linguistic research has always to deal with the problem of adopting a faithful and clear representation for glossing sign language data.158 In this work, I adopt the notational convention of representing LIS signs with capitalized English words. As illustrated in chapter 2, an essential syntactic role is carried out by facial expressions and body movements, the activation of which is governed by the linguistic system. It is, therefore, necessary to adopt an adequate written representation for non-manual markers. Following standard practice, non-manual marking is glossed with a line extending over the signs they co-occur 
with. Syntactic structures are marked by specific non-manual markings, so for the sake of simplicity and in order to give a syntactic organization to the different non-manual markings, each set is glossed with an abbreviation clarifying the syntactic structure they mark (e.g. ‘wh’ for wh-questions), as illustrated in (352).
 
 
	(352) 
[image: e9781501510373_i0199.jpg]



 
 A description of the non-manual markings and their behaviour will always follow the glosses.
 
The use of citation forms for the glosses translating signs for verbs does not mean that LIS verbs lack agreement (see chapter 2).
 
Finally, indexes are used only when relevant to the discussion and specifically in two cases: (a) to mark subject and object verb agreement; and (b) to signal co-referentiality.

 
5.5. Summary
 
The aim of this chapter has been to present some methodological considerations specifically connected to sign language research. I have discussed how considerable impacts on the production of deaf signers arise from the social status of sign languages as disadvantaged minority languages and from linguistic variations connected mainly to signers’ diverse language competence and educational backgrounds. Linguistic researchers must, therefore, be aware of such potential interferences and minimize their effects when gathering data. By introducing the empirical research on LIS presented in the following chapters, I have given an explanation of the different methodologies and technologies employed in the collection of linguistic data together with a discussion on the informants. I finally briefly illustrated the glosses used to transcribe the LIS data.

 
 

 



Chapter 6
 
An internally headed relative clause analysis for LIS relative structures
 
Introduction
 
 This chapter opens the investigation of specific LIS constructions by presenting a dedicated structure employed by LIS to express relativization, first detected in the pioneering study of Cecchetto, Geraci and Zucchi (2006). After Cecchetto et al.’s description and analysis of LIS relative clauses, Branchini and Donati (2009) proposed a different interpretation of the same construction which has been merged and extended in this book.
 
In the time that elapsed between Branchini and Donati’s work and the publication of this book, other studies have been conducted on LIS relative clauses: Branchini (2009) discusses the presence of free relative clauses; Brunelli (2006, 2011) reports the presence of IHRCs and post-nominal EHRCs, proposing a derivation within the antisymmetric framework; and Bertone (2007, 2011) describes restrictive relative clauses.
 
This chapter is devoted to the discussion of the relative construction first detected by Cecchetto et al. (2006) and provides new data able to shed light on its syntactic properties.
 
The relevant data is presented in § 6.1, while § 6.2 offers a paradigm of LIS relative constructions. Sections § 6.3 and § 6.4 briefly account for the behaviour of plural and abstract heads in LIS relatives. Section § 6.5 shows how the data illustrated in § 6.1 can be interpreted in the light of two competing analyses: a correlative analysis (as proposed by Cecchetto et al. 2006) and an (extraposed) internally headed analysis.
 
After providing some detailed evidence uniformly pointing towards the latter proposal, a structured analysis of LIS relative constructions as internally headed is provided in § 6.6. The analysis proposed for LIS relative structures is then tentatively extended in § 6.7 to relative constructions appearing in other spoken languages and strikingly resembling the LIS data. Next, § 6.8 provides a structural representation of LIS relatives briefly observing their co-occurrence with topics and foci.
 
 
Section § 6.9 analyses the semantic interpretation of LIS relatives first by reviewing Cecchetto et al.’s (2006) arguments for its non-restrictivity (§ 6.9.1), then by applying to the LIS data a set of properties associated with restrictivity (§ 6.9.2). Finally, § 6.9.3 verifies whether the same data can receive a maximalizing interpretation. Section § 6.9.4 presents some data on what seems to be the equivalent of LIS appositive relative clauses, and § 6.10 sums up the relevant findings on LIS relative constructions.

 
6.1. A description of LIS relative structures
 
 Cecchetto et al. (2006) have detected a LIS construction believed to be the functional equivalent of a (Italian) relative clause. The data here confirm the presence of a specialized structure employed by native LIS signers as a means of expressing relativization. The relevant construction is a bi-clausal structure including a sentence-initial clause and a sentence-final clause. An illustration of a LIS relative construction is provided in (353) where, for clarification purposes, the two clauses are enclosed within square brackets.
 
 
	(353) 
[image: e9781501510373_i0200.jpg]



 
Both clauses present idiosyncratic properties that I shall now illustrate. The sentence-initial clause is characterized by the following features:
 
 
	it cannot be realized on its own but needs to be produced in conjunction with another (main) clause, thus displaying the properties of a dependent clause. This is illustrated by the ungrammaticality of (354) where the sentence-initial clause is produced in isolation. 
 
	(354) 
[image: e9781501510373_i0201.jpg]




 
	the sentence-initial clause always includes a specific sign conventionally labeled PE159 from the special oral component accompanying it and executed through the closure of the lips and sudden release of air as the lips open (typical of bilabial phonemes such as p). Manually, the sign is realized with the index finger extended and shaken, moving downwards.160 PE occurs at the right periphery of the sentence-initial 
 clause (after modals, negation, and aspect; see Cecchetto et al. 2006) and it co-refers with an NP realized in the same clause. This is shown in the glosses by co-indexation of the NP (DOG in 353) and PE. When the NP is assigned a location in the signing space, PE agrees in space with it; i.e. it is realized in the same location in space.
 
	the sentence-initial clause is marked by specific NMMs labeled ‘rel’, roughly consisting of raised eyebrows, a specific tension of the eyes and upper cheeks, and a forward head nod (‘nod’)161 co-occurring with the sign PE. The NMMs obligatorily occur over the sign PE but they may also spread over the whole sentence-intial clause. When this happens, the NMMs reach their maximal intensity over the sign PE.

 
 The sentence-final clause is characterized by the following features: 


 
	it may be produced in isolation, thus behaving as an independent clause, as illustrated by the grammaticality of (355) where it occurs alone. 
 
	(355) (IX) HOME COME162 
‘(It) came home.’



 
	it contains what I shall call a ‘correlate’: a gap or an (optionally spelled-out) indexical sign (glossed ‘IX’) interpreted as co-referent with the NP, which PE co-refers with inside the sentence-initial clause. Again, co-reference between the optional pronoun in the sentence-final clause and the NP in the sentence-initial clause is indicated in the glosses through their sharing the same index.
 
	as Cecchetto et al. show, the sentence-final clause cannot contain a reduplicated form of the co-referent NP occurring in the preceding clause. Thus, no full NP can occur in the position of the correlate, as shown by the ungrammaticality of (356) taken from Cecchetto et al. (2006: 953). 
 
	(356) *BOYi CALL PEi BOYi LEAVE DONE



 
From the data gathered so far, the sentence in (353) seems to share the main constitutive elements displayed by any relative construction (and illustrated in ch. 3, § 3.2), namely, the presence of two CPs, a dependent CP and an independent CP, and of a constituent shared by both CPs. Consistently with the terminology adopted in chapter 3, I shall refer to the dependent CP as the relative CP, to the independent CP as the matrix CP, and to the pivotal constituent as the head.
 
Evidence that the features outlined above for the relative and the matrix CP are crucial in determining their interpretation (and therefore, their syntactic 
properties) is shown by the following minimal pair where the presence or absence of such properties correlates with a sharp difference in interpretation: (357) is a coordination of two independent sentences, while (358) is a relative construction.
 
 
	(357) DOGi CAT CHASE (IXi) HOME COME 
 ‘The dog chased the cat and came home.’

 
	(358) 
[image: e9781501510373_i0202.jpg]



 
As shown in the glosses, the constitutive elements characterizing the relative CP in (358), namely the sign PE and the rel-NMMs are absent in (357). Furthermore, while in both sentences the pronominal element in the sentence-final clause (IX) is co-referent with the NP appearing in the sentence-initial clause, only the coordinated structure in (357) allows its reduplication, as shown in (359).
 
 
	(359) DOGi CAT CHASE DOGi IXi HOME COME 
‘The dog chased the cat and came home.’


 
Within LIS relative constructions, the assumption that the sign PE belongs to the relative CP, marking its right edge, might appear as a stipulation. Its superficial position in the structure might, in fact, also suggest an analysis of PE marking the left edge of the matrix CP. This is not so, as proved by Cecchetto et al. through the employment of time adverbials. Recall from chapter 2 that time adverbials are always the leftmost elements in a LIS clause. In (360) the time adverbial YESTERDAY, referring to the matrix predicate, follows the sign PE thus marking the left edge of the matrix CP. If PE belonged to the matrix CP we would expect it to occur after the time adverbial.
 
 
	(360) 
[image: e9781501510373_i0203.jpg]



 
Further evidence signaling the clausal boundary between PE and the matrix CP is provided by a pause in the signing behaviour, by (optional) eye blinking, and by an abrupt ending of the NMMs after the realization of the sign PE and before the production of the first sign of the matrix CP.
 
 
Having briefly introduced the relevant structure, I shall now offer a full-fledged paradigm instantiating all the possible combinations of the functions carried out by the head in the relative CP and by the correlate in the matrix CP.

 
6.2. The paradigm
 
This section is meant to illustrate a paradigm of LIS relative clauses according to the different syntactic roles carried out by the correlate with respect to the matrix CP and by the head with respect to the relative CP.
 
In (361) the correlate is the subject of the matrix CP, and the head NP (MAN) is understood as the subject of the relative CP.
 
 

 
Subj-Subj
 
 
	(361) 
[image: e9781501510373_i0204.jpg]



 
In (362) the correlate is the object of the matrix CP and the head (DOG) is the subject of the relative CP.
 
 

 
Subj-Obj
 
 
	(362) 
[image: e9781501510373_i0205.jpg]



 
In (363) the correlate in the matrix CP is in subject position and the head (DOG) corresponds to the object of the relative CP.
 
 

 
Obj-Subj
 
 
	(363) 
[image: e9781501510373_i0206.jpg]



 
In (364) the correlate corresponds to an object position within the matrix CP and the head (DOG) is the object of the relative CP.
 
 

 
Obj-Obj
 
 
	(364) 
[image: e9781501510373_i0207.jpg]



 
‘Paolo washed the dog that I found yesterday.’
 
 
Finally in (365) through (367) we find various combinations: where the head is an adjunct and the correlate an argument (365); where both are adjuncts (366); and where the head is an argument and the correlate in the matrix CP an adjunct (367).
 
 

 
Adj-Arg
 
 
	(365) 
[image: e9781501510373_i0208.jpg]



 
Adj-Adj
 
 
	(366) 
[image: e9781501510373_i0209.jpg]
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Arg-Adj
 
 
	(367) 
[image: e9781501510373_i0210.jpg]



 
From the paradigm sketched above, we can already make a generalization that will turn out to be crucial for the analysis of LIS relative constructions proposed in the following sections. To wit, the head always sits in a relative CP-internal position. This is confirmed by the distribution of time adverbials, which, as we have seen, are always in sentence-initial position in LIS. As shown in (361), time adverbials always precede the head NP within the relative CP in LIS.
 
The data illustrated in (361) through (367) do not show a different relativization pattern for the different roles carried out by the head in relation to the relative CP and matrix CP. More specifically, the relative CP, sitting at the left of the sentence, always constitutes the equivalent of the Italian (and English) relative CP.164
 
However, as for the position of the relative CP with respect to the matrix CP, I should point out that one signer judges as grammatical three different options in which the relative CP is fronted (368), postposed (369), or in situ (370).
 
 
	(368) 
[image: e9781501510373_i0211.jpg]
 
165

 


 
	(369) 
[image: e9781501510373_i0212.jpg]


 
	(370) 
[image: e9781501510373_i0213.jpg]



 
 As the glosses in (369) show, when the relative CP is postposed, the matrix CP is marked by raised eyebrows (‘re’) similar to the non-manuals marking topicalised constituents.
 
The informant judges the three options as equally viable and shows no preference for one possibility over the others.

 
6.3. The plural head of the relative clause
 
The realization of relative constructions displaying plural heads requires a specific mention. The plural head can be either signed on the signer’s body, displaying the same form as its singular counterpart, or in the space in front of him or her, displaying a plural connotation. In both cases, the sign PE agrees with a point in the signing space associated with the plural head. Unlike the sign for the plural head, the sign PE does not reduplicate its movement in order to overtly agree with the head including plural entities. It rather realizes a single movement as when marking singular heads. Example (371) illustrates a relative structure with a plural head.
 
 
	(371) 
[image: e9781501510373_i0214.jpg]




 
6.4. The abstract head of the relative clause
 
The head of LIS relative constructions may also refer to an abstract entity. When this happens, a similar pattern of relativization to that illustrated in § 6.1 and § 6.2 is observed.
 
 
	(372) 
[image: e9781501510373_i0215.jpg]
 



 
 However, heads referring to an abstract entity are peculiar in that they are usually not signed in the signing space but rather on the body. Although not a characteristic specific to abstract entity heads, it is shared by many NPs referring to an abstract entity in LIS. The head of a relative clause that has a realization on the signer’s body triggers the arbitrary agreement of PE, which, instead of being signed in the same body location assigned to its head, agrees with an arbitrary point in the signing space.

 
6.5. Two competing analyses
 
We may sum up the relevant properties observed in the data by claiming that LIS relative constructions: 


 
	display (for most signers) a sentence-initial relative CP;
 
	display an overt head;
 
	have a head that always occupies a position internal to the relative CP.

 
Turning now towards an analysis and trying to interpret these data with reference to the standard typology of relativization strategies (as illustrated and discussed in detail in chapter 3), we can already safely claim that the properties listed above are not consistent with an analysis of LIS relative constructions as externally-headed relative clauses. As observed, in fact, the head systematically sits within the relative CP (Cecchetto et al. 2006). Moreover, we know for certain that LIS relative structures are not free relatives if the defining property of the latter is the lack of an overtly-realized head in either one of the two clauses.
 
We are left with two types that appear to be compatible with the data: correlative clauses and (fronted) internally-headed relative clauses. These two analyses are sketched in the abstract structures given in (373) and (374), respectively.
 
 
	(373) 
[image: e9781501510373_i0216.jpg]
 


 
	(374) 
[image: e9781501510373_i0217.jpg]
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What the two abstract structures in (373) and (374) have in common is the presence of the head sitting inside the relative CP. Nonetheless, the two structures display three crucial differences.
 
The first has to do with the relationship between the relative CP and the matrix CP. Given the correlative structure in (373), the two CPs start as two independent adjoined clauses.167 In (374), on the other hand, the relative CP168 is first merged within the matrix CP, in the position of the correlate (the base position for relatives), and then fronted.
 
The second difference concerns the categorical status of the relative CP: a simple CP in (373) and a (complex) DP in (374).
 
The third difference concerns the nature of the nominal correlate: an anaphoric pronoun in (373) and a trace in (374).
 
In order to choose between the two available abstract structures, we need to find evidence in the LIS data for the properties distinguishing the two analyses. In the remainder of this section the two analyses shall be compared in light of a number of empirical facts. When considering the correlative option, rather than referring to its abstract version in (373), I shall discuss the actual analysis proposed by Cecchetto et al., which is an implementation of this very option.
 
6.5.1. A correlative analysis
 
Cecchetto et al. (2006) argue for a structure of LIS relative constructions as in (373). The specific implementation of such an abstract structure is given in (375).169
 
 
	(375) [IP [CP…..NPi ti ……PEi ] [IP …….PRONOUNi …..]]

 
The defining traits of (375) are the following. The construction is formed by two conjoined clauses. The first clause involves the movement of the demonstrative-like element PE from its base position at the right of the head NP 
towards the Spec, CP of the clause (which is arguably on the right in LIS: see chapter 2). The second clause is a simple IP, with a pronominal (that I called the correlate) referring to the head NP. Because LIS a prodrop language, such a pronominal can be silent. There are thus three elements defining this construction, namely the head NP, PE, and this pronominal, which are all co-indexed, i.e. co-referential.
 
As evidence for the movement of PE, Cecchetto et al. (2006: 953) provide the sentence in (376), produced by one of their informants (and considered marginally acceptable by the others).
 
 
	(376) 
[image: e9781501510373_i0218.jpg]



 
 Such an optional (overt) movement is motivated within the semantic analysis Cecchetto et al. provide for the construction, which I will not review here in detail. Very simply, under this analysis, PE is the element that has the function of connecting the relative CP to the matrix CP. It moves either overtly or covertly to Spec, CP in order to scope over its clause and take it as its argument. In this position, PE turns the relative CP into a generalized quantifier (see Dayal 1996’s analysis for Hindi correlatives).
 
Cecchetto et al. further analyze the pronoun in the main clause as an e-type anaphora. The relation between the main clause and the relative CP via e-type anaphora allows a non-restrictive interpretation of the relative CP that is interpreted as a subject-predicate structure.170
 
I shall postpone the discussion about the semantic interpretation of LIS relative constructions to § 6.9, keeping it separate from the assessment of their syntactic analysis.
 
The analysis provided in (375) allows Cecchetto et al. to account for a number of properties displayed by LIS relative structures. First of all, it derives without any further assumption the systematic occurrence of the relative CP in sentence-initial position. Recall from chapter 3 that a common option of correlative clauses is to have the relative CP preceding the matrix CP. While in correlative clauses this is a default option, in other relative typologies it represents a marked option requiring a specific assumption and justification. Second, given that full NPs cannot be bound while pronominals can, it predicts correctly that the matrix CP can never contain a full NP in the relevant position. Finally, the claim that (375) is a correlative construction is consistent with standard typological generalizations according to which correlatives are a prerogative of SOV languages171 (Downing 1973).
 
 
 Thus a correlative analysis seems to make the correct predictions and adequately derive the LIS data.172
 
Before turning to the alternative, and seeing how an internally-headed analysis for LIS relative structures can account for the same facts, let us go back to the three distinctive properties discriminating between any correlative analysis and any IHRC analysis: the categorical status of the relative CP, its relation to the matrix CP, and the nature of the correlate. The following paragraphs are devoted to investigating such properties in LIS relative constructions.

 
6.5.2. Evidence for the nominal status of the relative CP
 
As already mentioned in the discussion of the two abstract structures in (373) and (374), a crucial difference between the two available analyses concerns the categorical status of the relative CP: a simple clause (a CP) under the correlative analysis; and a nominal clause (a (complex) DP) under the internally headed relative analysis. Any evidence pointing at nominal properties of the relative CP would then advocate for the latter. In what follows, some data going in this direction shall be presented.
 
The first fact concerns the possibility of having the relative CP modified by the ordinal FIRST, as illustrated in (377).
 
 
	(377) 
[image: e9781501510373_i0219.jpg]
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As the translation clearly shows, in (377), first does not simply modify the head woman (the sentence does not entail that the signer kissed the first woman who ever existed, or the first one in a row, etc.), but the entire relative CP itself, i.e. The woman I kissed. It cannot, therefore, be assigned a position internal to the clause, but rather a higher one external to it. However, ordinals cannot usually modify clauses (not even moved ones), in LIS or any language. Ordinals are restricted to order nominals, either simple (378a) or complex (378b).
 
 
	(378) 
 
	the first woman/one
 
	the first woman I kissed



 
A second piece of evidence for the nominal status of the relative CP might come from a closer look at the nature and position of the sign PE itself. 
Notice first of all that the sign PE is not used exclusively in the context of LIS relative constructions. We find it also in nominal contexts, as illustrated in (379) through (382).
 
 
	(379) FIRST PE 
 ‘the first one’

 
	(380) POSS PE 
‘mine’

 
	(381) SMALL PE 
‘the small one’

 
	(382) RED PE 
‘the red one’


 
In all the examples above, PE appears to carry out the function of a determiner nominalizing the constituent. However, the data in (379) through (382) might also point toward an analysis of PE as a nominalizer. More evidence advocating for its analysis as a determiner comes from the data reported in (383) where PE occupies an adnominal position strongly marking the noun it refers to. Example (383a) is produced in a context where the signer, after explaining to his interlocutor what kind of car he has just bought, suddenly sees a similar car passing by. Next, as will be discussed in chapter 8, in (383b) PE appears as a focussing determiner marking the NP HOUSE in the equivalent of a cleft construction.
 
 
	(383) 
[image: e9781501510373_i0220.jpg]



 
PE also shares with LIS determiners a similar morphology: both PE and, say, DEM/IX always agree with an NP either present in the clause or in the discourse context. If PE is to be analyzed as a determiner, its optional position next to the head attested in Cecchetto et al. (see 376 above) and confirmed by our informants is predicted. Sentence (384) illustrates this option.
 
 
 
	(384) 
[image: e9781501510373_i0221.jpg]



 
 Recall that, when the sign PE occupies the right periphery of the relative CP, it is accompanied by the NMM ‘head nod’; however, when it is produced in an adnominal position, like in (384), the NMM ‘head nod’ co-occurs with the last sign of the relative CP rather than with the sign PE, and the rel-NMMs obligatorily spread over the whole relative clause.
 
One informant pointed out to me that the sign PE may also be omitted in LIS relative constructions, as in (385). When this option is selected, the rel-NMMs are intensified over the relative clause.174
 
 
	(385) 
[image: e9781501510373_i0222.jpg]



 
As for the standard position of PE, i.e. the rightmost periphery of the relative CP, we already know that it sits in a position higher than Negation, Aspect and Modal, presumably in the CP area. In § 6.6, it will be argued that PE sits in a position high enough for it to project its categorical D status, thus nominalizing the entire clause.

 
6.5.3. Evidence for the moved status of the relative CP
 
The second distinctive feature that might turn out to be crucial in deciding between the two competing analyses proposed in § 6.5 regards the relation between the two clauses of the construction: the relative CP is merged in a position left-adjoined to the matrix CP in the correlative option, while it is merged in a position internal to the matrix CP and moved (to the left or to the right) in the IHRC analysis.
 
Some apparently heterogeneous facts about LIS syntax seem to point towards a dislocated analysis for the relative CP of LIS relative constructions in sentences like (385).
 
The first piece of evidence concerns the NMMs obligatorily associated with the relative CP. As mentioned in chapter 2, an exhaustive description of the various NMMs employed by LIS and their respective function(s) is not yet available in the literature,175 but two components of the relevant 
 non-manuals marking this structure are not a prerogative of relative CPs. Rather, they appear to mark a number of syntactic environments, in different combinations with other non-manual components. As previously observed, the NMM labeled ‘rel’ is a complex marking which includes at least two components: raised eyebrows (‘re’) and ‘tensed/squinted eyes’ (‘te’). While the NMM ‘tensed eyes’ seems to mark shared information also appearing on topicalized constituents in LIS, the NMM ‘raised eyebrows’ is employed in broader syntactic environments such as conditionals, topics, focus and completive clauses; to wit, it singles out extraposed constituents. To illustrate, the completive clause in (386), the topicalised constituent in (387), and the focalised constituent in (388) exhibit raised eyebrows (‘re’) while the peculiar tension of the eyes and cheeks (‘te’) is found in (387), displaying a topicalized constituent.
 
 
	(386) 
[image: e9781501510373_i0223.jpg]


 
	(387) 
[image: e9781501510373_i0224.jpg]


 
	(388) 
[image: e9781501510373_i0225.jpg]



 
 Investigations carried out in different sign languages confirm that relative constructions share both their position and their NMMs with extraposed constituents, thus confirming the preliminary observation on the non-manuals marking LIS relative structures.
 
A very similar conclusion is reached in Aarons (1994) and Neidle (2002), among others, for (cor-)relative clauses in ASL; Pfau and Steinbach (2005) for relative clauses in DGS; and Tang and Lau (2012) for HKSL.
 
Another consideration points towards the assumed moved status of LIS relative CPs when they appear to the left or right of the matrix CP. A property of LIS syntax seems to be obligatorily moving embedded clauses to a peripheral position, either to the left or right of the sentence. While (389) shows that the non-marked position of the object is before the verb WANT, the 
contrast between (390–391) and (392) shows that complement clauses cannot sit in their base position, as already shown in (386) above. As Cecchetto, Geraci, and Zucchi (2008: 52) report, in LIS sentential complements can be produced in situ only in control structures (393). When this happens, no ‘re’ NMM is produced, providing further evidence for the assumption that raised eyebrows mark extraposed constituents in LIS.
 
 
	(389) PAOLO APPLE WANT 
 ‘Paolo wants an apple.’

 
	(390) 
[image: e9781501510373_i0226.jpg]


 
	(391) 
[image: e9781501510373_i0227.jpg]


 
	(392) 
[image: e9781501510373_i0228.jpg]


 
	(393) GIANNI CONTRACT SIGN FORGET 
‘Gianni forgot to sign the contract.’


 
If we assume that the relative CP occurring in sentence-initial and sentence-final position within a relative construction in LIS is moved, then we can account for their position and the position of the complement clause with one and only one hypothesis: that for some reason, perhaps due to a general (cognitive?) ban against central embedding, embedded clausal structures are preferred (if not obligatorily found, according to some informants) in a peripheral position.176 The presence of the same non-manual component marking extraposed constituents confirms the moved status of both complement clauses and relative CPs. As predicted, when the complement clause is moved, it is marked in the same way associated with the relative CP, i.e. ‘raised eyebrows’.177
 
Let us consider now (394).
 
 
	(394) 
[image: e9781501510373_i0229.jpg]



 
As the translation makes clear, the relative CP falls under the scope of the matrix negation, which belongs to a clause sitting in a lower position. This 
suggests that the relative CP gets reconstructed for interpretation in a position internal to the matrix CP, i.e. its base position, assuming it is moved.
 
Further evidence for the movement of the relative CP comes from the example in (395). The quantifier NOBODY belonging to the sentence-final matrix clause binds a (possessive) pronoun appearing in the higher relative CP.
 
 
	(395) 
[image: e9781501510373_i0230.jpg]



 
 A further piece of evidence pointing towards the movement of the relative CP is illustrated in the following examples. While in (396) the relative CP can be reconstructed in a position internal to the matrix CP crossing a simple clause boundary, I know, in (397) the relative CP the child who won the competition moves across the complex NP the teacher who gave the prize to the child, which, being a strong island, blocks its reconstruction.
 
This sensitivity to islands is clear evidence for the movement of the relative CP.
 
 
	(396) 
[image: e9781501510373_i0231.jpg]


 
	(397) *[CHILDi COMPETITION WIN PEi]b [TEACHERa PRIZE [[image: e9781501510373_i0232.jpg] [image: e9781501510373_i0233.jpg]]b aGIVEb PEa] IX-1 KNOW 
‘I know the teacher who gave the prize to the child who won the competition. ’


 
Finally, evidence for the moved status of the relative clause in a sentence like (398) is provided by the signer who accepts (399) as a free variant of (398).178
 
 
	(398) 
[image: e9781501510373_i0234.jpg]


 
	(399) 
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 The data illustrated above provide good evidence which allows us to claim that in sentences where the relative CP of a LIS construction occupies a sentence-initial (or final) position, it is moved in that position. However, as already pointed out, the moved status of the clause is not necessarily an argument against a correlative analysis. As illustrated in ch. 3, Bhatt (2003) proposes a derivation for Hindi correlatives involving the extraposition of the relative CP from a position internal to the matrix CP, namely, adjoined to the matrix DP, to a matrix IP left-adjoined position. If this were an available option for both correlatives and IHRCs, the LIS data might provide evidence for a closer derivation of the two types of relativization than is commonly assumed.

 
6.5.4. Evidence for the nature of the correlate as a trace
 
As previously described, the main CP of a LIS relative construction has a nominal position co-referential with the head sitting inside the relative CP. This is a position I defined as the ‘correlate’. A substantial difference between the correlative and the (fronted) internally-headed analysis is the nature of the correlate: an anaphoric pronoun in the former and a nominal trace (that of the moved relative CP) in the latter. The data on LIS relative constructions show an optionality of the realization of the correlate that can be either a gap or an indexical. Both analyses can easily account for such optionality: Cecchetto et al. (2006) derive the possibility of omitting the pronoun from the prodrop nature of LIS, while the (fronted) internally-headed analysis reduces the optional realization of the indexical to a resumptive strategy spelling out the trace, a widely spread strategy attested both in spoken and signed languages.
 
Sentences (400) and (401) show that the correlate may be also spelled out as a quantifier.
 
 
	(400) 
[image: e9781501510373_i0236.jpg]


 
	(401) 
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Exploration of the distribution of quantifiers in interaction with the relative CP in LIS shall be postponed to § 6.9.1, where I shall try to establish the 
 semantic interpretation of LIS relative constructions. What is relevant to the present discussion is to observe that the realization of a quantifier in the position of the correlate is compatible with both analyses. Under the correlative analysis, the quantifier establishes the anaphoric relation; under the (fronted) internally-headed analysis, the quantifier is interpreted as a floating quantifier (Sportiche 1988).
 
However, the two analyses differ in an important respect, i.e. in the prediction they make about the realization of the correlate in an oblique adjunct position. While the correlative analysis expects the pronoun to be obligatorily spelled out, as the verb morphology cannot license pro in an oblique position, the (fronted) internally-headed analysis predicts that the same optionality observed for the correlate in argument position should hold for an oblique position. The prediction of the (fronted) internally-headed analysis seems to be met by the LIS data. In (402) and (403) the correlate might be a gap even in an oblique position. Example (404a) shows that pro is not licensed in an oblique position in LIS.
 
 
	(402) 
[image: e9781501510373_i0238.jpg]


 
	(403) 
[image: e9781501510373_i0239.jpg]


 
	(404) 
 
	*MARIA LAMP NEW BUY. CHILDREN PIZZA EAT NEAR 
 * ‘Maria bought a new lamp. The children eat pizza near.’

 
	MARIA LAMPi NEWi BUYi. CHILDREN PIZZA EAT NEAR IXi 
‘Maria bought a new lamp. The children eat pizza near it.





 
6.5.5. Concluding remarks
 
Before concluding this section and turning to an analysis that can account for the observed properties displayed by LIS relative constructions, there is a final piece of evidence which can exclude a correlative analysis. LIS relative structures, like relative clauses but unlike correlatives, allow stacking. This is illustrated in (405).180
 
 
 
	(405) 
[image: e9781501510373_i0240.jpg]



 
 In eliciting sentence (405), I accurately controlled the context of elicitation in order to avoid ambiguity between the production of a stacked relative construction as indicated by the translation of (405), and a conjunction of two relative CPs corresponding roughly to ‘the vase that I saw and that I bought today is expensive’.
 
More specifically, the context provided to the signers is reported in (406).
 
 
	(406) You have to buy a wedding present and decide that a vase would be a nice idea. You go to a shop where there are many vases, and you see two nice ones but cannot decide which one to buy. You decide to think about it and go back in a few days to buy one. In the meantime, a friend tells you he has seen a pretty vase in a shop you have never been to. However, you doubt your friend’s taste and you decide to go back to the shop where you have seen the two vases to buy one of them. You choose the one you like best and later you meet your friend. When you see him you tell him that the vase that you have seen that you have bought was very expensive.

 
Given the context described above, the sentence in (405) displays two relative CPs the first of which (VASE SEE DONE PE) has the NP VASE as its head, while the head of the second relative CP (TODAY I BUY PE) is not just the NP VASE, but the whole preceding relative CP.
 
Thus (405) is the output of two operations which single out first an entity out of the many present ‘the vase that I saw’ and then extract out of it a further entity ‘the one I bought’.
 
Finally, recall that one signer allows the in situ position of the relative CP, i.e. a position embedded inside the matrix CP, a possibility which is never realized in correlative constructions.
 
The evidence provided in these sections point towards the nominal status of the relative CP (§ 6.5.2), its movement when appearing in sentence-initial and sentence-final position (§ 6.5.3), and the nature of the correlate as a trace (§ 6.5.4). As we saw at the beginning of the section, these are the crucial properties allowing us to discard a correlative analysis such as the one illustrated in § 6.5.1. In the next section, I shall turn to the alternative, laying down a proposal for identifying the relative CP of a LIS relative structure with an IHRC.
 


 
6.6. An internally-headed analysis
 
 From the evidence presented above, we may assume three facts about LIS relative constructions: 


 
	the relative CP has the categorial status of a DP;
 
	the relative CP may be moved to a sentence-initial or sentence-final position;
 
	the correlate is a nominal trace.

 
While the moved status of the relative CP is not necessarily a distinguishing property for a correlative or an internally-headed analysis, its nominal category and the nature of the correlate as a nominal trace uniformly point to an analysis of LIS relative constructions as IHRCs.
 
Recall from chapter 3 that a proposal along the lines of the raising analysis, but departing from the strict requirements of the Linear Correspondence Axiom (LCA), suggests a representation for IHRCs as in (407).
 
 
	(407) 
[image: e9781501510373_i0241.jpg]



 
As we saw in chapter 3, while IHRCs clearly have a nominal status, most of them do not display an overt D heading the DP layer above the relative CP. For these kinds of relatives, the presence of a DP layer is theoretically assumed. Consistent with the data illustrated in § 6.5.2, by analyzing PE as a determiner, such a head is provided for LIS relatives. The presence of a DP node selecting the relative CP assimilates LIS relatives into EHRCs, IHRCs, and FRs (correlatives departing from any other relative structure as for their clausal status). Interestingly, the LIS data provide some insight on the possibility of assigning a different representation to IHRCs displaying an overt D above the CP layer. More specifically, LIS provides evidence 
 that the D head, which superficially occurs in a position consistent with the head of a higher DP, seems to be moved rather than externally merged. As will be shown, the analysis proposed for LIS relatives is not only able to account for the data peculiar to LIS relatives, but may also be extended to other languages.
 
Recall that, in the spirit of the raising analysis proposed by Kayne (1994) and developed by Bianchi (1999), discussed in chapter 3, two properties of headed relative clauses may be summarized as follows: 


 
	they are clausal structures endowed with nominal features;
 
	they involve a dependency between two positions: one internal to the clause itself, and one external to it, corresponding to the position where the clause is interpreted.

 
 Sentence (408) reproduces the structure of an EHRC as proposed under the raising analysis.
 
 
	(408) 
The woman I love (arrives tomorrow).
 
[image: e9781501510373_i0242.jpg]



 
In (408) the two properties a) and b) above are realized through two different items: the nominal status of the structure is provided through merging an external D head; and the dependency between an internal and external position is satisfied by the movement of an NP from a position internal to the clause to a position external to it.
 
Notice, however, that there is nothing intrinsic in relative structures requiring the two properties a) and b) to be realized through the activation of two distinct elements. This observation is crucial in order to understand what goes on in LIS relative structures.
 
The idea is that, in LIS, the two properties are carried out by the simple movement of only one element: PE. To clarify, the structure in (409) exemplifies such an intuition.
 
 
 
	(409) 
[image: e9781501510373_i0243.jpg]



 
 Under the proposed analysis, PE moves from a clause-internal D-position next to the head NP where it originates, to a clause-external right peripheral position (D°/C°). By doing so, PE does the same job of connecting an external and an internal position carried out by the NP woman in (408), thus realizing property b). Being a determiner sitting in the head position of the clause, PE furthermore endows it with the required nominal status (property a). The difference with (408) is simply that the D head nominalizing the clause is moved in (409), while it is merged in (408). The notation given here, where a double status is assigned to the very same head and its projection, is meant to signal that the head C (projecting CP) acquires derivationally the status of a head D (projecting DP) by hosting the head PE moved there through head movement.181 The derivation in (409) receives an important confirmation from sentences like (384), repeated here as (410), where PE is produced in its base position next to the head NP.
 
 
	(410) 
[image: e9781501510373_i0244.jpg]



 
Presumably, in cases like (410) the relative CP receives its relative properties through the covert movement of PE.
 
The analysis proposed for LIS relative constructions leads to some interesting considerations. First, notice that the structure in (409) is reminiscent of another structure proposed in the literature for a different relative typology, namely, free relatives. Recall from chapter 3 that Donati (2000, 2006) proposes an analysis of free relatives like the one reproduced in (411) below.182
 
 
	(411) 
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 In (411), we have the same movement of a determiner-like element (here a wh-element) from a position internal to the clause, corresponding to its base position, to a position external to it (D°/C°183). By connecting a clause-internal to a clause-external position, the determiner-like element realizes property b). Being a D-element moving from a D position internal to the clause to a head position (either C° or D°) external to it, the determiner-like element furthermore endows the clause with nominal properties, thus realizing property a). The analysis proposed for LIS relative structures crucially assimilates IHRCs into free relatives. This, however, does not mean that the two structures can be confused or that a relative construction can be either an IHRC or a FR. The two structures maintain their peculiarities, i.e. while IHRCs display an overt head sitting inside the relative CP, in FRs no overt head is present in either the relative CP or the matrix CP. The role of the head is, instead, carried out by the wh-element. On the other hand, the structures in (409) and (411) capture the similarities between the two types of relatives: having a nominal status, and having no nominal head moving from an internal to an external clause position, thus requiring the D element to move externally, connecting the internal clause position to the external one and realizing the required dependency. FRs thus share a derivation similar to IHRCs satisfying properties a) and b) through the activation of only one element (D), whereas EHRCs require the activation of two different elements (D and NP).
 
This observation leads us to a second consideration.
 
An important advantage of the analysis proposed in (409) is that it does not imply that IHRCs and EHRCs share the same LF representation. In (408) and (409) the same function of connecting two nominal positions (property b. of relativization) is in fact carried out by two different elements: the NP in EHRCs and D in IHRCs. Shimoyama (1999) shows that, at least in Japanese, the two types of relatives display important interpretive differences. These differences are hard to derive within the standard analysis which simply reduces IHRCs to EHRCs with the head moving covertly to the external position, thus assigning the same LF representation to both types (see Ito 1986 for Japanese; Broadwell 1986 for Choctaw; Cole 1987 for Ancash and Imbabura Quechua; Lefebvre and Muysken (1988) for Quechua; and Watanabe 1992 for Japanese, a.o). Section § 6.9.1 will be devoted to discussing some interpretive properties of LIS relative constructions together with Shimoyama’s observations.
 
In conclusion, the analysis proposed to derive LIS relative structures has the welcoming consequence of providing us with a uniform structure for both IHRCs and FRs. These two structures crucially share with EHRCs the two properties characterizing relative structures endowed with nominal 
features. The only difference between them is the employment of one or two elements satisfying such properties. While deriving a unifying structure for these kinds of relatives, the proposal sketched in (409) is also able to account for some important interpretive differences between IHRCs and EHRCs attested in the literature.
 
Under the proposed analysis, we can now offer a different account for the LIS data from the one provided by Cecchetto et al. The occurrence of the relative CP in sentence-initial position follows the pattern of any embedded clause in LIS that is necessarily moved from its embedded position. The impossibility for the matrix CP to host a reduplicated NP follows from the fact that the head never raises to occupy a position internal to the matrix CP. Finally, the analysis of LIS relatives as internally-headed is consistent with typological generalizations attesting that IHRCs occur in head-final languages.
 
As for the non-manuals marking LIS relative clauses, I have shown in chapter 2 that NMMs provide crucial information in sign languages by signalling syntactic domains and movement chains. The spreading possibilities of rel-NMMs described above are consistent with an analysis of LIS relative structures like the one proposed in this section. PE is the sign containing the [+rel] feature. This is shown in the non-manual behaviour by the fact that the rel-NMMs obligatorily occur over PE. In order to check the unchecked feature [urel] on C°, PE moves to the right periphery where C° is assumed to sit in sign languages. In this case, two possibilities are attested: the rel-NMMs only occur over PE or they spread over the entire relative CP. This latter possibility is consistent with the analysis proposed: having moved to C°, PE scopes over the dependent clause it c-commands and the rel-NMMs overtly mark its c-command domain.
 
Finally, when PE remains in situ, the lack of any material in the Comp area prescribes the obligatory spreading of the rel-NMMs. In this case, the rel-NMM is the only way of connecting the head and foot of the movement chain, very similarly to what is proposed by Cecchetto et al. (2009) for in situ wh-phrases in LIS wh-questions.
 
In the following section, the analysis proposed for LIS relative structures will be tentatively extended to other (spoken) languages featuring IHRCs with an overt D.

 
6.7. Extending the analysis to other languages
 
 The analysis proposed in § 6.6. for LIS relative constructions has allowed us to draw some structural analogies among different typologies of relatives, namely, IHRCs, EHRCs, and FRs.
 
 
In this section, the derivation proposed in the preceding section for LIS relatives is tentatively applied to structures apparently not related to the LIS construction. Let us consider the following data, corresponding to relative structures in Japanese (412), Diegueño (413), Quechua (414) and Tibetan (415).
 
 
	(412) 
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	(413) 
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	(414) 
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	(415) 
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These examples have a lot in common: they all belong to head-final languages; they all involve IHRCs (within brackets); and they all display a determiner-like element (in the form of either a nominalizer morpheme or a free determiner) at the right edge of the relative CP. We can account straightforwardly for these three facts if we extend the analysis proposed above for LIS (409) to these structures: they all realize the defining relativization properties a) and b) by moving a determiner head to the C°/D° position of the clause.
 
 
 
	(416) 
[image: e9781501510373_i0250.jpg]



 
 Unfortunately, I have no evidence of the movement of the determiner-like element towards the external D° position as my knowledge of the languages reported above is indirect. The suggestion to apply to the sentences in (412–415) the same analysis proposed for LIS relatives needs to be further investigated and verified against some robust data.
 
However, something can be mentioned, although briefly, for Japanese. Notice in fact that the determiner-like element -no shares with PE the same general distribution: they both occur in a number of contexts in which they carry out the same function, that of nominalizers. The following data in Japanese186 perfectly overlap with the data concerning the distribution of PE presented in section 6.5.2.
 
 
	(417) 
 
	Akai-no. 
red-NML
 
‘the red one’

 
	saisho-no. 
first-NM
 
‘the first one’

 
	watashi-no. 
I-NML
 
‘mine’

 
	chishai-no. 
little-NML
 
‘the little one’




 
The data above suggest that a similar derivation for relative structures involving PE and -no is very sound.
 
Extending the analysis proposed for LIS to other languages displaying IHRCs, we may suggest applying the structure in (409) to all IHRCs prescribing the (overt/covert) movement of a determiner-like element from a position internal to the relative clause to a position external to it, thus licensing the DP status of IHRCs. The absence of a D head in some IHRCs 
 may be consistent with an analysis assuming the presence of a covert D head. Such a proposal would provide a unifying structure for all IHRCs.

 
6.8. The position in the structure
 
 I have not yet accounted for the position of LIS relative clauses in the relative construction. As illustrated in § 6.2, three options appear to be possible (at least for one informant): the relative clause can be (i) produced in situ; (ii) fronted; or (iii) postposed.
 
The claim is that the relative CP of a LIS relative structure originates inside the main clause, in the position where it is interpreted. This is the in situ position we observe in sentences like (399), here reproduced as (418), where the relative clause originates as the internal argument of the matrix predicate.
 
 
	(418) 
[image: e9781501510373_i0251.jpg]



 
Example (419) offers a structural representation of (418).
 
 
	(419) 
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When the relative CP occupies the left periphery of the relative construction, as in (420), the assumption is that, after originating in an in situ position, it is raised to the specifier of the Topic Phrase.
 
The diagram in (421) provides an illustration of the overall structure of a sentence like (420).
 
 
	(420) [CHILDi PLAY PEi] TEACHERk kSCOLDi 
‘The teacher scolds the child who plays.’

 
	(421) 
[image: e9781501510373_i0253.jpg]



 
Evidence for the movement of the relative CP in Spec, TopicP comes from the distribution of fronted relative clauses with topicalized constituents. Recall that, following Brunelli (2011), I assume the presence of different topic 
positions over a focus position in LIS within a split-CP à la Rizzi (1997). Further investigation on topics and focus constituents in LIS has confirmed the possibility of having two topics (422a) and one focalized constituent (422b) in a matrix clause.
 
 
	(422) 
[image: e9781501510373_i0254.jpg]



 
 According to my informants, a fronted relative clause may co-occur with one topic (423) but not with two topics (424). When occurring with a topic, the relative clause may either follow (423a) or precede (423b) the topic constituent.
 
 
	(423) 
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	(424) 
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When a fronted relative clause co-occurs with focalized constituents, it obligatorily precedes the focalized constituent, as shown in (425).
 
 
	(425) 
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The evidence gathered on the co-occurrence of relative clauses with topicalized and focus constituents points towards a position for the fronted relative clause in the specifier of one of the two available topic positions higher than the FocP.
 
Such proposal is able to account for the similarity between the non-manuals marking topicalized constituents and relative clauses, namely the employment of both ‘raised eyebrows’ and ‘tensed eyes’.187
 
As for the third option, i.e. the postposed position of LIS relative clauses, they are extraposed to a high right-peripheral position. One candidate is the matrix clause Spec, CP, which in LIS is suggested to be on the right (see chapter 2, § 2.2.1.1). The complementary distribution of postposed relative clauses with wh-phrases belonging to the matrix clause seems to confirm such hypothesis. While LIS relative clauses are compatible with a wh-element moving from within the matrix clause when fronted (426a) and in situ (426b), they are not acceptable when postposed (426c).
 
 
	(426) 
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The examples illustrated in (426) only differ in the position occupied by the relative clause. We can explain the ungrammaticality of (426c) by assuming that the wh-phrase moving from the matrix clause cannot target the matrix clause Spec, CP position because it is already occupied by the postposed relative clause.
 
Example (427) illustrates the suggested derivation of a postposed LIS relative construction.
 
 
 
	(427) 
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 A similar proposal is advanced by Mosella for LSC postposed relative clauses (see chapter 4, § 4.5).
 
This section concludes the syntactic analysis of LIS relative clauses. Although with some variation in their production, my informants provide evidence for the presence of IHRCs either in situ, fronted, or postposed. These possibilities are also attested in the spoken and signed languages analysed in the literature on relativization strategies.
 
I shall now investigate the semantics of LIS relative clauses first by presenting Cecchetto et al.’s arguments for a non-restrictive interpretation and then by applying to the LIS data some tests traditionally associated with a restrictive interpretation to verify their semantics.
 

 
6.9. A semantic interpretation for LIS internally-headed relative clauses
 
 This section discusses a semantic interpretation of LIS relative clauses that is only partially related to their syntactic analysis. In their work, Cecchetto et al. (2006) assert an appositive interpretation of LIS relatives. The aim of this section is to contribute to the analysis of their interpretation by presenting some more evidence that may help shed some light.
 
Cecchetto et al.’s arguments for an appositive interpretation of LIS relatives, together with some counter-arguments, will be illustrated in § 6.9.1, while in § 6.9.2 some properties associated with a restrictive versus an appositive reading are tested on LIS relative constructions and used as a diagnostic in the discussion on their appositive-restrictive interpretation. Section § 6.9.3 opens with a discussion on the literature investigating the interpretation of IHRCs. Such interpretation does not exactly overlap with the restrictive-appositive dichotomy, but rather with a restrictive versus maximalizing interpretation. I shall present evidence that was gathered by testing LIS relatives for the distinctive properties discriminating between a restrictive and a maximalizing interpretation. Finally, § 6.10 addresses the conclusions reached in the chapter.
 
6.9.1. Cecchetto et al.’s arguments for appositive interpretation: some counter-arguments
 
Cecchetto et al. (2006)188 argue for an appositive interpretation of LIS relative structures on the basis of two main arguments. The first argument concerns the assumed ‘reversibility’ of the relative CP within LIS relative constructions. Cecchetto et al. observe numerous cases in which given the relative clause in (428), their informants would spontaneously produce as equivalents two reversed constructions, shown in (429a) and (429b).
 
 
	(428) Maria kissed a boy who left.
 
	(429)
 
	a. [MARIAi BOYj cl-person iKISSj PEj] [LEAVE DONE] 
‘A/the boy that Maria kissed left.’

 
	b. [BOYj LEAVE DONE PEj] [MARIAi iKISSj] 
‘Maria kissed a/the boy that left.’
 
(adapted from Cecchetto et al. 2006: 961)


 
Such reversing is, however, not possible in English restrictive relative clauses when the head of the RC is definite, since the two sentences clearly carry different presuppositions; see (430a) and (430b).
 
 
 
	(430) 
 
	Mary kissed the boy who left.
 
	The boy whom Mary kissed left.



 
Sentence (430a) presupposes that there is only one boy that left; (430b) presupposes that there is only one boy that Mary kissed. In contrast, the equivalence of the pair in (429) is reminiscent of what holds for English appositives, as illustrated in (431).
 
 
	(431) 
 
	Mary kissed the boy, who left.
 
	The boy, who Mary kissed, left.



 
The similarity between the LIS data in (429) and the English data in (431) is striking, thus suggesting the sentences in (429) to have an appositive reading like the ones in (431).
 
However, when a specific utterance context is provided for the sentences in (429a) and (429b), the reversibility effect disappears and it becomes clear that the two sentences are selected by different contexts. Specifically, (429a) is the only felicitous answer to the question ‘Who left?’ while (429b) answers a question like ‘Who did Mary kiss?’ This context sensitivity clearly shows that the two sentences can carry two different presuppositions, just as the English restrictive RCs in (430) do. On the other hand, nothing like this happens with the pair in (431), the equivalence of which remains in any given context.
 
Moreover, the equivalence of the two ‘reversed’ clauses in (429) when no context is provided might be due to a different factor, namely the ambiguity of the definite/indefinite interpretation of the RC head in LIS.189
 
It follows that any relative in LIS is ambiguous between a definite reading, like (430), the sentences of which are not equivalent at all, and an indefinite one, like (432), the sentences of which have equivalence.
 
 
	(432) 
 
	Mary kissed a boy who left.
 
	A boy who Mary kissed left.



 
In (432), the equivalence in presupposition of the two sentences does not follow from the status of the relative clause (which is restrictive), but rather from the indefiniteness of its head. The same situation is likely to take place in LIS in any case (when no context is provided), being that any NP is systematically ambiguous with respect to its definiteness.
 
In light of these facts, we may conclude that the (limited) equivalence of (429a) and (429b) does not provide any evidence for the non-restrictive status of LIS relative structures.
 
 
 The second argument provided by Cecchetto et al. for the non-restrictive interpretation of LIS relatives involves their interaction with universal quantifiers. They observe that while the sign ALL is compatible with a relative CP internal position, it yields an unexpected interpretation, in which the scope of the quantifier is not restricted by the clause itself: as an example we can compare (433), which entails that all the boys left and all phoned, with the English sentence (434) where no such entailment holds.
 
 
	(433) ALL BOYi-IX LEAVE PEi-THEYi CALL DONE 
 ‘All the boys left and called.’
 
(adapted from Cecchetto et al. 2006: 968)

 
	(434) All the boys who left called.

 
Cecchetto et al. classify this interpretation as typically appositive, being clearly shared by a non-restrictive clause in English, like (435).
 
 
	(435) All the boys, who left, called.

 
Similarly, the negative LIS quantifier NO-ONE, in (436), behaves like nobody in any appositive clause in English (437): it cannot be the head of the relative CP.
 
 
	(436) 
 
	*NO-ONE LEAVE PE CALL
 
	*LEAVE NO-ONE PE CALL 
(adapted from Cecchetto et al. 2006: 968)



 
	(437) *Nobody, who left, phoned.

 
However, these facts may be interpreted differently if one assumes that LIS and English present two distinct relative typologies, IHRCs and EHRCs respectively. In other words, the unexpected interpretation of universal quantifiers in LIS relatives might be connected to the position occupied by the head of the RC.
 
Remember that under the analysis proposed in § 6.6, the head always sits inside the relative CP in LIS and is never externalized at any level of representation. If, as I suppose, a quantifier occurring with an NP in a LIS sentence is required to sit next to it, then this would mean that when ALL is signed next to the head, it is internal to the relative CP in LIS (433) (being that the relative clause is internally-headed) but external to the clause in English 
(434) (being that the relative clause is externally-headed). In this view, the entailment observed in LIS would be a consequence of ALL being internal to the relative clause. Indeed, the very same entailment holds in English when all is stranded in the base position of the head of the RC, within the relative CP, as illustrated in (438).
 
 
	(438) ?The boys who all left called.

 
 Although questionable, the relative clause in (438) clearly entails that all the boys left and phoned. Notice that (438) differs from (434) only in that all sits within the relative clause in (438). The ungrammaticality of (436) can be explained in the same terms: NO-ONE sits in a position internal to the relative clause, where it cannot stay for interpretive reasons.
 
Independent evidence for this argument is provided by Japanese. Shimoyama (1999: 149–150) claims that what is really relevant for the interpretation of quantifiers is the position of the head: internal or external. She discusses a minimal pair reported in (439), which is strikingly reminiscent of the contrast between LIS and English in (433–434).
 
 
	(439) 
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Shimoyama (1999: 149–150) explains these utterances as follows: 


[..] the two sentences do not share truth conditions, as informally indicated in the translations. […] The translation for <(439b)> shows that the relative clause ‘Yoko put x in the refrigerator’ constitutes the restriction for the domain of ‘most’ along with ‘cookies’, whereas the translation for <(439a)> shows that the domain of ‘most’ is restricted only by ‘cookies’, but not by the rest of the IHR-clause ‘Yoko put x in the refrigerator’.190
 

 
 The arguments presented in this section have proposed a different interpretation for the facts observed by Cecchetto et al. as evidence for the non-restrictive interpretation of LIS relative structures. If the line of reasoning followed is sound, then Cecchetto et al.’s conclusions on the non-restrictivity of LIS cannot be forced.

 
6.9.2. Testing the interpretation of LIS IHRCs: restrictive or appositive?
 
In order to verify the interpretation of LIS relative constructions, they have been tested for a set of properties commonly associated with restrictivity, using these properties as a tentative diagnostic for their status. Such tests were illustrated in chapter 3 when discussing the syntactic properties associated with the different interpretations of relative clauses and the reader is therefore referred to chapter 3 for further discussion on each test.
 
Each property will be first illustrated with an English example followed by the corresponding LIS sentence.
 
1. Pronominal head
 
While NRRCs can modify pronouns, RRCs may not.
 
 
	(440) 
 
	We, who are women, think that you, who are men, should go now.
 
	*We who are women think that you who are men should go now.


 
	(441) 
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The ungrammaticality of (441) clearly shows that LIS relatives do not behave like NRRCs, disallowing the modification of pronominal heads as RRCs do.

 
2. Proper name head
 
While NRRCs can be used to qualify unmodified proper names, RRCs cannot.
 
 
	(442) 
 
	John, whom you saw yesterday, is a good friend.
 
	*John whom you saw yesterday is a good friend.
 


 
	(443) 
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 When asked to produce a relative clause with a proper name as the head, the informants produced sentence (443b) which, although I am not certain what kind of structure it is (an appositive relative clause or just a parenthetical192), cannot be compared to the relative structures elicited and discussed in this chapter as it lacks two defining properties of LIS relatives, namely the presence of the sign PE and the rel-NMMs.
 
The sentence in (443a) has been recognized as marginally possible by some informants only under the specific entailment that in the context of utterance there is more than one person called Maria and that the one who has prepared the cake is the one who likes to cook.

 
3. Quantified head
 
While a quantified NP can be the head of a RRC, it is incompatible with a NRRC (Ross 1967). As discussed in detail in the preceding section, this test is not suitable for LIS because of the internal position of the head in LIS relative structures and the peculiar entailment obtained when quantifiers sit inside the relative CP beside the head they modify: see above (433–438).

 
4. Ordinal head
 
An ordinal preceding the head of a RRC modifies the relative clause, while an ordinal preceding the head of a NRRC only modifies the head of the relative clause.
 
 
	(444) 
 
	The first woman, whom I kissed, works in a bank.
 
	The first woman that I kissed works in a bank.



 
I reproduce below the relevant LIS data discussed in § 6.5.2 as evidence for the nominal status of the relative CP.
 
 
	(445) 
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As already pointed out in § 6.5.2, and as shown by the English translation of (445), the ordinal FIRST refers not just to the NP WOMAN but to the whole relative CP WOMAN I KISS, thus unambiguously behaving as a RRC.

 
5. Matrix negation
 
While an NP modified by a RRC can be within the scope of matrix negation, a NRRC cannot (Demirdache 1991).
 
 
	(446) 
 
	*I haven’t met a girl, who doesn’t like to wear make-up.
 
	I haven’t met a girl who doesn’t like to wear make-up.



 
I reproduce below the relevant LIS data already discussed in § 6.5.3 as evidence for the moved status of the relative CP.
 
 
	(447) 
[image: e9781501510373_i0265.jpg]



 
In (447) matrix negation has scope not only over the head WOMAN but also over the whole relative CP (ONE WOMAN MAKE-UP NOT), a property displayed by the English RRC in (446b) but not by the NRRC in (446a).

 
6. Intensional Vs
 
While RRCs are in the scope of intensional Vs, NRRCs are not (Zhang 2001).
 
 
	(448) 
 
	#Gianni thinks that Mary likes men, who own big cars.
 
	Gianni thinks that Mary likes men who own big cars.


 
	(449) 
[image: e9781501510373_i0266.jpg]



 
In (448a), a NRRC, the intensional V has scope only over the head men, crucially differing in its interpretation from the RRC in (448b) where the scope of the intensional V includes also the relative CP men who own big cars. When asked to interpret sentence (449), the informants uniformly judged the intensional V to scope over the whole relative CP according to a restrictive interpretation.
 

 
7. Ellipsis
 
 While the head of a VP ellipsis may include a RRC, it may not include a NRRC.
 
 
	(450) 
 
	My sister likes pizza, which by the way I cook well, and my brother does not (= like pizza).
 
	My sister likes the cakes I bake, and my brother does not (= like the cakes I bake).


 
	(451) 
[image: e9781501510373_i0267.jpg]



 
In (450a), a NRRC, the ellipted VP only includes the internal argument pizza, while in (450b), a RRC where the head pizza forms a constituent with the relative CP, the same ellipted VP includes the whole relative CP. The LIS sentence in (451) confirms the properties illustrated above by displaying the same interpretation of RRCs.

 
8. Sentential adverbs
 
While sentential adverbs of modification can appear inside NRRCs, they cannot occur inside RRCs (Ogle 1974).
 
 
	(452) 
 
	The boys, who by the way have lost the case, should give up.
 
	*The boys who by the way have lost the case should give up.


 
	(453) 
[image: e9781501510373_i0268.jpg]



 
When asked to insert a sentential adverb of modification (such as the LIS equivalent of ‘by the way’) within a relative construction, the informants judged the sentence as ungrammatical, as shown in (453). The ungrammaticality of the LIS sentence resembles the behaviour of the English RRC (452b) rather than that of the NRRC (452a).

 
9. Any category
 
While the head of a NRRC can be any maximal projection, the head of a RRC can only be an NP (Sells 1985).
 
 
 
	(454) 
 
	My sister is intelligent, which my brother never is.
 
	*My sister is intelligent which my brother never is.


 
	(455) *SISTER POSS-1 INTELLIGENTi PEi BROTHER POSS-1 NEVER 
‘My sister is intelligent which my brother never is.’


 
The ungrammaticality of (455) shows the impossibility of a LIS relative taking an AP as its head; thus, such forms behave as restrictive relatives rather than as appositives.
 
The following table in (456) summarizes for each property the behaviour displayed by restrictive and non-restrictive relatives in English and LIS.
 
 
	(456) 
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The properties tested above homogeneously point to a restrictive interpretation for LIS relative structures. This result shall be compared with further investigation on the interpretation of LIS relatives carried out in § 6.9.3.


 
6.9.3. An alternative interpretation for LIS IHRCs: maximalizing or restrictive?
 
Summing up the discussion of LIS relatives presented so far, we have apparently two distant conclusions indicating an appositive interpretation (Cecchetto et al.) and a restrictive interpretation (see the data in § 6.9.2). The two conclusions may, however, be not as distant as they seem if we consider that a third interpretation is also available for relative structures, namely a maximalizing193 one. The literature on IHRCs,194 in fact, only attests two kinds of interpretations: restrictive and maximalizing. According 
 to the opposition restrictive-maximalizing, IHRCs divide into two semantic groups: those receiving a restrictive interpretation including, at least, Lakhota (Williamson 1987), and Mojave (Munro 1976, Basilico 1996); and those receiving a maximalizing interpretation including Quechua (Dayal 1991; Grosu 2000), Japanese (Shimoyama 1999; Grosu 2000), Navajo (Platero 1974; Basilico 1996; Watanabe 2002) and Korean (Faltz 1995), a.o. The two groups differ both semantically and syntactically.
 
Under this view, to say that LIS relatives are non-appositive still leaves out the possibility that they might receive a maximalizing interpretation.
 
In this section, I discuss some diagnostic properties traditionally associated with the two readings. I illustrate them with the aid of languages exhibiting IHRCs and belonging to each semantic group, and I then apply the diagnostic properties to LIS relatives verifying their behaviour with respect to the two available interpretations, restrictive and maximalizing. The results obtained will be crucial in confirming or modifying the conclusion reached in the preceding section.
 
The first diagnostic property associated with a maximalizing/restrictive interpretation regards the compatibility of the IHRC with existential quantification. While restrictive IHRCs are compatible with existential quantification allowing indefinite determiners to select the head, as shown in (457a), maximalizing IHRCs exclude any existential reading. They will be felicitous only if the implications of the determiner “[...] are consistent with the uniqueness of the CP’s only member. Definite determiners clearly satisfy this requirement, and so do universals, [..] but existentials carry non-uniqueness implications [..]” (Grosu 2002: 147). Example (457b) shows the compatibility of maximalizing IHRCs with definite quantification.
 
 
	(457) 
[image: e9781501510373_i0270.jpg]



 
In (457a), the head thaspa (apple), selected by an indefinite determiner, has a non-specific interpretation, i.e. it does not refer to a specific apple 
in the discourse context but to one having the properties predicated by the relative CP.
 
On the other hand, as Dayal (1991) observes, the sentence in (457b) has a definite quantification, which equates to saying that it exactly states the number of horses bought as two, excluding the entailment that more horses could have been bought, an entailment that is, instead, present in relatives receiving a restrictive interpretation.195
 
By applying to LIS relatives the first diagnostic property, we get the sentences in (458) and (459) displaying a simple NP head and the sentence in (460) where the head is selected by a numeral.
 
As previously observed,196 LIS does not have articles. It is, therefore, difficult to state whether an NP has a definite or indefinite reading. In order to obviate this ambiguity, I presented the informants with a rich context against which to judge the truth conditions of the sentence, i.e. the definite or indefinite reading of the NP. Consider the sentence in (458).
 
 
	(458) 
[image: e9781501510373_i0271.jpg]
 
197




 
Sentence (458) was judged against a context in which the signer was at a birthday party. Two kinds of cakes were available at the party: those the interlocutor bought at a confectionery and those prepared by the interlocutor’s mother. When asked what cake he wanted, the signer would produce the sentence in (458), where, according to my informants, an indefinite interpretation of the head CAKE is available. In other words, (458) allows a non-definite reading: the signer desires any cake, the only restriction being that it must be one made by the interlocutor’s mother.198
 
Likewise, the sentence in (459) may have an indefinite reading.
 
 
	(459) 
[image: e9781501510373_i0272.jpg]



 
The head of the relative clause in (459), CITY, has an indefinite reading since it does not refer to a specific city but rather to an indefinite one with the only restriction posed by the relative CP, i.e. being a city that the signer has not seen yet.
 
In the sentence in (460), the head is instead selected by the numeral THREE.
 
 
 
	(460) 
[image: e9781501510373_i0273.jpg]



 
 The interpretation of (460) is, however, not uniform among my informants. According to two of them, the sentence may entail that the woman has bought more than three bikes, as attested by (461) where the sentence in (460) is followed by the LIS clause OTHER TWO CHEAP. One informant, however, does not agree with such an entailment, claiming the sentence in (460) to have a definite quantification like (457b) above.
 
 
	(461) 
[image: e9781501510373_i0274.jpg]



 
A second diagnostic associated with the interpretation of IHRCs is the possibility of stacking. Specifically, while a restrictive interpretation allows the possibility of stacking (462a), a maximalizing interpretation excludes it (462b).
 
 
	(462) 
[image: e9781501510373_i0275.jpg]



 
I have already illustrated in § 6.5.5. the possibility of stacking in LIS; here I propose more evidence pointing in the same direction: LIS seems to allow stacking.
 
 
	(463) 
[image: e9781501510373_i0276.jpg]
 



 
Sentence (463) identifies the head BOOK as being first restricted by the sentence-initial relative CP ‘the book that Paolo gave me’, then further by the following relative CP ‘I read last night’.
 
A further LIS sentence exemplifying a stacking construction is given in (464).
 
 
	(464) 
[image: e9781501510373_i0277.jpg]



 
Moreover, another property discriminating between the two types of IHRCs has been suggested to be the categorial status of the internal head: an NP in restrictive IHRCs and a DP in maximalizing IHRCs. This is shown by Williamson (1987) for Lakhota restrictive IHRCs, and by Shimoyama (1999) and Faltz (1995) for Japanese and Korean maximalizing IHRCs respectively. The different status of the internal head in languages displaying the two kinds of semantics is motivated by the impossibility for the head of restrictive IHRCs to exhibit strong determiners (465) as opposed to maximalizing IHRCs (466).
 
 
	(465) 
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	(466) 
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As for LIS, if the analysis suggested in § 6.6 is correct, the derivation of IHRCs can be divided into two steps: 1. the relative head originates as an NP selected by an element of type D; 2. the D-like element (PE) moves to 
the right, selecting the whole relative CP and turning it into a DP. The head inside the relative CP is therefore stranded as a NP.
 
One final consideration regards a generalization made in Grosu and Landman (1998), according to which the semantic interpretation IHRCs receive seems to correlate with the presence or absence of an overt D head occupying the right periphery of the relative CP. If this generalization is correct, and the analysis proposed in § 6.6 is assumed, the presence of the determiner-like element PE sitting at the right edge of the relative construction would represent further evidence for the restrictive interpretation of LIS relatives.

 
6.9.4. On the presence of appositive relative clauses
 
 As anticipated in § 6.9.2., when the head of a relative clause is a specific entity unable to be further restricted, LIS signers produce the sentences illustrated in (467) and (468).
 
 
	(467) 
[image: e9781501510373_i0280.jpg]


 
	(468) 
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As appears from the glosses, these constructions look very different from the relative clauses illustrated and discussed in this chapter: they lack the manual sign PE which is not optional as in the case of restrictive RCs but must be necessarily omitted; they are not marked by the specific rel-NMMs; and they are invariably embedded within the matrix clause.
 
The above structures do however display very specific and systematic NMMs: the clause boundaries of the embedded clause are marked by an eyeblink, a head nod, and a pause in the signing.199
 
I am not in the position of being able to provide an in-depth discussion of sentences like (467) and (468), which could be analysed as appositive relative clauses or paretheticals. For the time being, I would like to point out that they look very different from clauses that can modify the head they refer to, namely LIS restrictive relative clauses.
 


 
6.10. Summary
 
 This chapter has investigated a dedicated LIS construction employed by native signers as the equivalent of a relative construction. After presenting the relevant LIS structure first detected by Cecchetto et al. (2006) and characterized as a bi-clausal sentence composed of a dependent clause and a matrix clause, two competing theories have been proposed in order to account for the data: a correlative analysis (as implemented by Cecchetto et al. 2006), and an internally-headed analysis.
 
The properties displayed by LIS relative constructions, i.e. their nominal category, their position, their embedded structure, and the trace nature of the correlate optionally spelled out as a resumptive pronoun, strongly favour an internally-headed analysis. Under such a proposal, LIS relatives are IHRCs displaying the movement of a determiner head (PE) from a post-nominal position (next to the head of the RC) inside the relative clause to the C° position where it projects its nominal status.
 
Although claiming the relevant LIS construction to be a (headed) relative clause, the proposed analysis is still able to derive the different syntactic and interpretive peculiarities characterizing the IHRCs and EHRCs observed in the literature (see Shimoyama 1999), thus suggesting a different LF representation.
 
The analysis is then tentatively extended to unrelated languages displaying IHRCs, thus showing that this is not an ad hoc analysis accounting only for the LIS data, but one that can possibly hold for IHRCs across languages.
 
Furthermore, while LIS relatives share with correlatives the position occupied by the head and (in one option) their fronted position, confirming the strong syntactic and semantic similarities between the two constructions detected in Dayal (1991) and Bhatt (2003), a.o., the analysis proposed here also appears very similar to the one advocated by Donati (2000, 2006) to derive free relatives, thus suggesting IHRCs, correlatives and FRs to be syntactically closer than generally believed.
 
We can conclude that LIS relative constructions seem to fit naturally within a typology of relativization well-attested across a number of unrelated (spoken) languages and to further display some syntactic characteristics exhibited by other typologies as free relatives and correlatives, thus reducing the differences observed in the literature between such relativization strategies. The assimilation with other typologies has the welcome outcome of providing a derivation that can closely relate apparently different structures in the spirit of Kayne’s (1994) raising analysis.
 
 
 Following the syntactic analysis of LIS relatives, is the investigation of their interpretation.
 
Section § 6.9.1 opens with Cecchetto et al.’s (2006) arguments for a non-restrictive interpretation of LIS relative constructions relying on two facts strikingly resembling the behaviour of English appositive relative clauses: the possibility of having two apparently equivalent sentences displaying a reversed argument order in the relative and the matrix clause, and the impossibility for quantifiers to be restricted by the relative CP. I offer a different interpretation for the same facts. I show that the interchangeable sentences translating the same English relative clause are, actually, selected by different contexts and that the impossibility for quantifiers to be restricted by the relative CP is linked to the analysis of LIS relatives as IHRCs. Specifically, the head of LIS relatives always sits inside the relative CP and so does the quantifier. Thus the impossibility of being restricted by the relative CP follows from the fact that the quantifier sits inside the relative CP instead of scoping over it as is the case of quantifiers sitting next to external heads.
 
In § 6.9.2, LIS relatives are tested for a set of properties associated with the two readings, restrictive and appositive. The results uniformly point towards a restrictive interpretation. In § 6.9.3, the restrictive-appositive dichotomy is abandoned to present an alternative interpretation traditionally associated with IHRCs, i.e. a maximalizing interpretation. LIS relatives are thus tested for different properties associated with a restrictive versus a maximalizing interpretation.
 
The results confirm the first battery of tests: LIS relatives display all the properties associated with a restrictive interpretation. More specifically, they are compatible with existential quantification, they can stack, their head is of category NP and they display a determiner sitting at the right periphery of the relative CP.
 
Lastly, § 6.9.4 briefly illustrates the LIS equivalent of non-restrictive relative clauses. The relevant construction lacks the features characterizing LIS restrictive relative clauses, i.e. the determiner PE and the rel-NMMs. The presence of NMMs such as head nods, blinks and pauses associated with the clause boundaries suggests an interpretation of the structure very similar to that of parentheticals.
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Chapter 7
 
Clefting in spoken languages
 
Introduction
 
 The third part of this work focuses on a construction traditionally believed to be related to relative constructions, namely cleft structures. As for relativization, this section aims at providing a descriptive outline of the constitutive elements of clefts in the world’s languages, concentrating on the shared cross-linguistic features enabling the formulation of a general description of the structure crucial for the analysis of LIS clefts which is undertaken in chapter 8.
 
By looking at languages allowing the dropping of some constitutive features of clefts, such as the copula and the clefted pronoun, the subject of the copular clause, I shall look for some evidence of the core syntactic features of cleft constructions across languages.
 
While § 7.1 provides a general description of clefts, § 7.2 is a review of the main theories proposed in the literature to analyze the syntax of cleft constructions: the extraposition analysis and the expletive analysis. Section § 7.3 briefly illustrates recent cartographic approaches to the study of clefts (Rizzi 1997, 2004a, 2004b; Cinque and Rizzi 2008; Belletti 2008) and in § 7.4 clefts are compared to root left peripheral focalization. Finally, in § 7.5 clefts are presented in some pro-drop languages that, like LIS, display a null copula. The information gathered in this chapter is summarized in § 7.6.

 
7.1. Cleft constructions in the world’s languages: toward a definition
 
As in chapter 3 when trying to describe relative constructions, a first concern of this chapter is to provide a general definition of cleft constructions able to hold across languages and able, at the same time, to maintain a relatively atheoretical approach, i.e. to describe the relevant construction by remaining neutral as to the different analyses proposed in the literature to explain its syntax.
 
Before getting started, let us very quickly clarify some terms that will be employed henceforth: I shall use the term sentence to refer to the complex 
construction composed of a matrix clause and of a dependent clause, and clause to refer to the smaller CP inside the complex sentence.
 
A common definition (Lambrecht 2001, a.o.) for a cleft construction is given in (469).
 
 
	(469) A cleft construction consists of a sentence-initial matrix clause, the predicate of which is a copula, and a sentence-final relative clause, the relativized argument of which is co-indexed with the argument of the copula.

 
A cleft sentence is exemplified in (470).
 
 
	(470) It is a pizza that the woman ordered.

 
The definition given in (469) seems, however, to be incorrect at least under three main respects: 


 
	it wrongly defines the sentence-initial clause as a matrix clause;
 
	it assumes the sentence-final clause to be a relative clause, a claim which needs to be accounted for and on which there is no general agreement in the literature;
 
	it imprecisely defines the relation between the argument of the copula and the so-called relativized argument of the sentence-final relative clause as co-indexation.

 
As for point a), we can notice that the definition in (469) might hold for the sentence in (470), the initial clause of which, extracted in (470a), can stand on its own as any matrix clause does. However, it does not seem to be a correct definition for the sentences in (471a) and (472a), the initial clauses of which cannot be uttered in isolation, as illustrated in (471b) and (472b).
 
 
	(470) a. It is a pizza.
 
	(471) a. It is to her that you should talk.
 
	(471) b. *It is to her.
 
	(472) a. It is because I left Joe that I am sad.
 
	(472) b. *It is because I left Joe.
 

 
 As for the definition in b), the literature is divided on the syntactic status of the sentence-final clause of clefts.200 To include the identification of the sentence-final clause with a relative clause in a general definition of cleft constructions is, therefore, already a controversial analysis of the structure.
 
Finally, addressing the point in c), the term co-indexation used in (469) is traditionally employed to describe co-referentiality holding between two syntactic objects, as shown in (473) below, a bi-clausal sentence in which the internal argument of the copula in the initial clause is co-indexed with the pronominal oblique argument of the final clause. However, although meeting the requirements reported in (469), (473) cannot be analyzed as a cleft construction.
 
 
	(473) He is the mani that you can always count on himi.

 
Contrary to (473), in atypical cleft sentence, a single syntactic object is shared by both clauses. As already discussed in chapter 3 for relative constructions, it thus seems more correct to identify the relation holding between this single syntactic object and the two positions within the clauses composing the cleft construction as one of syntactic and semantic sharing.
 
A different definition often employed aims at describing cleft sentences in more semantic terms (Prince 1978, a.o.), as in (474).
 
 
	(474) A cleft construction (476) is a marked syntactic option semantically corresponding to a non-cleft form (475).
 
	(475) They met their friend.
 
	(476) It is their friend that they met.

 
The definition in (474) describes clefts exclusively in terms of their non-clefted counterpart, suggesting cleft constructions to derive from sentences exhibiting the syntactic form as in (475) without a change in truth conditions. This is a definition reflecting, again, one of the main theoretical approaches to clefts.
 
As a matter of fact, if we consider the sentences in (475) and (476), we can notice that the semantic content is the same. What changes is only the information structure, with the new information (their friend) being placed after the given information (they met) in (475) and a reversed order holding in (476). This is, however, also true when comparing (475) and (476) to (477).
 
 
	(477) The person that they met is their friend.
 

 
 Although preserving the semantic content expressed in (475) and (476), (477) displays a very different syntactic structure from both sentences.
 
I shall, therefore, rephrase the definition of clefts by avoiding any controversial claim on their syntactic analysis.
 
Lacking a better definition of clefts, I propose a description as in (478).
 
 
	(478) A cleft construction consists of a sentence-initial copular clause. The copula is preceded by a pronoun and followed by a constituent and a dependent clause featuring a gap semantically and syntactically corresponding to the post-copular constituent. Semantically, cleft constructions are employed to focus attention on the post-copular constituent therefore bearing focal stress.201

 
The claim that clefts are copular structures is shared by the two main theoretical approaches. As for the copular pronominal subject, its superficial presence seems to be directly dependent on the null subject parameter of the language. In a similar way, the overt presence of the copula in clefts is bound to the parametric specification of the language selecting an overt/ covert copula.
 
Cleft constructions are attested in a number of typologically unrelated languages such as many European languages (e.g. English and Romance languages like French, Italian, and Spanish), Chinese (Teng 1979, a.o.) and Malayalam (Mohanan 1978), a.o.
 
Although languages display a rich variation as to the characteristics constituting a cleft construction, the following are some basic cross-linguistic features characterizing clefts: 


 
	a pronominal element introducing the structure (it in the English examples below) that, following the tradition, I will refer to as the clefted pronoun;
 
	a copula that can be a verb like be or have, even in the form of a bound morpheme (as in Boni, a Cushitic language);
 
	an adcopular constituent (in the garden in 476) that will be referred to as the clefted constituent;
 
	a sentence-final clause that will be referred to as the cleft clause.

 
Something more needs to be said about the clefted constituent and the cleft clause. As for the clefted constituent, it may be of different categories: an Noun Phrase, as in (470), an Adjectival Phrase (479), an Adverbial Phrase (480), a Prepositional Phrase (481), or a Complementizer Phrase (482).
 
 
 
	(479) It is soft that I would like my pillow to be.
 
	(480) It is slowly that John prepared the cake.
 
	(481) It is in the garden that Sarah left her car.
 
	(482) It is because I love parties that Matt invited me.

 
 Its sentence-initial position makes the clefted constituent the most prominent element in the sentence and the element bearing focal stress.202
 
As for the cleft clause, it may be introduced by a complementizer, as in (482) above, by a relative pronoun, as in (483), or by nothing, as in (484).
 
 
	(483) It was the girl who kicked the ball. 
(Kim 2012: 49)

 
	(484) It is a pizza the woman ordered.

 
In the information structure of the cleft construction, the cleft clause generally bears presupposed, given information.203
 
Clefts may be defined as a syntactic strategy employed by languages to organize the information structure of the sentence in order to bring into focus constituents normally occupying a non-marked position within the sentence. Lambrecht (2001: 18–19) explains that “[...] cleft formation [...] results in the placement of syntactic constituents and prosodic accents in cognitively preferred positions from which the grammar of the language normally bans them, without causing ungrammaticality”.
 
The following section is dedicated to reviewing the main proposals suggested in the literature to derive cleft constructions.

 
7.2. The literature on clefts
 
Although there seems to be substantial agreement on the pragmatic function carried out by clefts (i.e. reorganizing the information structure of the sentence to single out one element bearing focal stress), the literature is very much divided on how to syntactically characterize the different components of cleft sentences as well as what the relation holding between them is.
 
The different contributions to the syntax of cleft constructions fall into two main approaches: what has been traditionally called the extraposition analysis, and the expletive analysis, the description of which I now turn to.
 
 
7.2.1. The extraposition analysis
 
 The proposals labelled as the extraposition analysis (Jespersen 1927; Akmajian 1970; Emonds 1976; Gundel 1977; Wirth 1978; Percus 1997; Hedberg 2000, a.o.) concentrate on the cleft clause and the clefted pronoun forming a semantic unit. The clefted constituent is equated to this semantic unit via the copula.
 
In Jespersen’s (1927) first analysis of clefts, the cleft clause is the subject of the copular clause extraposed to a sentence-final position, hence the name extraposition analysis. The cleft clause has the internal structure of a restrictive relative clause discontinuously modifying the clefted pronoun with which it is associated, and appearing as an adjunct clause. The clefted pronoun is the subject of the sentence-initial copular clause and, in Hedberg’s (2000) terms, “the clefted constituent is the main predicator, linked to the subject by the copular verb”.
 
The movement of the cleft clause to sentence-final position is justified by a special transformational rule regarding cleft extraposition in Akmajian (1970) and Emonds (1976), and it is later accounted for as a right dislocated topical element in Gundel (1977) and Wirth (1978).
 
Within this approach, some proposals have suggested deriving clefts as extraposed variants of pseudocleft constructions (Akmajian 1970; Emonds 1976; Gundel 1977; Wirth 1978). The intuition unifying the different proposals is that clefts are a subtype of copular sentences. As such, the cleft sentence in (485) and the pseudocleft sentence in (486) present a similar derivation, the only difference being the extraposition of the RC to a sentence-final position in (485).
 
 
	(485) It is the director of the movie who I have met.
 
	(486) Who I have met is the director of the movie.

 
Under the extraposition analysis, the clefted pronoun is not an expletive, semantically-inert element; rather, it has the semantic function of a determiner.
 
Gundel (1977), Percus (1997), Davidse (2000), Hedberg (2000) and van der Beek (2003), a.o., present cross-linguistic and semantic evidence for the determiner-like status of clefted pronouns in Russian, Dutch, French, German and English.
 
 
Furthermore, the copula is not treated as an expletive element, but as a linking verb (Hedberg 2000) equating the clefted constituent to the semantic unit composed by the clefted pronoun and the cleft clause.
 
In the analysis carried out by Percus (1997) and Hedberg (2000), the clefted pronoun and cleft clause function pragmatically and semantically as a definite description with which they share an existential and exhaustiveness condition. This parallelism further assimilates clefts to copular sentences, the subject of which also contains a definite description. To illustrate, the presuppositions associated with the cleft sentences in (487) below act like the presuppositions associated with the definite descriptions of the copular sentences in (488). The inference in (487a) which corresponds to (487c) survives in its negative counterpart in (487b), as is the case in the copular sentences in (488).
 
 
	(487) 
 
	It was Ohno who won.
 
	It was not Ohno who won.
 
	Someone won, and only one person won.


 
	(488) 
 
	The king of France is bald.
 
	The king of France is not bald.
 
	There is one and only one king of France. 
 (Han and Hedberg 2008)




 
The facts illustrated above are accounted for if we assume the clefted pronoun to play the role of a definite article and the cleft clause to be its descriptive component.
 
A welcome outcome of analyzing clefts as copular constructions is the possibility of accounting for the distinction observed in clefts between identificational (485) and predicational (489) interpretations. The same distinction also holds in copular sentences (Higgins 1973; Heggie 1988) and in pseudocleft sentences (Partee 1987; Heggie 1988).
 
 
	(489) It is a lousy job that I’ve been offered.

 
To illustrate the predicational interpretation of (489), (490) below represents a paraphrase where a lousy one is the predication of the complex NP the job that I’ve been offered.
 
 
 
	(490) The job that I’ve been offered is a lousy one.

 
 Within the extraposition analysis, Percus follows Jespersen’s (1928) proposal in claiming that clefts are copular constructions to which extraposition has been applied.
 
He further develops Jespersen’s idea, suggesting that the underlying structure of a cleft construction like the one in (491) is a copular sentence, the subject of which is a definite description containing a determiner and a relative clause with a null head, as shown in (492).
 
 
	(491) It is [RICHARD] that I try to avoid.
 
	(492) [IP [DP The ø [CP OPi that I try to avoid ti]]j [VP tj is Richard]]. 
(adapted from Percus 1997)


 
The null head (indicated as ‘ø’) stands for the generic one, the interpretation of which holds for all entities of some category or type.
 
The overt structure in (491) is obtained by applying to the structure in (492) two main operations: 


 
	the extraposition of the relative clause to the end of the sentence, as in (493a);
 
	the morphological transformation of the determiner selecting the CP trace as it, shown in (493b).

 
 
	(493) 
 
	[[IP [DP The ø tk]j [VP tj is Richard] ] [CP OPi that I try to avoid ti ]k]
 
	[[IP [DP It ø tk ]j [VP tj is Richard] ] [CP OPi that I try to avoid ti ]k] 
(adapted from Percus 1997)




 
The trees in (494) represent the two stages of the proposed derivation.
 
 
	(494) 
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 The derivation proposed in (492) and (493) is consistent with the presupposition carried by clefts. Under Percus’s analysis, the equivalence between (491) and (495) derives straightforwardly from their sharing the same structure.
 
 
	(495) The one that I try to avoid is Richard.

 
Percus extensively discusses how the sentences in (491) and (495) display the same properties (anaphor binding, variable binding, and the condition on NPI licensing) and how an analysis of clefts as definite descriptions is able to account for otherwise puzzling properties like semantic partition effects and the exhaustivity of focus in clefts (i.e. the incompatibility of clefts with adverbs like even and also and the redundancy with adverbs like only, receiving an explanation exclusively under the assumption that clefts are definite descriptions expressing the uniqueness of the referent).204
 
Percus suggests that independently motivated constraints on extraposition trigger the movement of the cleft clause to a sentence-final position, and that an independent spell-out rule determining the morphological transformation of the in it is at play in clefts. According to Percus, a similar rule is in use when clausal subjects, which are definite descriptions, are extraposed and an expletive construction appears.
 
 
	(496) That the shares are overvalued and that a decline is in order is widely believed on Wall Street. 
(= (12), McCloskey 1991, quoted in Percus 1997: 349)

 
	(497) It is widely believed on Wall Street that the shares are overvalued. 
(Percus 1997: 350)
 


 
 The proposal advanced by the extraposition analysis presents many advantages: 


 
	it is able to account for the existential and exhaustiveness condition clefts share with definite descriptions by interpreting them as a subtype of copular sentences;
 
	it accounts for the determiner-like status of the clefted pronoun in those languages where it is overtly realized and exhibits the same syntactic and semantic properties as determiners (although this does not explain the absence of the clefted pronoun in languages that do not realize it, e.g. Italian);
 
	it provides a unifying derivation for clefts and pseudoclefts;
 
	it accounts for the identificational and predicational interpretation of clefts;
 
	it structurally derives the relative-like features of the subordinate clause;
 
	it does not require positing a focus projection (FocP) hosting the clefted constituent,205 as identificational focus is assigned to the latter via the copula.

 
As for the point in e), according to Davidse (2000: 1116), the “non-NP” clefted constituents (APs, AdvPs, CPs, PPs) “are rankshifted into the nominal complement slot and are in this sense ‘nominalized’” (Halliday 1985: 219). Davidse proposes that the nominalized status of these heads is responsible for the impossibility of employing relative adverbs such as where, when, etc. in the cleft clause. She adds that when the clefted constituent is realized by “a rankshifted element such as adverb, prepositional phrase, or clause, then its semantic profile is that of a – reified – entity. Hence the ‘rankshifted’ units are systematically referred to by the relative pronoun that, and occasionally which, whose general categorial features are those of ‘inanimate/abstract entities’”.
 
Under the extraposition analysis, the underlying structure of clefts is not a simple proposition but rather, a copular clause, the subject of which is a definite description, i.e. a determiner modified by a relative clause. The only adaptation to bring the post-copular constituent into focus is the right extraposition of the complement of the definite description, i.e. the cleft clause.
 
One puzzle remains however to be solved. Under the extraposition analysis, it is, in fact, not clear how to account for the reconstruction effects displayed by the clefted constituent. Contrary to facts, under the extraposition analysis, the cleft clause does not appear to c-command the clefted 
constituent at LF since it occupies the complement position of the D-like head. However, Percus (1997) observes that clefts like (498) pattern with copular sentences like (499) containing definite descriptions of subjects with respect to anaphor binding and variable binding (500–501) in the absence of c-command.
 
 
	(498) It was herselfi who Sarahi pitied.
 
	(499) The one who Sarahi pitied was herselfi.
 
	(500) It is his book that every student sells.
 
	(501) The thing that every student sells is his book.

 
 Through the assimilation of clefts into copular sentences containing definite descriptions, Percus suggests that the same explanation holding for these latter might be extended to clefts. Although crucial to any analysis of cleft constructions, reconstruction effects in clefts have not been adequately explained by supporters of the extraposition analysis and will not be discussed here any further.

 
7.2.2. The expletive analysis
 
Under the competing approach, the so-called expletive analysis (Jespersen 1937; Chomsky 1977; Williams 1980; Delahunty 1982; Huddlestone 1984; Rochemont 1986; Heggie 1988; Delin 1989; Kiss 1998, a.o.), the crucial relation is the one holding between the cleft clause and the clefted constituent to such an extent that the cleft sentence (502) is viewed in terms of its non-clefted counterpart (503).
 
 
	(502) It is Laura (that/who) I admire.
 
	(503) I admire Laura.

 
A crucial proposal of the expletive analysis, and the rationale behind its name, consists in the interpretation of the clefted pronoun, the copula and the relative pronoun as dummy, expletive elements not essential to the meaning of the sentence.
 
Furthermore, the cleft clause and the clefted constituent entertain a direct syntactic and semantic relation. More specifically, the clefted constituent is 
 syntactically associated with the gap in the cleft clause through movement or through co-indexation with an operator in the cleft clause. Abstracting from specific implementations, expletive analyses generally view the relation between the cleft clause and clefted constituent as a syntactic one, altered by movement of the latter to the left of the sentence. The clefted constituent is an argument or adjunct of the verb in the cleft clause from which it is moved. Pragmatically, the moved clefted constituent is assigned a focus-marking function.
 
As for the cleft clause, although formally resembling a restrictive relative clause (RRC), supporters of the expletive analysis underline the differences between the head of cleft clauses (identified in the clefted constituent) and the head of RRCs, thus claiming that the cleft clause does not have the internal structure of a RRC. More specifically, the evidence against a RRC interpretation of the cleft clause is the following.
 
 
	The clefted constituent and cleft clause do not form a grammatical unit (Huddleston 1984: 461) as is, instead, the case of the head and its RRC.206 
 
	(504) Who was it at the door? It was the man who stole the purse.
 
	(505) Who stole the purse? It was the man who stole the purse.

 
 While in (504) the complement of the copula is the NP and the RC man who stole the purse, the complement of (505) is only the man. In fact, as opposed to (504), a good answer to the question in (505) could also be It was the man.

 
	As opposed to the head of RRCs, the clefted constituent may cover wider syntactic functions as an adjectival phrase, adverbial phrase, prepositional phrase or complementizer phrase (Quirk et al. 1972).207
 
	The clefted constituent may be a definite description unable to be further restricted by the cleft clause. 
 
	(506) It is Mary whom I invited.


 
	Cleft clauses are introduced more often than RRCs by complementizers and by no subordinative elements (zero clauses) rather than by wh-forms (Quirk et al. 1972; Huddleston 1984).
 
	Zero clauses appear to be less problematic in clefts (Quirk et al. 1972; Huddleston 1984). 
 
	(507) It was the boy stole the purse.
 
	(508) *The boy stole the purse ran away.

 
Specifically, while RRCs do not admit the lack of a complementizer or relative pronoun with subject heads, as in the RRC in (508), clefts do (507).
 

 
	Different intonation patterns for the two constructions are attested: a single tone-final unit for RRCs; and two tonal peaks in clefts, one on the focussed clefted constituent and one on the final lexical item (Halliday 1967: 237);

 
 On the other hand, some syntactic similarities associate cleft clauses with relative clauses: 


 
	they are introduced by the same relative elements;
 
	they exhibit the same pattern of verb agreement;
 
	in both constructions the head displays a semantic exclusiveness and exhaustiveness.

 
The trees in (509a) and (509b) respectively reproduce Heggie’s (1988) and Kiss’s (1998) implementations of such intuitions.
 
 
	(509) 
[image: e9781501510373_i0284.jpg]
 



 
 In both implementations, the subordinated status of the cleft clause derives from being selected as the complement of a higher copular clause.
 
As reported in Hedberg (2000: 912), while Heggie (1988) “[...] views the clefted constituent as the subject and the cleft clause as the predicate head of a D-structure small clause selected by the copula”, Kiss (1998) “[...] views the copula as an expletive head of a focus phrase, responsible for assigning identificational focus to the clefted constituent”. In Kiss’s analysis, the cleft clause is the complement of Foc’.
 
The derivation proposed by the expletive approach has the desirable result of being able to account for some properties displayed by cleft constructions such as: 


 
	anaphor binding: an anaphor in the clefted constituent can be bound by an element in the cleft clause. 
 
	(510) It is herselfi whom Maryi reproaches.


 
	quantifier binding: a quantifier in the cleft clause can bind a pronoun in the clefted constituent. 
 
	(511) It is hisi car that everyi mechanic does not repair.


 
	negation in the cleft clause has scope over elements in the clefted constituent. 
 
	(512) It is coffee that I don’t want.


 
	agreement of the clefted constituent with the verb of the cleft clause when the former is subject of the latter. 
 
	(513) It is the children who run in the garden.



 
All the properties described above are reconstruction effects of the clefted constituent in a lower position. Specifically (with the exception of d), they suggest that, at some point in the derivation, the clefted constituent must have occupied a position in the structure where it was c-commanded by an element of the cleft clause. Under the expletive analysis, this follows straightforwardly by assuming that the clefted constituent is generated as an argument or adjunct of the cleft clause.
 
In the next section, we shall complete the review on the analyses of clefts by briefly illustrating the proposals advanced within the cartographic approach to derive them.
 


 
7.3. A cartographic perspective on clefts
 
 Within the cartographic approach, recent proposals for the derivation of clefts have been advanced by Belletti (2008). I shall now try to summarize Belletti’s contribution which will be relevant for the discussion on LIS clefts.
 
Along the lines traditionally proposed, starting from Burzio (1986) and Stowell (1983), Belletti assumes the hypothesis that the copula of clefts selects a small clause as its complement. She makes a distinction in the derivation of subject clefts and non-subject clefts by proposing that the clause selected by the copula in subject clefts is a CP with an EPP feature, referring to it as a small CP. Belletti’s proposal is that the small CP is a reduced CP lacking the projection of Force, the highest part of the CP projection.
 
By looking at Italian clefts, she proposes that the complementizer che (‘that’) introducing the cleft clause, as in (514), is not the realization of Force but the expression of finiteness.
 
 
	(514) E’ GIANNI che assumeranno (non Maria). 
‘It is GIANNI that they will hire (not Maria).’
 
(Belletti 2008: 14)


 
Evidence showing that che in (514) is not a Force head expressing the illocutionary content of the clause in clefts, but the lower Fin head, is provided by comparing (514) to the distribution of the complementizer with respect to a focalized constituent in the declarative CP complement of the verb dire (‘say’). As opposed to (514), the complementizer expressing the illocutionary force in (515) precedes the left peripheral focalized argument. Belletti suggests that the different position of the focalized constituent with respect to the complementizer is evidence that the two complementizers are expressing two different heads within the CP layer, namely, Fin in clefts and the highest one, Force, in declarative sentences of the kind in (515).
 
 
	(515) Ho detto che GIANNI avrebbero assunto (non Maria). 
‘I have said that GIANNI they would have hired (not Maria).’
 
(Belletti 2008: 14)


 
According to Belletti, within the small CP, the subject fills the specifier of the head carrying the EPP feature, an A type position, to then raise to the vP peripheral focus position.208 The copula also raises from vP to a higher functional head, as shown in (516).
 
 
 
	(516) 
[image: e9781501510373_i0285.jpg]



 
 By moving to the vP periphery of the copula and in particular to the specifier of a new information focus head, the subject, about which the small CP predicates some property, is associated with a new information focus, an interpretation specifically associated to this structural position.
 
In Belletti’s analysis, like subject clefts, the CP of non-subject clefts is truncated below the Force head.
 
Non-subject clefts differ from subject clefts in that there is no EPP feature to be satisfied. Thus, movement of non-subject arguments is an A’ type of movement: movement is no longer to the vP periphery of the copula but to the focus position of the reduced CP. Belletti proposes this left peripheral focalization to involve not just a new information focus but also contrastive/ corrective focalization.
 
As opposed to subject clefts, in non-subject clefts there is no raising of the copula. Example (517) illustrates the derivation of non-subject clefts proposed by Belletti (2008).
 
 
	(517) 
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7.4. Clefts vs. root left peripheral focalization
 
This section sums up some observations reported in the literature underlying the difference between the kind of focalization present in clefts and the strategy adopted in root left peripheral focalization. The aim of this is to distinguish the two syntactic mechanisms and capitalize on their possible syntactic and semantic differences as a diagnostic to detect clefts in languages where their linguistic status is not obvious, like LIS.
 
Belletti (2008) observes how the assumption that the embedded focalized constituent in clefts (518) occupies the same position as the contras-tively /correctively focalized phrase in sentences displaying root peripheral 
focalization (519), namely the specifier of the high focus position within the CP, might suggest that the two focalizing strategies are superficially very similar.
 
 
	(518) E’ con GIANNI che parleranno del problema (non con Maria). 
 ‘It is with GIANNI that they will speak of the problem (not with Maria).’

 
	(519) Con GIANNI parleranno del problema (non con Maria). 
‘With GIANNI they will speak of the problem (not with Maria).’
 
(Belletti 2008: 14)


 
However, the two structures are different in their semantic value.
 
The literature on clefts (see Graffi 1977; Delahunty 1981, a.o.) reports contexts in which root peripheral focalization is possible but cleft constructions are not. These contexts are directly linked to the unique identification of the constituent in focus (see Kiss 1988; Abels and Muriungi 2005, a.o.) and to the presupposition of existence of the clefted constituent (Rooth 1995; Percus 1997; Kiss 1999; Frascarelli 2010, a.o.) not necessarily present in root left peripheral focalization. Belletti (2008: 15) adds that “[...] there is in clefts what we may call a presupposition of existence likely to be induced by the very presence of the copula […]”. The difference in semantic value between the two constructions can be observed when the focalized constituent is a quantifier.
 
 
	(520) 
 
	Hai fatto qualcosa? 
‘Have you done anything?’

 
	TUTTO ho fatto. 
‘EVERYTHING I did.’

 
	* E’ TUTTO, che ho fatto. 
*’It is EVERYTHING, that I did.’



 
	(521) 
 
	Tu vuoi invitare Giorgio. 
‘You want to invite Giorgio.’

 
	No, CARLO, voglio invitare. 
‘No, CARLO, I want to invite.’

 
	No, è CARLO che voglio invitare. 
‘No, it is CARLO that I want to invite.’

 
	NESSUNO, voglio invitare. 
‘NOBODY, I want to invite.’
 

 
	*E’ NESSUNO, che voglio invitare. 
 *’It is NOBODY, that I want to invite.’
 
(Renzi, Salvi and Cardinaletti 2001, vol. I: 139)




 
What these examples illustrate, is that a cleft construction can be used only when it shares the same presupposition of the sentence to which it provides an answer.
 
(520c) cannot be the answer to (520a) because the latter does not presuppose the existence of something such that the interlocutor might have done it. In a similar way, (521a) presupposes the existence of someone such that the interlocutor would like to invite him; therefore (521e) is not a valid answer to it, as the presupposition of existence is negated by the clefted negative quantifier. Frascarelli and Ramaglia (2013) also show that NPIs are not allowed in focus position within clefts as they contradict the existence presupposition of clefts.
 
Further specifying the different semantic value of clefts, Spector (2012: 312) observes that “[...] clefts carry presupposition of uniqueness/exhaustivity of the element in focus (cf. Rooth 1995; Percus 1997; Kiss 1999). Thus, clefts are incompatible with adverbs such as even and also and redundant with only. Note that these adverbs are usually compatible with focus, so it must be something about clefts.”
 
 
	(522) 
 
	It was even/also/only the case that JOHN saw Mary.
 
	??It was even/??also/?only the case that it was JOHN who saw Mary. 
(Spector 2012: 312)




 
Now that this section has briefly identified the main semantic differences between focalization in clefts and root left peripheral focalization, the next section illustrates cleft constructions in null subject languages with a covert copula.

 
7.5. Clefts in pro-drop languages with a null copula
 
As described in § 7.1, some constitutive elements of cleft constructions are the copula and its external argument, the clefted pronoun. Their covert nature in some languages might therefore lead to some difficulties in detecting the construction, as is the case with pro-drop languages displaying a covert 
copula. At the same time, however, these languages might reveal features of clefts which would remain otherwise unobserved, shedding light on their syntax.
 
This section is devoted to looking at clefts in order to gain a better understanding of these constructions across languages and in Italian Sign Language specifically. Recall, from chapter 2, that LIS is also believed to be a pro-drop language displaying a null copula. The aim of this section is not to provide a detailed account of the analyses proposed in the literature to derive clefts in these languages, a task which would take us too far away from our final goal, but to look at cross-linguistic data in order to find correlations that may be relevant when analysing LIS cleft constructions.
 
Of the pro-drop languages displaying a covert copula, the first considered here is Russian.
 
Russian cleft constructions, so-called èto-clefts, are composed of a sentence-initial pronoun, èto, followed by the clefted constituent and cleft clause, as in (523).
 
 
	(523) 
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 The clefted constituent of èto-clefts can belong to different syntactic categories: an NP (523), an AP (524), a PP (525) or an AdvP (526).
 
 
	(524) 
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	(525) 
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	(526) 
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According to Kimmelman (2009), èto-clefts express not just focus but also constrastive meaning (527), and they require the presupposition of existence and uniqueness.
 
 
	(527) 
[image: e9781501510373_i0291.jpg]



 
As for the syntactic nature of èto, Hedberg (2000) convincingly argues it to be a contentful pronoun, not an expletive. As evidence for the claim, she shows that in Russian, raising and atmospheric verbs do not display any overt expletive (528a), as expected in a null-subject language, while cleft sentences display the same demonstrative elements employed by propositional anaphor sentences209 (528b).
 
 
	(528) 
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We shall now consider Haitian Creole. Sentence (529) exemplifies a cleft construction in Haitian Creole introduced by an element, se, preceding the clefted constituent and cleft clause.
 
 
	(529) 
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Se can precede verbal, adjectival, prepositional and nominal clefted constituents.
 
 
Déprez (2003) presents a detailed account of two main analyses proposed in the literature of Haitian Creole for the syntactic nature of se. In a nutshell, on the one hand se is argued to be some sort of copula serving as a link for predication (Lumsden 1990; Déprez and Vinet 1997). Supporters of this stand present arguments for their claim observing se to be in complementary distribution with TMA markers and the negative particle.
 
Dèprez and Vinet (1997) propose se to be a last resort element, surfacing when the Pred head is empty.
 
On the other hand, se is analyzed primarily as a nominal element serving as a pro-form for the subject of the predication (DeGraff 1992).
 
Supporters of the nominal status of se present data claiming se to be a deictic pronominal form, the subject of the following propositional anaphor sentences.
 
 
	(530) 
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 Furthermore, DeGraff (1992) shows that se can play the role of a resumptive pronoun, as in (531).
 
 
	(531) 
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As reported in Spector (2012), Modern Hebrew displays two types of clefts: ze-clefts (532) and focus-initial clefts (533). Here we concentrate on ze-clefts.
 
As exemplified in (532), ze-clefts are introduced by the pronoun ze followed by a focussed clefted constituent of any category and the cleft clause. Hebrew ze-clefts display a null copula in present tense sentences and 
an overt copula after the sentence-initial pronoun ze in past or future tense sentences (534).
 
 
	(532) 
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	(533) 
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	(534) 
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Spector (2012) presents and discusses evidence pointing towards the non-expletive status of the initial pronoun ze by showing that:
 
 
	(i) it alternates with demonstratives (535), but it does not pattern with expletives of raising verbs in European languages like French and English (536). 
 
	(535) 
 
	It/this/that was John that I saw.
 
	It/*this/*that seems to me that you’re wrong.


 
	(536) 
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	(ii) it can be a controller of PRO as (537b) shows, to be compared with (537a). 
 
	(537) 
 
	ze DANIi še halax iti la-mesiba [kedey PROi lehoci le-kol ha-banot et ha-eynayim]. 
‘It was Dani who went to the party with me to make all the girls jealous.’
 
Dani makes all the girls jealous.
 

 
	zei DANI (še halax iti la-mesiba)i [kedey PROi lehoci le-kol ha-banot et ha-eynayim]. 
 ‘It was Dani who went to the party with me (and by doing that) to make all the girls jealous.’
 
Dani’s going to the party makes all the girls jealous.
 
(Spector 2012: 324)





 
	(iii) it inflects for gender and number to agree with the clefted constituent (538). 
 
	(538) 
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Also, ze can be the subject of propositional anaphor sentences like (539), as opposed to atmospheric verbs displaying a null subject like in (540),210 as expected in null subject languages.
 
 
	(539) 
[image: e9781501510373_i0301.jpg]


 
	(540) 
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Being that Hebrew is a (partially) pro-drop language, arguments are also discussed showing that ze cannot be the copula of an expletive subject.
 
Spector furthermore illustrates how Hebrew clefts carry presupposition of existence of the element in focus, which is preserved under negation and in questions, as well as presupposition of uniqueness/exhaustivity of the focussed clefted constituent.
 
As anticipated, the brief review presented above of clefts in pro-drop languages displaying a covert copula is purely descriptive and not thorough enough to allow a deep understanding of their syntax. On the other hand, discussion of the robustness of the arguments presented by supporters of the different analyses to derive cleft in these languages is beyond the goal of this section. Our aim is to look at cross-linguistic data on clefts from a new perspective, possibly finding a correlation between them that would enable a better comprehension of the construction.
 
 
 By separately considering null subject languages displaying a covert copula, I do not mean to propose an ad hoc derivation for them in the domain of clefts. In the spirit of minimalism, we look at them only to find clearer evidence for the syntactic features of clefts, hopefully leading us to a common derivation of the construction across languages regardless of their parametric variation.
 
Some similarities can be noticed when looking at the data on Russian, Haitian Creole and Hebrew clefts: (i) their clefted constituent can be of any syntactic category; (ii) they do not feature an overt complementizer, with the exception of Hebrew which however allows complementation deletion; and (iii) most strikingly, they feature the presence of a pronoun (respectively, éto, se and ze) introducing the construction and syntactically referring to the clefted constituent sitting next to it, with which it may agree in phi-features, as illustrated for Hebrew.
 
Although I am not able to provide evidence for the structural position and syntactic role of these pronominal elements, I can attempt to state what they are not: it seems unlikely that they are expletive subjects. This follows from two main facts: (i) we would expect expletive subjects to be null in pro-drop languages; and (ii) evidence is provided for each language clearly showing their nominal status.
 
Given that the observed languages are head-initial, one possibility we are left with is for the nominal element to be the thematic subject of the copular clause, as suggested by Spector (2012) for Hebrew ze-clefts. However, their obligatory presence as copular thematic subjects in the clefts of null subject languages needs somehow to be accounted for.211
 
A different possibility is to consider the pronominal element a syntactic unit with the clefted constituent. In this case, the unit composed of the pronominal element and the clefted constituent would be preceded by a null copula selecting a null expletive subject as its external argument, as expected and observed in the clefts of many null subject languages.
 
As outlined in § 7.2, a main difference between the two analyses advanced in the literature to derive clefts, the extraposition and expletive analyses, is the nominal referential versus expletive status of the pronominal subject of the copular clause.
 
However, neither analysis takes into consideration the possible presence of both an expletive (null) subject and a pronominal referential element within the copular clause of clefts.
 
Evidence for their simultaneous presence could partially reconcile the two proposals.
 
 
 Interestingly, support for this possible analysis might come from applying to clefts Tang’s (2001) proposal of GAP (Generalized Anchoring Principle). We now turn to her proposal to see how it can fit with the evidence on clefts observed in the null copula languages above.
 
Tang (2001: 160) observes that, in Chinese, verbs can be omitted in copula-less predicative sentences212 (541) where the second nominal is the predicate of the first nominal.
 
 
	(541) 
[image: e9781501510373_i0303.jpg]



 
 However, copula-less predicative sentences in Chinese are only admitted in specific contexts: (i) in contrastive contexts, (ii) when they have a modified predicate nominal or (iii) a ‘specific’ predicate nominal, (iv) when expressing a subjective judgement, (v) in the presence of a focus adverb and (vi) when embedded. All these contexts, Tang suggests, share the presence of focussing effects induced by creating a contrast between the situation depicted and the alternative set of situations. In order to account for these facts, Tang (2001: 164) assumes “[..] that all sentences, including copula-less sentences in Chinese, are subject to a constraint that requires that every sentence in natural language be licensed at the interface levels, which is dubbed as ‘Generalized Anchoring Principle’ or ‘GAP’ (Tang and Lee 2000)”.
 
 
	(542) Generalized Anchoring Principle 
Every clause must be either tensed or focussed at the LF interface level.


 
According to Tang, GAP can be regarded as a ‘bare output condition’ requiring that every sentence be anchored to be fully interpretable at the LF interface and thus used by the external systems. She identifies two strategies to satisfy GAP in natural languages: “[..] sentences are either tensed or focussed in the sense that it highlights an item in contrast to a set of alternatives supplied by the context of utterance” (Tang 2001: 165).
 
In a nutshell, Tang proposes that Chinese copula-less predicative sentences lacking tense need to be licensed by focus anchoring in order to be well formed. Focus anchoring is thus a rescue strategy able to license otherwise unacceptable copula-less sentences in Chinese, thus satisfying GAP.
 
In trying to explain why omission of the copula is possible in some natural languages but not in others, Tang draws a correlation between the existence 
of copula-less predicative sentences and the syntax of the predicate nominal. Starting from the premise that predicative nominals are NPs while non-predicative nominals are dominated by a functional projection, for example a Determiner Phrase (DP) (Szabolcsi 1987, 1992; Stowell 1991; Longobardi 1994), Tang suggests that, in languages where NPs are not dominated by a DP, they can be predicated of the subject directly (as in the Chinese sentence in 541), as opposed to languages like English, where a DP like a genius in (543a) cannot be predicated of the subject John directly and an inflected copula bearing tense features is required to make predication possible (543b).
 
 
	(543) 
 
	*John a genius.
 
	John is/was a genius. 
(Tang 2001: 168)




 
However, if the predicate nominal is bare in English, the expectation is that it can enter predication in copula-less sentences. The expectation is borne out in the English sentence in (544) and the German sentence in (545), where the bare nominals are predicated of the subject directly. However, in the absence of tense, predication is made possible by focus anchoring, i.e., by the presence of some focussed context: (544) involves a strong value judgement, and in (545) the name of the station is implicitly in contrast with the ones preceding and following it.
 
 
	(544) You idiot!
 
	(545) 
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Tang further suggests that the choice of GAP between tense or focus anchoring in a given natural language is determined by syntax. Supposing that temporal anchoring requires a tense operator in C, copula-less predicative sentences, being bare, lack the CP projection, and therefore no tense operator can occur and focus anchoring is the only option available. This is the case for Chinese predicative sentences. She specifies that “if we need a focus operator in focus anchoring, on a par with temporal anchoring, it could be the case that the focus operator can be adjoined to bare projections freely, regardless of whether there is a CP” (Tang 2001: fn10).
 
Something similar to copula-less predicative sentences might be at play in copula-less clefts.
 
 
Tang’s proposal might help us to provide an answer to the following question: why do clefts in copula-less languages display a focalizing functional /pronominal element marking the focussed constituent which does not surface in the clefts of languages with an overt copula? The answer can be spelled out in three main arguments.
 
(i) Given GAP, in the absence of tense, copula-less clefts must be anchored by focus to be licensed at the interface levels.
 
(ii) In Chinese predicative sentences the copula can be omitted. Let’s suppose that omission of the copula in these sentences is allowed by its lack of semantic and syntactic features. Tang points out that, in some situations, Chinese copula-less predicative sentences may sound unnatural if uttered in an out-of-the-blue context. In these cases, insertion of a focus adverb like only but not, for example, a temporal adverb, improves the sentence.
 
Given that clefts are structures specifically designed to bring into focus otherwise unmarked constituents and supposing that within cleft sentences the copula has semantic features, i.e. that it has some role in the unique and exhaustive interpretation of the clefted constituent following it, an overt focus marker carrying out similar functions is needed in copula-less cleft sentences.
 
(iii) While in Chinese predicative copula-less sentences predication takes place within the small clause, in clefts predication is cross-clausal. In fact, following the expletive analysis, a constituent of the dependent CP selected by the copular clause is extraposed. It can be proposed that, in the absence of an overt copula, the presence of a functional focus marker is further justified by the need to trigger movement of the clefted constituent to a position where it can be assigned focus.
 
Substitution of the copula with a focus marker could be also accounted for by considering that tense features carried by the copular clause of clefts are not always crucial in interpreting the cleft construction. Specifically, when the dependent clause is inflected, the tense features of the copula can either be present or past (546). However, when the dependent clause is uninflected (547), all tense and aspect features are realized by the copula. Sentence (547b) is ungrammatical because the copula carries present tense features but information on the time of action in the dependent clause is carried by an uninflected verb surfacing as a past infinitive.
 
 
	(546) 
 
	E’ stato il vecchio presidente che si è dimesso. 
 ‘It was the old president that resigned.’

 
	E’ il vecchio presidente che si è dimesso. 
‘It is the old president that resigned.’
 



 
	(547) 
 
	E’ stato il vecchio presidente ad essersi dimesso. 
 ‘It was the old president to have resigned.’

 
	*E’ il vecchio presidente ad essersi dimesso. 
*’It is the old president to have resigned.’




 
We could therefore assume that substitution of the copula with a focalizing pronominal is possible and justified by the secondary role carried out by the copular tense features in inflected cleft sentences.
 
By analyzing the pronominal elements as deictic focus determiners as opposed to thematic subjects, we could account for their presence in prodrop languages and propose a unitary derivation of clefts in overt copula and copula-less languages: regardless of their parametric variation, the copular clause always selects an expletive subject as its external argument. In copula-less clefts, a further step involves the presence in the derivation and lexical array of a focussed pronominal element anchoring the sentence and probing movement of the clefted constituent to a focussed projection hosting the pronominal element.
 
This line of reasoning is not too distant from some proposals advanced to derive copula-less clefts in the languages illustrated above: for Haitian Creole, Déprez (2003) suggests se to be a licenser of predication (of either the copula or the expletive) a proposal similar to Tang’s when she claims a licenser is needed to anchor the sentence in the absence of tense.
 
Tang’s proposal would also be able to account for the complementary distribution of Haitian Creole se with TMA: in the absence of temporal marking, the pronominal element licenses the sentence by anchoring it.
 
As for Russian, King (1993) proposes that èto occupies the specifier of a focus phrase and the clefted constituent its complement. According to King, the clefted constituent is moved within the focus phrase receiving a focussed interpretation by sitting adjacent to èto.
 
Finally, if we assume GAP, the dual pronominal and copular nature of elements like Haitian Creole se and Hebrew ze, might be reconciled with their being the same syntactic element carrying out different functions, rather than two distinct homophonous syntactic objects. They are nominal elements surfacing in copula-less clefts as focus markers and pronominal copulas in predicate nominal sentences, as in the Hebrew sentence in (548).
 
 
	(548) 
[image: e9781501510373_i0305.jpg]
 



 
 More evidence for the structural position of these pronominal elements, and thus for their syntactic role, may arise when looking at clefts in head-final copula-less languages like Italian Sign Language: we expect such pronominals to precede the clefted constituent if they are the thematic subjects of the copular clause and to follow it if they are focus markers, namely heads, selecting the clefted constituent as their complement. The following chapter will be, therefore, devoted to illustrating the data on what is claimed to be the equivalent of cleft constructions in Italian Sign Language and proposing an analysis of LIS clefts in view of the discussion outlined here.

 
7.6. Summary
 
The present chapter has attempted to isolate and illustrate the core features of cleft constructions, concentrating on what is shared cross-linguistically and maintaining a largely atheoretical approach (§ 7.1). The two main analyses of the syntax of clefts proposed for spoken languages, the extraposition and the expletive analyses, have been discussed (§ 7.2) with reference to the implementations provided by, Percus (1997) and Kiss (1998) respectively. The advantages and disadvantages of each proposal have been outlined.
 
The structural representation of clefts has further been enriched by Belletti’s (2008) cartographic proposal suggesting, within the expletive analysis, a fine-grained representation of subject and non-subject clefts (§ 7.3).
 
In order to better capture the syntactic nature of cleft constructions, § 7.4 concentrated on the differences between root left peripheral focalization and focalization of clefted constituents within clefts.
 
Finally, § 7.5 illustrated clefts in a subset of languages to which LIS belongs, namely, pro-drop languages with a covert copula. The description has revealed a common feature, namely the presence of a nominal element introducing the construction syntactically, and semantically referring to the clefted constituent. Tang’s proposal of GAP (Generalized Anchoring Principle) has been advocated to support the notion that, in copula-less clefts, the presence of a nominal focussing element is required to anchor the sentence and carry out the syntactic functions of the covert copula.
 
In the next chapter, the properties displayed by the LIS equivalent of cleft constructions will be illustrated and compared against the data and analyses discussed in this chapter.

 
 

 



Chapter 8
 
An analysis of LIS cleft constructions
 
Introduction
 
 In chapter 6, the sign PE, interpreted as a determiner nominalizing the clause, played a crucial role in the analysis of LIS relative structures as IHRCs, i.e. as relative structures endowed with the necessary nominal features. Here, a different construction is analyzed displaying the presence of the same element. The analysis carried out in this chapter will confirm the determiner-like status of the element PE proposed in chapter 6.
 
The aim of this chapter is to investigate a LIS construction employed by native signers as the equivalent of the English cleft construction and propose an analysis able to derive its syntax given the theoretical background on clefts and the data from world languages discussed in chapter 7.
 
While section § 8.1 presents and describes the data on LIS cleft sentences, in section § 8.2 the properties of the relevant LIS structures are illustrated and discussed. Section § 8.3 presents some as yet unexplored LIS data, discussing their properties and suggesting they might be analysed as the equivalent of LIS pseudocleft constructions.
 
In section § 8.4 I apply the two main approaches, namely Percus’s (1997) implementation of the extraposition analysis and Kiss’(1998) implementation of the expletive analysis, to the LIS data translating the equivalent of cleft constructions. The expletive analysis turns out to be more adequate to account for the data and it is thus adopted. Section § 8.5 summarizes the main findings on the equivalent of LIS cleft constructions.

 
8.1. The LIS data
 
LIS has a focussing construction which I assume to be the functional equivalent of a cleft construction. The relevant structure is composed of a sentence-initial constituent followed by the sign PE213 and a sentence-final clause with a missing constituent, the gap for which corresponds to the constituent occurring sentence-initially. When produced in the neutral space, the initial constituent is co-referential with PE (this is shown in the glosses through 
the use of co-indexation). A further feature characterizing this construction is the presence of the NMMs glossed ‘cleft’ and roughly consisting of raised eyebrows, tension of the eyes and cheeks, and the head leaning forward. The specific cleft-NMMs appear only over the sentence-initial constituent and over PE, upon which it reaches its maximal intensity. After the sign PE has been produced, the cleft-NMMs end abruptly, a pause in the signing stream occurs, and the signer (optionally) blinks. To illustrate, (549) exemplifies the relevant structure.
 
 
	(549) 
[image: e9781501510373_i0306.jpg]



 
 Structures like (549) have been elicited in contexts where a single constituent (or a larger part of the sentence) needs to be assigned particular visibility within the sentence itself either to correct the interlocutor’s claim or to underline part of the sentence. The construction in (549) appears, however, to be different from root left peripheral focussed constituents illustrated in (550) both syntactically, lacking the sign PE, and semantically, receiving a slightly different interpretation.214 The two constructions also exhibit similar but not identical NMMs clearly detectable from native signers although a detailed investigation on the non-manuals marking the two constructions has not been undertaken yet.
 
 
	(550) 
[image: e9781501510373_i0307.jpg]



 
In what follows, I shall investigate the syntactic properties characterizing the structure in (549) in order to verify how the existing theories on clefts are able to account for the LIS data. Following the tradition, I will refer to the sentence-initial constituent as the clefted constituent, and to the sentence-final clause as the cleft clause.

 
8.2. Investigating the properties of LIS cleft constructions
 
8.2.1. The syntactic category of the clefted constituent
 
The clefted constituent may be of different categories:
 
 
 
	a noun phrase (NP), as in (551). 
 
	(551) 
[image: e9781501510373_i0308.jpg]




 
	a pronoun, as in (552). 
 
	(552) 
[image: e9781501510373_i0309.jpg]




 
	a proper name, as in (553). 
 
	(553) 
[image: e9781501510373_i0310.jpg]




 
	an adjectival phrase (AP), as in (554). 
 
	(554) 
[image: e9781501510373_i0311.jpg]




 
	an adverbial phrase (AdvP), as in (555).215 
 
	(555) 
[image: e9781501510373_i0312.jpg]




 
	a complementizer phrase (CP), as in (556). 
 
	(556) 
[image: e9781501510373_i0313.jpg]






 
8.2.2. Is the clefted constituent base-generated or moved?
 
 As illustrated in chapter 7, a crucial difference in the derivation of the two theories of clefts, the extraposition and the expletive analysis, is the reconstruction of the clefted constituent in a cleft clause internal position in the latter but not in the former. The syntactic tests of reconstruction and binding discussed below are therefore applied to the LIS data in order to gather evidence in the direction of either one of the two analyses.
 
 
8.2.2.1. Reconstruction and binding phenomena
 
 The translations provided for sentences (551–556) show that the clefted constituent is interpreted inside the cleft clause in the gap position. As such, the impossibility of a reduplicated form of the constituent appearing in the gap position of the cleft clause is predicted (557).
 
 
	(557) *[MOVIE COMIC]i PEi IX-3 MOVIE LIKE 
*‘It is a comic movie that he/she likes a movie.’


 
More evidence for the interpretation and possible reconstruction of the clefted constituent inside the cleft clause comes from some positive tests on reconstruction and binding phenomena.
 
 

 
a. Quantifier binding
 
 

 
As is generally recognized, in order for a pronoun to co-refer with a quantifier, it must be c-commanded by it. In (558), the (possessive) pronoun appearing inside the clefted constituent is bound by the quantifier in the cleft clause, although not superficially c-commanded by it.
 
 
	(558) 
[image: e9781501510373_i0314.jpg]



 
The co-referentiality of the pronoun with the quantifier in (558) shows that the clefted constituent must have occupied a position lower in the structure, namely a position where it was possibly c-commanded by the quantifier.
 
 

 
b. Extraction out of a relative CP
 
 

 
In (559) the sentence-initial clefted constituent CHILD PE is interpreted inside the relative CP in object position. Since relative clauses are strong islands to the extraction of any constituent, the ungrammaticality of (559) is clear evidence that the clefted constituent has moved from a position inside the relative CP.
 
 
	(559) *[CHILD PE] [YESTERDAY TEACHERi [image: e9781501510373_i0315.jpg] SCOLD PEi] I KNOW 
*’I know it is the children that the teacher that yesterday scolded [image: e9781501510373_i0316.jpg] [image: e9781501510373_i0317.jpg].’


 

 
8.2.2.2. Scope phenomena
 
 a. Negation
 
 

 
The clefted constituent is in the scope of sentential negation appearing inside the cleft clause, as (560) shows.
 
 
	(560) 
[image: e9781501510373_i0318.jpg]
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In (560), negation can scope over the clefted constituent only if it was c-commanded by the negative element in the derivation.
 
 

 
b. Quantifier scope
 
 

 
Quantifiers occurring inside the cleft clause have scope over elements superficially preceding them inside the clefted constituent, as shown in (561–563).217
 
 
	(561) 
[image: e9781501510373_i0319.jpg]


 
	(562) 
[image: e9781501510373_i0320.jpg]


 
	(563) 
[image: e9781501510373_i0321.jpg]



 
The quantifier ALL in (562) and the quantifier EACH in (563) may also be produced inside the clefted constituent, as illustrated in (564) and (565) below. As discussed for relative constructions in chapter 6, the possibility of having quantifiers sitting next to the NP they modify or stranded in a lower position might be taken as evidence for the movement of the constituent modified by the quantifier (thus supporting an expletive analysis). However, it is also possible to view the data in (562–563) and (564–565) as deriving from different constituent structures, although they are semantically 
equivalent. This observation will be clarified when applying the extraposition analysis to LIS clefts in § 8.4.1.
 
 
	(564) 
[image: e9781501510373_i0322.jpg]


 
	(565) 
[image: e9781501510373_i0323.jpg]




 
8.2.2.3. The NMM ‘cleft’
 
 Among the different NMMs acting as the non-manual syntactic correlate of clefts in LIS, we can observe the presence of the same NMMs characterizing extraposed constituents, namely raised eyebrows also found in topics, root left peripheral focussed constituents, extraposed complement clauses, conditional clauses and relative constructions (see chapter 6 for discussion). This fact could be interpreted as evidence for the moved status of the clefted constituent.


 
8.2.3. On the semantic interpretation of the clefted constituent
 
Recall from § 7.4 that following Delahunty (1981) and Graffi (1977), Belletti (2008) suggests that, although presumably occupying a similar structural position which she identifies with the specifier of the high focus position within the CP, clefts and root left peripheral focussed constituents are different in their semantic value: clefts but not left peripheral focalization involve the unique identification and exhaustivity of the constituent in focus. Thus, as opposed to root left peripheral focussed constituents, clefts are not acceptable answers to questions carrying a different presupposition.
 
Diagnostics similar to those illustrated in § 7.4 for Italian are applied to the LIS data to verify whether clefted constituents and root left peripheral focussed constituents are likewise different in their semantic value.
 
Given the context in (566), example (567a) involving root left peripheral focalization and (567b) including a cleft construction are both acceptable answers as they share the same presupposition of the question. On the other hand, the sentence in (567c) involving a plain root left peripheral focalization and displaying a negative quantifier is a good answer to (566) as opposed 
to (567d), a cleft sentence, where the negative quantifier inside the clefted constituent leads to ungrammaticality.
 
 
	(566) It is your birthday. I want to give a dinner party to celebrate, so I try to find out who you would like to invite. I say, ‘Do you want to invite Luca?’
 
	(567) 
[image: e9781501510373_i0324.jpg]



 
 The difference in acceptability between (567c) and (567d) can be accounted for if we suppose that the unique exhaustive identification of the clefted constituent in focus in (567d) disallows focalization of the negative quantifier. The unacceptability of (567d) is furthermore due to the difference in presupposition between the question in (566), presupposing the existence of someone such that the interlocutor wishes to invite him, and the answer in (567d), which does not meet such a presupposition.

 
8.2.4. What is the position of PE?
 
So far, I have assumed that the sign PE belongs to the sentence-initial constituent without having provided any evidence for such an assumption. In (568), the use of time adverbials referring to the predicate of the cleft clause and marking its left periphery clearly confirms that PE belongs to the clefted constituent. Were it otherwise, the time adverbial marking the left boundary of the cleft clause should have preceded rather than followed the sign PE.218
 
 
	(568) 
[image: e9781501510373_i0325.jpg]
 



 
 Moreover, as already pointed out in § 8.1, the spreading of the cleft-NMMs only over the clefted constituent and the sign PE and a signing pause and optional blinking behavior after the sign PE is produced confirm that a syntactic boundary occurs between the sign PE (marking the right periphery of the clefted constituent) and the cleft clause.

 
8.2.5. On the nature of PE
 
In chapter 6, I investigated the presence of the sign PE in LIS relative clauses (and in other contexts), concluding that it carries out the syntactic function of a determiner-like element selecting the head of the relative clause within the relative CP and moving to the C/D position, thus nominalizing the relative CP and endowing it with the necessary nominal features.
 
In the LIS equivalent of cleft constructions, the sign PE also surfaces, apparently carrying out the role of a determiner strongly identifying the constituent it follows.
 
As in other LIS constructions where PE is present, in fact, this sign shares the same distribution of LIS determiners, following the referent it identifies (like heads follow their complements in LIS), as well as a similar morphology by agreeing in space with the referent (present either in the clause or in the discourse context) it is co-referential with.
 
As discussed in § 7.2, the cleft clause of many European and Asian languages is introduced by the same relative pronouns and complementizers marking relative clauses.
 
By exhibiting the same element both in relative clauses and in cleft sentences, LIS behaves similarly to many spoken languages, thus suggesting we may indeed be dealing with a complex structure different from plain root left peripheral focus. In a similar way, other sign languages like Turkish Sign Language and American Sign Language employ the same (nominal) element both in relative and in cleft constructions (see Kubuş 2011b and Galloway 2012 respectively).
 
According to the proposals advanced in the literature to derive clefts, sketched out in § 7.2, there are two possibilities: PE carries out the same syntactic role in both structures since the cleft clause is a relative clause (extraposition analysis) or the element surfacing both in LIS clefts and relatives is only superficially the same syntactic object (expletive analysis).
 
Stepping back from LIS and looking at the long-standing debate on the structure of clefts in spoken languages, we might turn to Italian and assume alongside Belletti (2008) that the complementizer che (‘that’) introducing the 
cleft clause is the expression of the Fin head, while when introducing declarative sentences, che is the expression of the Force head. We could then further postulate that che in clefts also differs from che in relative clauses through the expression of two different heads within the left periphery, only superficially homophonous, a possibility which remains to be investigated. What I can simply say here is that the Italian cleft and relative sentences illustrated respectively in (569) and (570) below display the same complementizer che (‘that’). However, the two types of sentences differ in the positions allowed for topic constituents. If we look at (569) and (570), we observe that topics are allowed both before and after the clefted constituent and the dependent relative clause; however, they are allowed before the complementizer introducing the cleft clause (569c) but not before the complementizer introducing the relative clause (570d). These facts have traditionally received the explanation that, while the head of a RRC and its relative clause form a constituent and nothing can be inserted inside a constituent, the clefted constituent and the cleft clause do not form a constituent. An alternative way to explain the data (not necessarily in opposition with the former observation) could be to suppose that the complementizer of clefts and the complementizer of (restrictive) relative clauses are not exactly the same syntactic element and that, as such, they might occupy different structural positions. One consequence of this line of reasoning would be to suppose that clefts are not true relative clauses.
 
 
	(569) 
 
	Federico dice che è il premio che riceverà dai delegati. 
 ‘Federico says that it is the prize that he will receive from the delegates. ’

 
	Federico dice che, dai delegati, è il premio che riceverà. 
‘Federico says that, from the delegates, it is the prize that he will receive.’

 
	Federico dice che è il premio, dai delegati, che riceverà. 
‘Federico says that it is the prize, from the delegates, that he will receive.’



 
	(570) 
 
	Federico dice che il premio che riceverà non è gradito ai delegati. 
‘Federico says that the prize that he will receive is not appreciated by the delegates.’

 
	Federico dice che il premio che riceverà, ai delegati, non è gradito. 
‘Federico says that the prize that he will receive, by the delegates, is not appreciated.’
 

 
	Federico dice che, ai delegati, il premio che riceverà non è gradito. 
 ‘Federico says that, by the delegates, the prize that he will receive is not appreciated.’

 
	*Federico dice che il premio, ai delegati, che riceverà non è gradito. 
*’Federico says that the prize, by the delegates, that he will receive is not appreciated.’




 
The following section shall investigate the syntactic properties of the cleft clause in LIS, particularly whether it can be analyzed as a relative clause.

 
8.2.6. Is the cleft clause a relative clause?
 
As we have seen in § 7.2.1, according to the extraposition analysis, the cleft clause of a cleft construction is a RRC with a null head. Here, I will try to determine whether this theory can account for the data displayed by LIS cleft constructions. One way to verify whether the cleft clause corresponds to a relative CP in LIS is to compare a LIS relative construction with the equivalent of a LIS cleft clause. In order to do so, let us consider the sentences in (571) and (572), a relative and a cleft respectively.
 
 
	(571) 
[image: e9781501510373_i0326.jpg]


 
	(572) 
[image: e9781501510373_i0327.jpg]



 
Focussing on the similarities between (571) and (572), the comparison we should try to draw is between the sentence-initial clause of (571), DOG CAT CHASE PE, i.e. the relative CP of a LIS relative construction, and the sentence-final clause of (572), PAOLOk IXk THROW-AWAY, i.e. the cleft clause of a LIS cleft construction. Three facts about the cleft clause in (572) appear immediately evident when comparing the two sentences: 


 
	it lacks the sign PE;
 
	it lacks the relevant non-manuals marking relative structures in LIS;
 
	it lacks an (overt) internal head.

 
 
 Point 3 is not crucial for excluding a relative clause analysis. At first sight, the sentence in (572) could appear as a relative clause whose head (CAKE), together with the sign PE, has been extracted from the RC PAOLOk IXk THROW-AWAY. In other words, it could be an instance of an EHRC, as shown in the derivation in (573).
 
 
	(573) 
 
	PAOLOk IXk [CAKEi PEi] THROW-AWAYi
 
	[CAKEi PEi]j PAOLOk IXk [[image: e9781501510373_i0328.jpg]]j THROW-AWAYi



 
Hence, points 1 and 2 could follow from the extraction of the relative head from the cleft clause. However, recall that the extraposition analysis proposes that the cleft clause has a null head. A major problem with the analysis sketched in (573) regards the possibility of uttering the cleft clause in (572) in isolation, an ungrammatical option for a relative dependent clause, contrary to evidence.
 
 
	(574) PAOLOk IXk THROW-AWAYi 
‘Paolo threw (it) away.’


 
Further evidence against the proposal to consider the cleft clause in (574) as a relative clause comes from the grammaticality of the LIS sentence in (575) showing that the cleft clause does not have the categorial status of relative CPs, i.e. it is not a (complex) DP. As (575) shows, extraction of a wh-element from the cleft clause is allowed, thus suggesting that its categorial status is that of a simple CP, not a DP.
 
 
	(575) 
[image: e9781501510373_i0329.jpg]





 
8.3. Pseudocleft constructions in LIS
 
Interestingly, LIS exhibits a structure that seems to be the equivalent of a pseudocleft construction. It superficially displays a sentence-initial dependent clause with a wh-phrase marking its right periphery and specific NMMs extending over the clause (here simply glossed ‘re’ for ‘raised eyebrows’) and a sentence-final constituent interpreted as the equivalent of the wh-constituent surfacing in the sentence-initial clause.
 
 
 
	(576) 
[image: e9781501510373_i0330.jpg]



 
 The literature on spoken languages is divided as to the interpretation of sentences like (576). There are two competing theories: the ‘answer-question pair’ theory (Ross 1972; Schlenker 2003, a.o.) suggests viewing the construction as formed of a concealed question and an elided answer, and the ‘revisionist’ theory (Sharvit 1999, a.o.) claims that it is a complex construction made of a dependent free relative clause referring to an event or entity equated via the copula to a postcopular phrase.
 
Although I must postpone a detailed analysis of the LIS construction in (576) to future work, I would like to suggest that its structure is very similar to that of LIS clefts analyzed in this chapter.
 
More specifically, there appears to be evidence that the structure in (576) is different from rhetorical questions and from question-answer pairs, suggesting it may be rather analyzed as a complex construction formed of a sentence-initial dependent free relative clause equated via a covert copula to the postcopular phrase, in accordance to the ‘revisionist’ theory.
 
A first piece of evidence against an interpretation of (576) as a question-answer pair is provided by the non-manuals marking the structure involving raised eyebrows, tensed eyes and cheeks and the head leaning forward, very different from the NMMs of genuine wh-questions in LIS involving lowering of the eyebrows and a frown but very similar, in fact, to the non-manuals marking clefts and (free) relatives (see Branchini 2009 for an analysis of LIS free relative clauses).
 
A possible objection to this argument (see Davidson et al. 2008b for ASL219) is that the NMMs exhibited in (576) are different from the non-manuals marking direct questions because the examples in (576) are actually indirect questions. Notice, however, that genuine indirect wh-questions in LIS exhibit the same NMMs as direct wh-questions, as illustrated in (577).
 
 
	(577) 
[image: e9781501510373_i0331.jpg]
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A second piece of evidence is provided by the impossibility of producing the sentence-initial clause in (576a) in isolation, as shown by the ungrammatical sentence in (578), as opposed to the possibility of uttering the sentence-final indirect questions in (577), as shown by the grammatical output in (579). Similarly, it is not possible to utter in isolation the sentence-initial clause of a free relative clause (580b) (see Branchini 2009).
 
 
	(578) 
[image: e9781501510373_i0332.jpg]


 
	(579) 
[image: e9781501510373_i0333.jpg]


 
	(580) 
[image: e9781501510373_i0334.jpg]



 
A third piece of evidence comes from the unfeasibility of the wh-phrase of sentences such as (581a) pied-piping an NP (581b), unlike wh-questions (582b) and free relative clauses (583b).
 
 
	(581) 
[image: e9781501510373_i0335.jpg]


 
	(582) 
[image: e9781501510373_i0336.jpg]


 
	(583) 
[image: e9781501510373_i0337.jpg]
 



 
 Finally, the LIS equivalent of pseudocleft constructions uses the same set of wh-phrases employed by LIS free relative clauses, which happens to overlap with the wh-phrases in wh-questions (contrary to Branchini 2009). The sentences equivalent to pseudocleft constructions have been elicited with the wh-signs meaning ‘who’, ‘what’, ‘which’, ‘when’, ‘where’, ‘how’, ‘why’ and ‘how many’.
 
If the evidence briefly discussed here is on the right track and the construction in (576) can be analyzed as a pseudocleft along the lines outlined above, the presence of cleft constructions in LIS is very likely and their interpretation as copular clauses receives further confirmation.

 
8.4. Analyzing LIS clefts
 
The LIS data presented in § 8.2 point to some interesting properties of the LIS equivalent of clefts which can be summarized in the following statements:
 
 
	the clefted constituent can belong to any syntactic category and it is succeeded by an element (PE) which seems to act as a focalizing determiner following the clefted constituent and spatially agreeing with it;
 
	the sign PE belongs to the sentence-initial constituent/clause;
 
	the clefted constituent and the sign PE are marked by specific NMMs similar to those characterizing relative structures and extraposed constituents;
 
	the clefted constituent shows reconstruction effects suggesting that it is not base-generated in its superficial position but, rather, that it has been moved there from a lower structural position within the cleft clause;
 
	the cleft clause does not seem to be endowed with the nominal features characterizing (complex) DPs.

 
The evidence gathered on LIS clefts apparently shows properties characterizing both approaches to cleft constructions: the extraposition and the expletive analysis. More specifically, the determiner nature of the element PE seems to confirm the claim advanced by the extraposition analysis that clefts are introduced by a contentful determiner, rather than by an expletive subject. On the other hand, reconstruction effects of the clefted constituent inside the cleft clause and the lack of nominal features of the latter are evidence that seem to support the expletive analysis.
 
 
Therefore, LIS clefts might potentially be derived by applying both theoretical approaches to them. In what follows, I will try to interpret the LIS data in the light of the two competing theories and verify what analysis fits best.
 
8.4.1. An extraposition analysis: applying Percus’s (1997) implementation to LIS clefts
 
 In trying to apply the extraposition analysis to the LIS equivalent of clefts, I shall consider the specific implementation proposed by Percus (1997) and illustrated in § 7.2.1.
 
Percus’s analysis capitalizes on three main claims: 


 
	clefts are copular sentences;
 
	the clefted pronoun, subject of the copular sentence, is a definite description consisting of a contentful determiner and a null head modified by a relative clause;
 
	the cleft clause is the relative clause modifying the clefted pronoun and the null head, and it is extraposed to a sentence-final position.

 
In order to apply to LIS the analysis proposed by Percus, we should find evidence for the main features characterizing his proposal.
 
Recall from chapter 6 that LIS relatives are IHRCs and that their relative CP is characterized by the following distinctive features: 


 
	the sign PE, a determiner selecting the relative CP;
 
	specific NMMs associated with the sign PE and spreading over its c-command domain.

 
As appears from the data illustrated in § 8.1, both features are present in the LIS equivalent of clefts. In § 8.2.6, while trying to verify if LIS cleft clauses were relative CPs, I drew a comparison between the relative CP of a relative construction and the cleft clause of a cleft construction. Under Percus’s analysis such comparison does not hold anymore since we are in the presence of an extraposed relative clause, the main components of which may be separated within the cleft construction. In § 8.2.6 we concluded that the cleft clause of a LIS cleft construction does not have the properties of a relative clause, a conclusion that might have been influenced by the extraposed status of the cleft clause. We need to verify whether, under Percus’s analysis, the cleft clause might indeed display the properties of an extraposed relative clause.
 
 
By applying Percus’s proposal to the LIS sentence in (572) reproduced below as (584),221 we obtain the underlying structure sketched in (585a).
 
 
	(584) 
[image: e9781501510373_i0338.jpg]


 
	(585) 
[image: e9781501510373_i0339.jpg]



 
 In (585a), the copular sentence (with a covert copula) takes a complex DP with a null head as its subject and the clefted constituent as its internal argument.
 
As has been assumed for relative clauses in LIS, the sign PE acts as a determiner originating next to the (null) head within the relative CP and raising to the D° position, thus endowing the relative CP with the necessary nominal features. At this stage, extraposition of the relative CP to a sentence-final position applies, as shown in (585b).222
 
 
	(585) 
[image: e9781501510373_i0340.jpg]
 



 
 This, however, cannot be the whole story for LIS. The superficial structure of the sentence in (584) must be obtained by moving the post-copular constituent to a sentence-initial position. I assume that such a position is the specifier of the determiner selecting the extraposed relative clause. The last stage of the derivation is illustrated in (585c).
 
 
	(585) 
[image: e9781501510373_i0341.jpg]



 
The structure in (585c) provides us with the correct linear order of the elements and apparently accounts for some properties of LIS clefts, including: 


 
	the determiner-like status of PE;
 
	the lack of nominal features of the extraposed relative clause which moves as a simple CP and, by adjoining to IP, is outside the c-command domain of the determiner selecting it;
 
	the lack of the relevant NMM over the relative CP (accounted for by the point above);
 
	the NMM extending only over the DP projection;223
 
	the reconstruction effects of the clefted constituent in a lower position. Although it is not c-commanded by the cleft clause in underlying structure, one may follow Percus (1997) who shows that the same binding and scope phenomena are exhibited by copular sentences;
 
	the fact that the element PE belongs to the sentence-initial constituent;
 
	the possibility for all kinds of post-copular constituents and clauses to be raised to a specifier position and thereby promoted to the role of heads of the cleft clause.
 

 
 The analysis sketched above also provides a unifying account for the use of PE in both relative constructions and clefts. Note, however, that contrary to Percus’s derivation where the determiner of the English relative clause is externally merged, in LIS the movement of the cleft clause to the right edge of the sentence is an instantiation of remnant movement as the determiner PE has previously raised from the cleft clause.
 
Moreover, unlike English, LIS would not require the operation of morphological transformation of the determiner. In this respect, the use in LIS of the same determiner in both relative structures and clefts would provide evidence that the status of the clefted pronoun is like that of a determiner selecting the relative clause.
 
It is interesting to note that in LIS, the question in (586) may be answered as in (587a) or (587b). These answers are semantically equivalent.
 
 
	(586) 
[image: e9781501510373_i0342.jpg]


 
	(587) 
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Of course the sentence in (588) can also be a possible answer to the question in (586), but, as opposed to (587a) and (587b), (588) does not carry the same focus presupposition.
 
 
	(588) MARIAi PAOLOk iLIKEk 
‘Maria likes Paolo.’


 
The equivalence between (587a) and (587b) suggests that an analysis similar to the one Percus proposes for English might be extended to LIS.
 
As already mentioned in § 7.2.1, an analysis of clefts along the lines proposed by the extraposition analysis associates clefts with pseudocleft constructions. Under such a proposal, both constructions are copular sentences characterized by a sentence-initial relative clause lacking an overt head, a determiner selecting the relative clause, a copula and a constituent/ clause equating to the missing head.
 
 
The LIS data provide evidence for a possible unifying analysis of the two structures. Consider the sentence in (589a), the LIS equivalent of a cleft, and in (589b), which is what I suggest to be the LIS equivalent of a pseudocleft.
 
 
	(589) 
[image: e9781501510373_i0344.jpg]



 
 As with (589a), the sentence in (589b) might be analyzed as a copular clause taking the complex DP headed by the wh-element as its external argument and the AdvP tomorrow as its internal argument. The internal argument would equate to the null head or, in Davidse (2000) terms, it would represent the value of the variable contained in the relative clause.
 
If we analyze the sentence-initial clause of (589b) as a relative construction, we would expect to find the determiner PE selecting the relative CP. However, some LIS data seem to hint at the incompatibility of the determiner PE with wh-elements.
 
This is an observation that seems to be confirmed by what I suggest to be the LIS equivalent of a free relative clause, illustrated in (590).
 
 
	(590) 
[image: e9781501510373_i0345.jpg]



 
Under Percus’s analysis, the LIS data on quantifier scope in clefts may also receive an explanation. Recall that two different positions for quantifiers are attested in clefts, as reproduced in the sentences in (591) below.
 
 
	(591) 
[image: e9781501510373_i0346.jpg]



 
Under the proposed analysis, the quantifier ALL may be assumed to generate inside different constituents within the two sentences: in (591a) it modifies 
the null head thus generating inside the cleft clause, while in (591b) it modifies the clefted constituent, generating as its modifier. The fact that the two sentences receive the same interpretation, although the quantifier generates inside different constituents, may be due to the semantic equation of the clefted constituent with the definite description via the copula.
 
Notwithstanding the many advantages of Percus’s implementation for the analysis of the LIS data, the structure proposed in (585) does raise some problems such as: 


 
	the movement of the clefted constituent to the specifier of the subject of the copular clause;
 
	the lack of constituency between the clefted constituent and PE.

 
 As for point a, two main questions are raised: 


 
	what is the trigger of such movement?
 
	does it qualify as a licit movement?

 
In order to answer question 1, it may be assumed that the movement of the clefted constituent to the specifier of PE is triggered by the need for the determiner PE to agree with an overt head. This is a requirement that might be modality-specific since in LIS (and probably other sign languages), the determiner-like element (PE) always requires a referent, either physically present or mentioned in the discourse context, to agree with. The copular internal argument qualifies as the only available antecedent-like syntactic item, which, via the copula, is semantically equated to the null head. However, such an explanation does not seem to constitute a strong argument.
 
As for question 2, the movement of a complement inside a subject appears very dubious.
 
The lack of constituency between the clefted constituent and PE observed in point b also appears suspicious. Given the structure in (585c), a whole clause (the cleft clause) separates the two syntactic elements that do not form a constituent. Some facts, however, seem to indicate their constituency: 


 
	they show spatial agreement;
 
	their linear order: as LIS is a head-final language, PE follows the clefted constituent as any (determiner) head follows its complement;
 
	the NMMs spreading over both elements and marking them as a syntactic unit.
 

 
 Having analyzed the LIS data in the light of Percus’s implementation within the extraposition analysis, let’s now turn to the alternative and try to interpret the same data within the expletive analysis.

 
8.4.2. An expletive analysis: applying Kiss’s (1998) implementation to LIS clefts
 
 Within the expletive analysis, we could capture the intuition that clefts derive from their unclefted counterparts, by proposing the sentence in (572), repeated here as (592), to derive from the underlying structure represented in (593a).
 
 
	(592) 
[image: e9781501510373_i0347.jpg]


 
	(593) 
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Under such an analysis, the LIS equivalent of a cleft construction derives from a simple proposition where the clefted constituent occupies its base position inside the cleft clause, filling the gap of the missing constituent. According to this proposal, the sign PE may originate as an emphatic determiner selecting the clefted constituent within the cleft clause. The superficial structure is thus obtained by moving the clefted constituent and the determiner PE to a sentence-initial marked position (perhaps to Spec, FocP) in order to be assigned prominence (593b).
 
 
 
	(593) 
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 This interpretation is consistent with both the reconstruction effects exhibited by the clefted constituent and with the NMMs characterizing extraposed constituents in LIS clefts.
 
At this point of the derivation, the expletive analysis prescribes that a copula selects the dependent CP (the cleft clause) and that an expletive element (the clefted pronoun) occupies the copular subject position.
 
However, being that LIS a null subject language with a covert copula, we are not able to provide direct evidence for the presence of a copular clause selecting the cleft clause. Its presence should be simply assumed. Under these circumstances, we might opt for the minimal assumption and depart from the expletive analysis by supposing no copular clause above the cleft clause.
 
The interpretation of LIS clefts sketched in (593) differs from the structure assigned to clefts under the expletive analysis in two respects: 


 
	there is no copular clause selecting the dependent CP;
 
	the cleft clause is not a dependent CP. It is a simple proposition with a gap in place of the extraposed constituent moved to the higher layer of the FocP, very much like the structure of plain root left peripheral focalization.

 
 
 However, in § 8.2.3, I have provided evidence in LIS for the difference in semantic value between a clefted constituent and a focussed constituent in plain root left peripheral focalization, pinpointed in the unique identification of the constituent in focus and in a presupposition of existence of the former but not the latter. It is therefore reasonable to assume that LIS clefts are complex structures very much like clefts in spoken languages exhibiting a copular clause selecting the cleft clause.
 
Indirect evidence for the presence of a copular clause selecting the cleft clause and for the dependent status of the latter can be provided by the co-occurrence of focussed and topicalized constituents in LIS cleft constructions.225
 
 
	(594) 
[image: e9781501510373_i0350.jpg]



 
If we assume Rizzi’s (1997) cartographic approach to the left periphery, the presence in LIS of (a) focussed or topic constituent(s) above the FocP hosting the moved clefted constituent under the derivation sketched in (593) is problematic. If, on the other hand, we assume the presence of a copular clause above the cleft clause, the co-occurrence of focussed and topicalized constituents above the clefted constituent would follow directly from the presence of the copular clause: in this case distinct structural positions would be available to host the clefted constituent and topicalized and focussed constituents, namely, the cleft clause left periphery and the copular clause left periphery.
 
Let us then turn to the assumption that a copular clause selects the CP of the cleft clause in the spirit of Kiss (1998).
 
In the LIS equivalent of clefts, the presence of a copular clause selecting the cleft clause may be easily derived by assuming the presence of a covert copula. At this stage, the candidate to fill the subject position of the copular clause cannot be the element PE as it lacks two crucial properties: (i) it is not an expletive element226 and (ii) it does not superficially occupy a subject position.
 
 
If PE were a (expletive) subject, its structural position would be sentence-initial, which is the non-marked position for subjects in LIS. Its superficial position after the clefted constituent with which it forms a syntactic unit, instead, resembles the position of heads selecting a complement. In accordance with the expletive analysis, I will assume that the subject of the copular clause in LIS clefts is an expletive null subject. This option is illustrated in (595).
 
 
	(595) 
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 We are now able to compare the LIS data with the data on clefts in null subject languages with a covert copula illustrated and discussed in § 7.5. Recall that the languages taken into consideration, Russian, Haitian Creole and Hebrew, featured the presence of a pronominal element preceding the clefted constituent. Evidence has been presented in these languages demonstrating that these pronominals are not expletives, but contentful determiners, and some proposals have been advanced suggesting that they are focus markers sitting within the FocP. An alternative option is to consider them the thematic subject of the copular clause.
 
In this sense, head-initial languages do not provide evidence for their structural position as, in either case, they precede the clefted constituent.
 
 
 Recall that § 7.5 closed with the aim of looking at clefts in head-final copula-less languages displaying a pronominal element adjacent to the clefted constituent to clarify its structural position.
 
When observing the data on LIS clefts we find a striking similarity, namely the presence of a contentful determiner, PE, overtly marking the clefted constituent. Since LIS is a head-final language, evidence is provided for its structural position: if the pronominal preceded the clefted constituent it would be evidence that it occupies the subject position of the copular clause, while if it followed the clefted constituent it would be instead evidence that it occupies a head position, as heads always follow their complements in LIS. As illustrated, the LIS data on clefts provide evidence for the second analysis: I will interpret the LIS data by assuming that PE is a focus marker occupying a head position.
 
LIS is a language displaying bare nominals without an overt D head, behaving like Chinese in allowing copula-less sentences. By applying Tang’s (2001) GAP proposal to clefts, we may assume that in complex focussed structures, due to the lack of an overt copula, LIS requires an overt focus marker to ‘rescue’ the construction and anchor the sentence, triggering movement of the clefted constituent to the left periphery, thus extending to LIS the discussion on null subject languages with a covert copula.
 
Within this analysis, the most straightforward proposal would be to assume that PE occupies the head of the FocP or of the copular IP where the +foc feature is located. The clefted constituent, endowed with the uFoc feature, would be attracted in the specifier of FocP to check the +foc feature. In this way, the sentence would be endowed with the necessary focalizing feature, able, in the absence of tense, to anchor the sentence and provide the necessary focussed interpretation.
 
However, in LIS, this proposal raises a major problem: because LIS is a head-final language, the proposed derivation would not provide the correct linearization osberved in the data. If PE were the head of the FocP or copular IP, it would linearly follow the cleft clause and not be adjacent to the clefted constituent, contrary to evidence. A further issue this derivation might raise is a labelling conflict. The internal or external merging of the determiner PE into the head of the copular IP would relabel the structure (see Cecchetto and Donati 2010), modifying the syntactic category of the IP and turning it into a DP in a similar way as what happens in the derivation of LIS relative clauses, thus turning the structure into a complex DP, contrary to the syntactic category of (LIS) clefts.
 
Given the linearization and labelling problems raised by merging PE into the FocP/IP head position of the cleft construction, I assume PE to be the  
head of an XP merged to a specifier position, namely to Spec, FocP. More specifically, in order to capture the constituency properties of the clefted constituent and the focus marker PE, I assume PE to be the head of an adverbial focus phrase taking the clefted constituent as its complement. Under this proposal, PE is a deictic focus determiner expressing the meaning of ‘exactly, precisely’ focussing the clefted constituent it selects.
 
The issue is now whether PE is externally or internally merged in Spec, FocP. There are two possible scenarios: (i) PE is the head of an adverbial focus phrase sitting in the specifier of FocP triggering movement of the clefted constituent from a position internal to the cleft clause; (ii) PE is the head of an adverbial focus phrase occupying a position internal to the cleft clause, i.e. the base position of the clefted constituent which PE takes as its complement, and movement of the whole AdvP to Spec, FocP is triggered by the uFoc feature PE is endowed with.
 
If we consider the scenario sketched in (i) and represented in (596), movement of the clefted constituent in the complement of the AdvP within the specifier of FocP looks rather problematic both because the target position is ‘nested’ and because movement of the clefted constituent would be triggered by an element not c-commanding it.
 
 
	(596) 
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 We therefore discard this possibility, concentrating instead on (ii).
 
In this alternative scenario, the adverbial focus marker PE originates inside the cleft clause selecting the clefted constituent. The focus feature that PE is endowed with triggers movement of the AdvP to the specifier of FocP to check the +foc feature in the head of FocP in a Spec-Head relation. The proposed derivation is given in (597).
 
 
	(597) 
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The structure in (597) derives straightforwardly: 


 
	the dependent status of the cleft clause, which in LIS does not exhibit the features of a relative CP;
 
	the constituency of PE and the clefted constituent;
 
	the cleft-NMMs spreading over the clefted constituent and over PE;
 
	the fact that the clefted constituent can belong to any syntactic category;
 
	the scope and binding reconstruction effects exhibited by the clefted constituent;
 
	the compatibility of cleft constructions with foci and topics.
 

 
 The derivation sketched in (597) is able to capture the striking correspondence between the data on clefts in LIS, a head-final language, and in head-initial spoken languages with a null copula: both feature the presence of a focalizing marker selecting the clefted constituent. Their specular linear order follows directly from the head-complement parameter of the two types of languages.
 
The analysis of (LIS) clefts as being like copular constructions that due to the lack of an overt copula exhibit a deictic focus determiner marking the clefted constituent, might be able to explain in alternative ways the presupposition of clefts, i.e. the existential and exhaustiveness condition, the fact that clefts are definite descriptions expressing the uniqueness of the referent.
 
Summing up, the LIS data on clefts and the data on null subject languages with a covert copula illustrated in § 7.5 receive a unifying explanation if we assume that cleft constructions are copular sentences selecting an expletive subject and a dependent CP as their complement. Within the dependent CP, a constituent, namely the clefted constituent, is selected by a focus marker (which is overt in languages with a covert copula, and perhaps covert in languages with an overt copula) strongly marking it and triggering movement of the whole constituent to Spec, FocP to check the uFoc feature that the focus marker is endowed with. A desirable result of the proposal is that it does not require an ad hoc derivation for copula-less languages and for those displaying an overt copula.
 
In some way, this proposal may be taken as an attempt to reconcile the two approaches to clefts, the expletive and the extraposition analyses, by assuming the presence of both an expletive subject and a functional element in the form of a focussed determiner sitting next to the clefted constituent and endowed with the necessary focus features.


 
8.5. Summary
 
This chapter has investigated what I claim to be the LIS equivalent of cleft constructions.
 
In § 8.1, I presented the LIS data while in § 8.2 I discussed some properties characterizing the LIS equivalent of clefts. Evidence has been provided for the following syntactic properties displayed by LIS clefts: (i) the clefted constituent can belong to different syntactic categories; (ii) scope and binding phenomena have demonstrated that the superficial position of the clefted consituent is derived through movement from a position internal to the cleft clause; (iii) LIS clefts differ from plain root left peripheral focalization in 
 their semantic value involving the unique identification and exhaustivity of the clefted constituent; (iv) the marker PE forms a constituent with the element in focus, generating a focussed interpretation; and (v) the cleft clause does not have the syntactic properties of a relative CP.
 
Section § 8.3 introduces some new data on what appears to be the LIS equivalent of pseudocleft constructions, showing that they cannot be interpreted as rhetorical questions, as proposed by the ‘question in disguise’ theory on pseudoclefts. Rather, they show properties allowing an interpretation as complex constructions made of a sentence-initial dependent free relative clause equated via a covert copula to the postcopular phrase, as proposed by the ‘revisionist’ theory.
 
In § 8.4, the extraposition and the expletive analyses are applied to the LIS data. Within the extraposition analysis, Percus’s (1997) implementation, although deriving some properties displayed by LIS clefts, appears to contain crucial structural problems. By applying to LIS clefts Kiss’s (1998) implementation of the expletive analysis, the LIS data receive a more satisfactory account. I propose that LIS clefts are copular sentences taking an (null) expletive pronominal as their subject and a dependent clause as their complement. A constituent internal to the dependent clause is selected by a deictic focus determiner (PE) and moved with it to the specifier of the FocP. Movement of PE and of the clefted constituent to the left periphery of the dependent clause is triggered by the uFoc feature PE is endowed with and by the need to check the +foc feature located in the head of the FocP in a Spec-Head relation.
 
The data on the LIS equivalent of clefts fit in with the paradigm of clefts exhibited by spoken null subject languages with a covert copula, providing further evidence in support of the expletive analysis. Moreover, the analysis proposed to derive LIS clefts is amenable to application to other spoken and signed languages and to tentative reconciliation of the two main analyses on clefts in the literature by proposing the presence of both an expletive subject and of a contentful deictic focussed pronominal marking the clefted constituent.


 



Conclusions
 
 This work has investigated the syntax of Italian Sign Language in the domain of relativization and clefting.
 
Firstly, following the seminal study by Cecchetto et al. (2006), I have analyzed a LIS construction functionally dedicated to expressing relativization.
 
At first sight, the LIS construction equivalent to relative clauses seems to be compatible with two analyses: a correlative and an internally headed analysis. A deeper investigation, however, has revealed that LIS relatives belong to the syntactic typology of internally-headed relative clauses because: (i) the relative CP has a nominal status; (ii) when moved, it shows reconstruction effects inside the matrix CP; and (iii) when the relative CP is fronted or extraposed, the nominal position associated with the head of the relative clause within the matrix CP is a trace. While exhibiting the properties of IHRCs, LIS relatives have provided interesting evidence suggesting a derivation that differs from the one proposed in the literature for this syntactic typology. The nature of the sign PE as a determiner and its movement from an adnominal position next to the head of the relative clause to the left periphery of the relative CP have suggested a structural analysis where PE moves from a CP internal position to the C° position. Being a D head, PE projects endowing the clause with the necessary nominal features determining its nominal distribution. Such derivation closely resembles Donati’s (2000, 2006) proposed derivation of free relatives. LIS relatives have thus been shown to exhibit properties belonging to different syntactic typologies, indicating a closer syntactic relation holding between the different relative types. Furthermore, the derivation suggested for LIS relatives has the welcome outcome of structurally accounting for the interpretive differences of EHRCs and IHRCs (see Shimoyama 1999) by providing a different LF representation for the two structures.
 
The proposal advanced to derive LIS relatives has been tentatively applied to typologically unrelated languages displaying IHRCs and superficially exhibiting properties similar to LIS relatives.
 
The work has also analyzed the LIS data for the three semantic interpretations available to relative clauses, namely, a restrictive, non-restrictive and maximalizing interpretation. Some tests associated with a restrictive versus non-restrictive reading have been applied to LIS relatives uniformly yielding the properties of restrictive relatives. These results have been confirmed by further investigation aiming at testing LIS relatives for properties associated with a restrictive versus maximalizing interpretation. It has thus been proposed that LIS relatives display all the properties of restrictive IHRCs.
 
 
 The equivalent of cleft constructions in Italian Sign Language have been analyzed in the third part of the book.
 
The relevant structure also features the presence of PE, the same element displayed by LIS relative clauses. In LIS cleft constructions, PE sits next to the clefted constituent focalizing it. Investigation on the properties of LIS clefts leads to a proposed analysis consistent with the expletive approach. Evidence for an expletive analysis comes from some facts on binding, reconstruction and scope, testifying the moved status of the clefted constituent. I have thus proposed that the equivalent of LIS clefts are copular sentences with a null expletive subject and a covert copula selecting a dependent sentence out of which a constituent has been moved. Within the cleft clause, I suggest that the clefted constituent is selected by a focus determiner (PE) occupying the head of an Adverbial Phrase. Movement of PE and of its complement is triggered by the uFoc feature PE is endowed with and by the need to check the +Foc feature residing in the head of the FocP in a Spec-Head relation.
 
A crucial difference between relative and cleft structures is that PE is internally merged in a head position (C°) in relative clauses, providing its label to the relative CP via head movement, while it is internally merged to the specifier of FocP in clefts, thus not relabelling the structure.
 
The presence of a focalizing functional element sitting next to the clefted constituent is also observed in some null subject languages with a covert copula, such as Russian, Haitian Creole and Hebrew.
 
By applying Tang’s (2001) GAP proposal to clefts, I propose that the appearence of focalizing deteminers in copula-less languages is due to the lack of the copula carrying out a focalizing function in clefts. The focalizing determiners observed in copula-less languages are able to rescue the construction by anchoring the sentence and by triggering movement of the clefted constituent to a focalized position in the left periphery of the sentence.
 
The proposal aims at providing a uniform derivation for both null and overt subject languages and for copula-less and overt copula languages. It furthermore partially reconciles the two theories on clefts proposed in the literature by predicting the presence of both null expletive subjects and pronominal elements.
 
The aim of this work has been to contribute to the discussion on the syntax and semantics of relativization and clefting in LIS, while, at the same time, opening a discussion about equivalent structures in the world’s languages. Sign language data have proved to be crucial evidence against which to test the validity of the theories proposed in the literature for spoken languages. They have, furthermore, proved to provide new insights not only for the study of sign languages, but for linguistic theory in general.

 



Notes
 
1 
Although not considered a true language, gestural communication was introduced by the Abbé de l’Epée in the education for the Deaf around the end of the eighteenth century in France and from there extended to many European and American schools for the Deaf.

 
2 
See chapter 2 for discussion.

 
3 
Among the (Italian-LIS) bilingual schools present in Italy are: Istituto di via Nomentana in Rome; I.S.I.S.S. Magarotto in Rome, Padova and Turin; Circolo didattico di Cossato, Biella; and Istituto Comprensivo “G. Santini”, Noventa Padovana (PD).

 
4 
Further information on the LIS Corpus is available at http://w3.uniroma1.it/progettolis/index.php. Preliminary results on the LIS corpus have been published in Cardinaletti, Cecchetto and Donati (eds.) 2011.

 
5 
Later extended to other sign languages; see Volterra ([1987] 2004) for LIS.

 
6 
A kind of morphology found in all sign languages involving the contribution of handshapes and space and movement locations is represented by classifiers. Since classifiers require a deep illustration and analysis and since they are not directly relevant to the present study, they are not discussed here.

 
7 
As detected for ASL (see Neidle et al. 2000, a.o.) and for other sign languages, LIS also seems to show verb agreement non-manually (see § 2.2.3 for a description on non-manual marking in LIS). However, no specific study on this topic has been carried out yet.

 
8 
As claimed by Neidle et al. (2000) for ASL, LIS does not seem to specify for gender or case marking. Furthermore, Neidle et al. claim that number features can be expressed by the nominal, verbal, or adjectival domain (see Wilbur 1979; Klima and Bellugi 1979; Padden 1990; Liddell 1986, a.o.).

 
9 
See Corazza et al. 1984; Pizzuto 1987; Laudanna 1987; Pizzuto et al. 1990; Corazza 1993.

 
10 
LIS displays first, second and third person pronouns, both singular and plural. For the singular form, the index finger points respectively towards the signer’s body, in front of the signer, or to his right or left. As opposed to singular forms, plural forms exhibit an arc movement of the index finger from left to right, pointing respectively towards the signer’s shoulders, towards the space in front of her, and to her left or right. LIS further specifies for the inclusive dual form meaning ‘the two of us’ and for the non-inclusive dual form for ‘the two of them’. Pronominal forms specifying more referents are also attested as ‘the four of you’ (see Pizzuto 1987).

 
11 
But see § 2.2.4 for recent research conducted on LIS DPs.

 
 
12 
Although employing the same underlying muscular system, affective and linguistic facial expressions differ with respect to their shape, contour, timing, duration, and activation of specific muscles (see Baker-Shenk 1983 for studies on NMMs in ASL). Evidence for the different use of NMMs for linguistic and affective purposes is provided by neurolinguistic research (see Bellugi et al. 1989; Corina 1989 for studies on ASL); studies on aphasic patients (see Kegl and Poizner 1991, 1997; Poizner and Kegl 1992 for ASL); and language acquisition studies (see McIntire and Reilly 1988; Reilly, McIntire and Bellugi 1990; Reilly and Bellugi 1996 on language acquisition studies on ASL).

 
13 
Linguistic NMMs also play a crucial role at the discourse level. Specific movements of eyes, head, and shoulders play a syntactic role in turn-taking (see Pizzuto, Giuranna and Gambino 1990; Rossini, Reilly, Fabbretti and Volterra 1998 for studies on LIS).

 
14 
See Franchi ([1987] 2004); Baker (1976); and Liddell (1980) for an account of LIS and ASL lexical non-manual markings.

 
15 
The reader will notice that some translations are marked for past tense where no temporal information appears in the LIS glosses. This choice is justified by the fact that the context presented to the signer for the elicitation of the data placed the action in the past. In order to clarify the absence of specific manual signs delivering temporal information in such situations, a detailed examination of non-manual components marking temporal information is needed (see NKMBL 2000 for a similar investigation on ASL, and Zucchi 2009 for investigation on NMMs marking temporal information in LIS).

 
16 
The examples provided in this section are taken from Geraci (2006).

 
17 
See Zucchi (2003) for a tentative explanation on the impossibility of the co-occurrence of negation and the temporal/aspectual marker DONE.

 
18 
See Volterra, Laudanna, Corazza, Radutzky and Natale (1984); Volterra ([1987] 2004); and Geraci (2002) for the literature on word order in LIS.

 
19 
See Branchini and Geraci (2011).

 
20 
If in (30) the wh-NMM were confined to the wh-phrase, the sentence would be ambiguous between a reading where the wh-phrase is the clausal subject and a reading where it is the object. In such cases, potential ambiguity is solved through manual and non-manual verbal inflection.

 
21 
See Neidle et al. (1997) and Neidle et al. (2000) for a similar claim on ASL and for discussion on Spec, CP on the right. There is, however, some controversy in the literature on the position of Spec, CP. See Petronio and Lillo-Martin (1997) on ASL for a different stand on this topic. See also Brunelli (2011) for a different proposal on the derivation of wh-questions in LIS compatible with Kayne’s (1994) antisymmetric approach and Rizzi’s (1997, 2001) proposal of a split-CP.

 
 
22 
In chapter 6 a different analysis of the same LIS construction will be proposed. Such an analysis will be able to account for the observed data without disagreeing with Cecchetto, Geraci and Zucchi’s (2006, 2009) proposal of Spec, CP on the right. A reduced version of the data discussed in chapter 6 has previously appeared in Branchini and Donati (2009).

 
23 
For a detailed illustration of Cecchetto, Geraci and Zucchi’s (2006) analysis of so-called ‘prorel-clauses’, see chapter 6.

 
24 
PROREL is also marginally accepted next to the head of the relative clause with which it is co-referential, as in (i). raised eyebrows 


 
	(i) BOYi PRORELi CALL LEAVE DONE 
‘A boy that left called.’
 
(Cecchetto et al. 2006: 953)


 
See chapter 6 for a detailed analysis.

 
25 
See chapter 3 for a more detailed description of correlative constructions.

 
26 
See also Bertone (2007, 2011) for a description of relative clauses in LIS.

 
27 
See § 2.1.2.1 for a brief description of manual verb agreement in LIS.

 
28 
See also Geraci (2006) and Cecchetto, Geraci and Zucchi (2006) for the same conclusion on LIS displaying agreement projections.

 
29 
Volterra ([1987] 2004); Cecchetto, Geraci and Zucchi (2006, 2009), a.o.

 
30 
As in the sentence ‘JUST-NOW ANNA PIZZA EAT DONE’ corresponding to the English sentence ‘Anna has just finished eating pizza’.

 
31 
As illustrated in § 2.1.2, the root sign of LIS verbs can be altered to carry aspectual information instead of adding separate signs. The aspectual marker DONE, when following some verb signs like KNOW, shows some processes of assimilation with the verb it follows. In this case, instead of being produced in the neutral space, it assimilates the signing space of the preceding verb sign KNOW, namely the forehead, and then moves downwards in an open palm configuration.

 
32 
See Geraci (2006) for a detailed analysis on negation in LIS.

 
33 
See Zucchi (2003) for discussion on the incompatibility between DONE and negation.

 
34 
Notice that the English translations for the LIS sentences in (43) and (44) are grammatical sentences in English. As one reviewer points out, in (43) the English translation is grammatical as, in this sentence, the modal must has an epistemic meaning, not a deontic one. The deontic meaning of must in this sentence would not be grammatical. As opposed to the English sentence, the LIS modal MUST seems to have only a deontic meaning, thus the co-occurrence of the modal with the aspectual marker DONE leads to an ugrammatical result.

 
 
35 
See Bertone (2009a) for an analysis of different kinds of spatial indications in LIS.

 
36 
Possessives will be glossed ‘POSS’ followed by the number specifying the person feature. In (54) the possessive sign agrees spatially with the signer’s interlocutor, being articulated in front of the signer.

 
37 
See Bertone and Cardinaletti (2011) for a distinction of pronominal references in three classes of pronouns: strong, weak and clitics on the basis of correlations between their semantic, prosodic and syntactic properties.

 
38 
See also Bertone (2007) and Mantovan (2011) for research on the distribution of modifiers within the nominal domain.

 
39 
One informant claims that this construction is acceptable only if the referents are physically present. I suspect that it might bear a partitive interpretation similar to (i): 


 
	(i) ‘Of the children present, three like ice cream.’

 
More investigation is needed.

 
40 
See chapter 6 and chapter 8 for a detailed description of the NMMs of relative and cleft constructions respectively.

 
41 
Until employing a more neutral terminology assumed in § 3.2, I will be using the term relative clause to identify the dependent clause of a sentence referred to as the relative construction. To illustrate, in the relative construction in (i), the relative clause is enclosed within square brackets: (i) The doll [that the child carries] belonged to my grandmother.

 
42 
See § 3.4.1 for discussion.

 
43 
Such distinctions will be exemplified and discussed in detail in § 3.4.

 
44 
Co-reference is represented in the examples through the use of indices. In (74b) the variable her may refer to the constituent the girl or to some other element not present in the sentence.

 
45 
Correlative clauses and free relatives might seem to qualify as exceptions in this respect by realizing the pivotal element respectively in both and in neither one of the two clauses. As will be tentatively proposed in this section, they represent just two variants of the covert/overt option available to the pivot.

 
46 
Nor by pronominals, as is an available option in the sentence in (74a) and (74b).

 
47 
This claim is strictly connected to the kind of derivational approach to relative clauses opted for. As discussed in § 3.5.1, Kayne (1994) and Bianchi (1999) have presented convincing arguments and evidence for the status of relative pronouns as the determiners of the pivotal element.

 
48 
The two syntactic roles carried out by the NP antecedent in each clause are independent of each other and may, therefore, be different.

 
 
49 
This claim seems to be contradicted by the presence of resumptive pronouns in (non-stardard English) relative constructions, as in (i). 


 
	(i) I paid the man who John saw him.

 
The phenomenon of resumptive pronouns is still much debated, I can here only say that it represents a marked option of relative clauses and that, according to Bianchi (2004), resumptive pronouns may be analyzed as the spellout of the lower copy of the moved pivotal element.

 
50 
The relative clause in the English example has a non-restrictive interpretation while the Bambara example has a restrictive interpretation. Here what is relevant is not their semantic interpretation, but the occurrence of the pivot min (‘horse’) next to the relative pronoun so within the relative clause.

 
51 
The only problem with (79) is that the variable her lacks its reference which can, however, be retrieved by the discourse context.

 
52 
A detailed description of correlative clauses is given in § 3.3.4.

 
53 
The term head is used as a synonym of antecedent or pivot of the relative clause according to a terminology commonly in use in the literature. It is not to be confused with the term employed in the X’ theory to refer to a head X°.

 
54 
See also de Vries (2002).

 
55 
Nishigauchi (2003) provides a different translation (‘There was an apple in the kitchen and Taro picked it up and ate it’) consistent with the semantic interpretation he argues for Japanese IHRCs, that of structures inducing the presence of an E-type pronoun in the sense of Evans (1980). Abstracting from Nishigauchi’s interpretation of Japanese IHRCs, I maintain a uniform translation for IHRCs.

 
56 
See Cole (1987); Williamson (1987); Culy (1990); Bonneau (1992); Cole and Hermon (1994); and Basilico (1996).

 
57 
As discussed further in this section for sentence (94), the IHRC in (91a) has an ambiguous reading depending on what NP is promoted as the head.

 
58 
See § 3.5.1.1 for a more detailed analysis of IHRCs and a proposed derivation.

 
59 
Japanese, like many other languages, displays more than one syntactic typology of relativization.

 
60 
This observation will be relevant for the data presented in chapter 6 where I illustrate similar data coming from different languages, suggesting a unifying analysis for EHRCs and IHRCs.

 
61 
The filter of ‘the doubly-filled COMP’ bans the presence of two elements in COMP. First stipulated by Chomsky and Lasnik (1977), it is discussed in Kayne (1976) and Cinque (1978), and later elaborated on by Rizzi (1984, 1990). Up to now, it constitutes a complex, controversial, and only partially explained phenomenon.

 
 
62 
The phenomenon of pied-piping takes place with wh-movement. In this case, the wh-element, moving from its base position, drags along the larger PP or NP in which it is contained.

 
63 
See Hornstein and Weinberg (1981) for a classical analysis on the phenomenon of preposition stranding.

 
64 
In English, the zero relative is believed to derive from an optional rule of that deletion. Such a rule is not specific to relative clauses; it is also found in declarative complement clauses as in (i). 


 
	(i) 
 
	I fear [that you will leave soon].
 
	I fear [e you will leave soon]. 
(Bianchi 1999)





 
65 
The indefiniteness of the relative DP will be further discussed in § 3.5.1.2 where it will yield important consequences for a unifying derivation of IHRCs and EHRCs.

 
66 
The so-called definiteness effect refers to the fact that existential constructions ban definite NPs, at least in English and other languages (e.g. French), as illustrated in (i). 


 
	(i) 
 
	There were some men in the garden.
 
	*There were the men in the garden.




 
67 
Hence also called headless relative clauses.

 
68 
Note, however, that as in EHRCs, in languages displaying pre-nominal RCs the wh-relative determiner of a FR occupies the right periphery of the relative CP, as shown in (i). 


 
	(i) 
[image: e9781501510373_i0354.jpg]




 
69 
There are, however, languages (like Chinese and Japanese) in which the true status of some elements used in relative constructions is controversial and still very much debated.

 
70 
As opposed to a different kind of FR discussed later in this section, the so-called pseudo-free relative.

 
71 
Languages like Spanish and Catalan, which are normally matching languages, do not exhibit matching effects when the free relative is in subject position (Hirschbüler and Riviero 1981, 1983; Suñer 1983, 1984; Harbert 1983). See Harbert (1983), Suñer (1983, 1984) and Izvorski (1997), a.o., for different proposals trying to account for this asymmetry displayed by Catalan and Spanish with respect to languages like French, English, and German, a.o.

 
72 
See Grosu (1994) and Alexiadou et al. (2000: 22) for a more detailed discussion on further evidence pointing towards the nominal status of FRs.

 
 
73 
The Complex NP Constraint (CNPC) states that:
 
No element contained in an S dominated by an NP with a lexical head may be moved out of that NP by a transformation (Ross 1967: 70).

 
74 
The translations are mine.

 
75 
The bracketing is mine.

 
76 
See § 3.4.3 for a more detailed discussion on Grosu and Landman’s (1998) investigation.

 
77 
However, as a reviewer points out, there is a lot of disagreement on the facts regarding Principle C in relative clauses (see Munn 1994; Sauerland 1998, 2000, 2002, a.o.). The general consensus reached is that Condition C reconstruction effects in relative clauses only surface if something else forces them (e.g. idiom interpretation or variable binding) and this is taken to show that, in general, both matching and raising analyses are compatible with the binding data.

 
78 
Jackendoff (1977: 175) claims that “[..] relative pronouns in appositives can be anaphoric to the same constituents as ordinary demonstrative pronouns can”.

 
79 
See § 3.5.1 for more details on the head raising analysis of relative structures first proposed by Vergnaud (1974), taken up by Kayne (1994), and developed by Bianchi (1999), and for details on Bianchi’s objections to the relative status of the sentences in (202).

 
80 
See Lehmann (1984) for examples gathered from different language families and Bianchi (1999: 201–202) for a proposal on the impossibility of the that relative complementizer in English NRRCs and on its acceptability in Italian.

 
81 
Cinque (1982) suggests that a relative pronoun cannot be omitted in NRRCs in some languages because, not being c-commanded by its head, it cannot be recovered if empty. This is in line with the data provided above. However, the general assumption that relative pronouns are not c-commanded by the head in NRRCs does not offer an explanation as to why some languages are able to retrieve the content of the relative pronoun while others are not.

 
82 
Zhang (2001) calls the types represented in (231a) Null-Head Appositives (NHA) and the types in (231b) Headed Appositives (HA).

 
83 
The LCA is stated in (i): 


 
	(i) For any two non-terminals X, Y, if X asymmetrically c-commands Y, then all terminals x dominated by X precede all terminals y dominated by Y.


 
84 
Kayne’s X-bar system assimilates specifiers to adjunct positions as opposed to Chomsky’s (1986) Barriers where specifiers are dominated by the whole category XP, while adjuncts are dominated only by a segment of it.

 
85 
The impossibility of a segment c-commanding its trace follows from the new definition of c-command adopted by Kayne (1994) stating that: 


 
	(i) X c-commands Y if X and Y are categories and X excludes Y and every category that dominates X dominates Y. 
 
The distinction between segments and categories, first proposed by May (1985), allows Kayne to restrict the X-bar structure to only one specifier position. (See Kayne 1994 and Bianchi 1999 for further details and discussion.)



 
86 
A detailed description of the arguments and evidences provided by Bianchi (1999) supporting the assumptions of the raising analysis would go beyond the goal of this section, which is just that of illustrating the main claims of the raising analysis. The interested reader is therefore referred to Bianchi (1999, 2000, 2002) for a detailed discussion on the topic.

 
87 
See Bianchi (1999: 76) for different assumptions on the trigger of the PP raising to Spec, CP.

 
88 
I follow Bianchi (1999) in calling a zero relative a relative clause not introduced by either a wh-relative pronoun nor a complementizer, as in (i). 


 
	(i) The woman John likes.


 
89 
In Bianchi’s (1999, 2000) analysis, that-relatives are obtained by abstract incorporation of the relative wh-determiner to the external determiner selecting the relative clause. The incorporation of the wh-determiner and thus its deletion does not take place when a preposition is pied-piped. This is due to at least two reasons: (i) the P head between the external D and the wh-D blocks the incorporation; (ii) the preposition is not semantically vacuous, and in the absence of the wh-determiner it cannot be reconstructed.

 
90 
The complementary distribution of wh-relative pronouns and complementizers is captured by the filter of ‘the doubly-filled COMP’. Not all languages allow the deletion of both the complementizer and the wh-determiner, but English does.

 
91 
The concept of relativized minimality as stated in Rizzi (1990) claims that:
 
X α-governs Y only if there is no Z such that 


 
	(i) Z is a base-generated position
 
	(ii) Z is α-GT compatible with Y
 
	(iii) Z c-commands Y and does not c-command X

 
(where GT stands for Government Theory).

 
92 
Following Manzini (1994), the definition of the minimal domain of a head is given in (i). 


 
	(i) The minimal domain of a head X includes all categories that are immediately dominated by, and do not immediately dominate, a projection of X.

 
The relation of domination holds only for categories, not for segments. Since specifiers have the status of adjuncts, (i) entails that the specifiers of a category do not fall in the minimal domain of that category, but in the minimal domain of the head occupying the immediately higher category.

 
 
93 
But see de Vries (1996, 2002: 115) for objections to Bianchi’s (2000) assumptions and for a competing derivation within the raising (or ‘promotion’) theory.

 
94 
According to the CNPC, no element contained in an S dominated by an NP with a lexical head may be moved out of that NP by a transformation (Ross 1967: 70). (After Abney’s 1987 DP hypothesis, this constraint, as well as the Complex Noun Phrase Island, should be restated in terms of DPs rather than NPs.)

 
95 
The Complex Noun Phrase Island states that DPs, like CPs, are islands. Any wh-element within a DP is not accessible to wh- feature checking if it does not occupy its specifier.

 
96 
Bianchi (2000) does not represent, however, the only proposal offered in this direction. See also Zwart (2000).

 
97 
More specifically, in Bianchi (2004), she proposes that, after stranding the wh-determiner in the specifier of an XP below C, the head targets the specifier of a functional head within the Split Comp, namely, Spec, Focus Phrase.

 
98 
Bianchi (1999: 62) suggests that when no external determiner is present, the predicate bears a nominalizer morpheme. Some languages, however, display IHRCs that superficially do not seem to exhibit any determiner-like external element or nominalizing morpheme, as in the Bambara example in (i). 


 
	(i) 
[image: e9781501510373_i0355.jpg]




 
99 
Languages like Chinese, a head-initial language displaying the presence of externally headed pre-nominal relative clauses, do not fit in the typological explanation proposed above. A further assumption is required in order to account for these facts.

 
100 
See Grosu (1994) for a detailed critical survey.

 
101 
See § 3.3.3 for a more detailed discussion on the properties exhibited by free relatives.

 
102 
See Kayne (1994) and Bianchi (1999).

 
103 
See also Izvorski (2000) claiming that FRs are DPs/CPs. According to Izvorski, in FRs, the wh-phrase moves to Spec-CP to check the uninterpretable wh-feature on C. The difference with headed relatives and interrogatives is that in FRs, the C head does not project a maximal category; it is the wh-phrase that projects its maximal category DP. For claims questioning the assumption that it is always the target of movement that projects and for suggestions that FRs could be instances of projecting movement, see Iatridou, Agnostpoulou and Izvorski (2000), Donati (2000, 2006) and Donati and Cecchetto (2011).

 
 
104 
Donati (2000: 73) suggests that the trigger forcing the wh-determiner to adjoin to the quantifier -ever is probably linked to the universal value of such a quantifier. See Larson (1987) for a study on the interpretation of the suffix -ever.

 
105 
The structure-preserving constraint prescribes that a moved constituent may be substituted only by a category of the same type. See Emonds (1979) and Radford (1981).

 
106 
See de Vries (2002: ch. 6), among others. Within the promoting analysis, de Vries offers a slightly different version of the derivation sketched in (266), which, for reasons of uniformity with the antisymmetric analysis, I have here adapted.

 
107 
For obvious reasons of space, I cannot illustrate the various studies carried out on correlative structures. Among them, see Mahajan (2000), who attempts to reach a unified derivation for the structures in (268a) through (268c), basing his analysis on the copy theory of traces, deletion and spellout rules in the spirit of Chomsky (1993).

 
108 
More exactly, two specular approaches arose. Firstly, within the early matching analysis the three relative structures are derived by the same embedded structure in (268c); example (268a) is derived by extraposing the relative CP to the left of the main CP; and in (268b) the relative CP is extraposed to the right of the main CP (Verma 1966; Kachru 1973, 1978; Subbarao 1984). Secondly, in the opposite approach, the three structures are derived by adjoining the relative CP to the matrix CP in different positions (Donaldson 1971).

 
109 
I will not go into a detailed description of the embedded structures since they are not the main object of the discussion. It is enough to say that Dayal (1991) considers the sentence in (268c) as the embedded base relative structure. In (268c) the relative CP is base-generated next to the matrix NP head. Sentence (268b) is related to (268c) via rightward movement of the relative CP away from the matrix DP. Syntactically, they are adjoined to the head NP (following the adjunct analysis); semantically they are set-denoting terms acting like noun modifiers. Bianchi (1999: 87–88) suggests that an analysis of the sentences in (268b) and (268c) in terms of raising is also able to account for the syntactic asymmetries displayed by the two types of Hindi relative structures. Moreover, according to Bianchi, the raising analysis has the advantage of accounting straightforwardly for the morphological coincidence of the relative morphemes in correlative clauses and headed relative clauses. Under the raising analysis, but not under the adjunct analysis, in fact, the relative morpheme of both correlatives and headed relatives is the original determiner of the relative head.

 
110 
The only modification involves the insertion, in the glosses of the relative CP, of the head laRkii which Dayal (1991) omits in her representation. The modification is due to the need for yielding a faithful representation of the sentence in (268a).

 
 
111 
See § 3.3.4 for a full paradigm of the possibilities displayed by correlative structures.

 
112 
Cf. the Coordinate Structure Constraint (Ross 1967).

 
113 
Note that in Hindi third person pronouns are not distinct from (distal) demonstratives.

 
114 
Bhatt (2003: 15) rules out the possibility of covert movement of the matrix DP to Spec, CP of the matrix clause, as Izvorsky (1996) seems to suggest, by pointing out that in Hindi finite clauses are islands for covert movement.

 
115 
The modifications applied to Bhatt’s structure only apply to some of the labels used. While maintaining the same original intent, the changes are meant to be consistent with the terminology used in this work.

 
116 
See § 3.3.4 for a more detailed discussion on multi-heads correlatives.

 
117 
See Bhatt (2003) for an extensive discussion on more data pointing towards a different derivation between simple correlatives and multi-head correlatives. Further asymmetries detected between the two types of correlative structure concern, specifically, the constraint that all matrix DPs associated with the relative DPs be located inside the same finite clause, and the possibility for a simple correlative, but not for a multi-head correlative, to delete the relative DP appearing in the relative CP.

 
118 
A similar condition seems to be at play also in headed relatives when considering that the head and the relative CP are thought to be merged locally.

 
119 
The literature proposes alternative antisymmetric structures for restrictive relatives diverging from the structure assumed by the raising analysis in important ways. See Platzack (2000), Kalluli (2000) and Schmitt (2000), a.o.

 
120 
The same fact holds for other scope-bearing material found within the matrix CP (such as matrix negation, NPIs, ordinals, intentional Vs, etc.).

 
121 
See Bianchi (1999), Bianchi (2002) and de Vries (2002) a.o., for a more detailed description of the analyses cited above and the problems they raise.

 
122 
Sentences like (295) have a variant in which the overt head within the relative CP follows the wh-determiner as in (i), similar to the base position advocated for in the raising analysis. 


 
	(i) Rome, which city I love, is not far from here.


 
123 
See Kalulli (2000) and Schmitt (2000) for similar proposals.

 
124 
According to de Vries (2002), the term was first introduced by Kraak and Klooster (1968: ch. 11). Under specifying coordination, the second conjunct provides a specification of the first conjunct, as in (i). 


 
	(i) John F. Kennedy, or the youngest US president


 
125 
See Bianchi (1999: 144–146) for a critical discussion on the problems raised by the conjunction/free relative analysis.

 
126 
See de Vries (2002: 213) and Bianchi (2002: 4) a.o., for discussion and criticism on Koster’s analysis.

 
 
127 
See § 3.5.1.3 for an analysis of false free relatives.

 
128 
See de Vries (2002: 223) for a more detailed explanation of the properties of NRRCs according to the representation in (299).

 
129 
Liddell does not explain why (304) is ambiguous notwithstanding the presence of the sign THAT. One possible reason for the ambiguity of the sentence might be due to the fact that THAT is not interpreted as a determiner identifying the relative head but simply as a subordinating conjunction.

 
130 
Liddell distinguishes between the three signs THATa, THATb and THATc, which display different phonological realizations and functions. The notation ‘i’ above the sign THATb indicates an intensification of the relative non-manual marking signalled by ‘r’.

 
131 
For other studies on ASL relative clauses see Miller (1990) and Wilbur and Patschke (1999).

 
132 
This and the following examples in § 4.1 are taken from Galloway (2012).

 
133 
In this and in other examples, the gloss ‘^1’ indicates that the dominant hand is making contact with the ‘1’ configuration held by the non-dominant hand.

 
134 
The bracketing in (310) is mine.

 
135 
Galloway does not discuss the function of the sign THAT in IHRCs like (313).

 
136 
The examples provided in this section are taken from Pfau and Steinbach (2005).

 
137 
See also Branchini, Donati, Pfau and Steinbach (2007) for a comparative study on relative clauses in DGS and LIS.

 
138 
The authors omit the relevant NMM for the sentences in (321).

 
139 
The sign glossed PAM (Person Agreement Marker) is an agreement marker in DGS. See Pfau and Steinbach (2006) for an analysis of PAM.

 
140 
Reduplication of a constituent in sentence-final position is a possibility in many sign languages.

 
141 
When not otherwise specified, the examples reported in this section are taken from Mosella (2011).

 
142 
All the examples provided in § 4.6 are taken from Tang and Lau (2012).

 
143 
Linguistically speaking, the term informants refers to the (native) speakers of a given language whose linguistic production is analyzed in a linguistic research. In this work, the informants are deaf (native) signers on whose data I base the analysis carried out in the second and third part of this work.

 
144 
The term code-switching refers to the linguistic phenomenon appearing in bilinguals consisting of the possibility of shifting from one language to the other when engaged in a conversation.

 
145 
See Lucas and Valli (1989, 1990) for some discussion on code-switching between ASL and English.

 
146 
See the General Introduction for some discussion.

 
 
147 
The official statistic available is calculated using the percentage of deaf children born to deaf parents in the United States (Schein and Delk 1974).

 
148 
For studies on the acquisition of a sign language, see Newport and Supalla (1980); Hoffmeister (1982); Petitto (1983); Newport and Meier (1985); Meier and Newport (1990); and Petitto and Marentette (1991) for ASL.

 
149 
Even within this small group, the attitude deaf parents have towards sign language strongly influences the acquisition of the deaf child who could, likewise, be driven towards an oral education facing the same language difficulties that deaf children of hearing parents have when trying to acquire language in a different modality.

 
150 
Interestingly, research on similar facts in ASL (Singleton 1989; Supalla 1991, a.o.) has pointed out that, when exposed to such unnatural linguistic input, deaf people spontaneously modify their output by reproducing the syntactic properties characterizing natural sign languages.

 
151 
This specifically concerns some theoretical lessons given by different deaf signers on LIS. See Caselli, Corazza and Volterra (1998).

 
152 
Cecchetto, Geraci and Zucchi (2006).

 
153 
The sign I refer to is glossed in the LIS data illustrated in chapter 6 as ‘prorel’ by Cecchetto, Geraci and Zucchi (2006) and as ‘PE’ in the present work. See chapter 6 for a detailed description of the equivalent of a LIS relative construction.

 
154 
A topic that will be further discussed in § 5.3.4.

 
155 
See chapter 2 for a detailed discussion on the syntactic role played by non-manual markings.

 
156 
The software ELAN can be freely downloaded at: http://tla.mpi.nl/tools/tla-tools/elan/download/.

 
157 
The guiding cultural and educational role played by the Deaf community of Rome in the diffusion of the Deaf culture and language is strictly connected both to the role played by the linguistic community living in the capital city and to the presence of an active group of researchers on sign language connected to the CNR and headed by Virginia Volterra.

 
158 
See Pizzuto and Pietrandrea (2001); Di Renzo, Lamano, Lucioli, Pennacchi, and Ponzo (2006), a.o. for studies on signing notation in LIS.

 
159 
As mentioned previously, Cecchetto et al. (2006), who first identified the presence of this sign in LIS relative constructions, label it prorel. In Cecchetto et al. this labelling is strictly connected to the syntactic analysis proposed for the sign, i.e. a (cor)relative pronoun. In order to remain neutral on the syntactic nature of the sign, I adopt the more descriptive label PE.

 
 
160 
The sign PE often ends in an indexing sign corresponding to the pronominal D introduced in chapter 2 and glossed ‘IX’. As will appear evident after the analysis of LIS relatives proposed in § 6.6, the realization of both elements (PE and IX) is a case of reduplication of determiner heads also observed in simple sentences (see chapter 2). According to my informants, the presence of IX after the sign PE is optional and, when present, has the function of carrying more emphasis on the specificity of the head.

 
161 
For sake of simplicity, the glosses will henceforth indicate the complex non-manuals marking the relative clause in LIS as ‘rel’.

 
162 
Recall from chapter 2 that LIS is a null-subject language, hence the optional realization of the pronominal subject (IX).

 
163 
In (366–367), the correlate is a locative adverb corresponding to ‘there’, having a similar realization as that of pronominal elements.

 
164 
Cecchetto et al. report frequent ‘reversals’ of the input sentence where the given relative CP is translated in the LIS counterpart as a matrix CP and vice versa. Their informants would give e.g. (ii) to express the sentence in (i) below. 


 
	(i) Maria kissed a boy that left.
 
	(ii) MARIAj BOY KISS PEj LEAVE DONE 
‘The boy that Maria kissed left.’


 
Such reversals were never elicited in the data collected for the present work.

 
165 
The gloss ‘+++’ indicates reduplication of the sign in the signing space to produce pluralization of the NP CHILD.

 
166 
For the time being, I will remain neutral as to the syntactic category of the phrase hosting the fronted relative CP. A more specific proposal will be advanced in § 6.8.

 
167 
But as discussed in chapter 3, Bhatt (2003) provides a number of arguments showing that the left adjoined position of the clause in Hindi correlative constructions is derived through movement.

 
168 
In (374) the label CP/DP indicates the categorial status of the relative CP as a DP, according to the proposal that will be outlined in detail in § 6.6.

 
169 
As already pointed out, Cecchetto et al. use a different label for the element here glossed PE, namely ‘prorel’. For sake of simplicity, their analysis, discussed in this section, was reframed by uniforming the terminology and systematically replacing ‘prorel’ with the more descriptive PE.

 
170 
See Cecchetto et al. (2006: § 6) for discussion.

 
171 
However, as pointed out in chapter 3, this generalization has been challenged in the literature. SVO languages like Hungarian (Liptak 2005) and ASL (Neidle et al. 2000; Galloway 2012) represent possible exceptions.

 
172 
At least given the data on LIS relative clauses Cecchetto et al. collected. According to their informants, in fact, the possibility of having the relative CP postposed or in situ was not an available option.

 
 
173 
Notice that the sentence in (377) can only receive the interpretation provided in the translation. According to the informants consulted for this work, a reading where the sign FIRST is interpreted as ‘the woman I kissed first’ is not available as there are two LIS signs with the meaning ‘first’, one ordinal (here glossed FIRST(o)) and one adverbial (that we might gloss FIRST(a)). These have different realizations: the ordinal form is signed with the hand closed in a fist, the thumb pointing upwards (like the S handshape), and the palm facing the signer. The hand moves upwards in front of the signer. The adverbial form is realized with the hand closed in a fist, the thumb touching the bent index finger (as in the A handshape) and the palm oriented towards the signer’s interlocutor. The hand moves in an arc, upward and to the right.

 
174 
See Brunelli (2006) and Bertone (2007) for similar data on the optional realization of PE in LIS relative clauses.

 
175 
For an overview of the NMMs in LIS, see Franchi ([1987] 2004) as well as the literature reported in chapter 2.

 
176 
See Geraci, Gozzi, Papagno, and Cecchetto (2008) for a hypothesis connecting this avoidance of central embedding in sign languages in general to the documented lower short term memory performance displayed by signers, and Ackema and Neeleman (2002) for a proposal that rightward movement is more restricted than leftward movement due to processing difficulties. Of course, this kind of processing trigger for clausal extraposition as a strategy for avoiding central embedding occurs for spoken languages as well, albeit at a higher level, namely, when double-centre embedding is involved. As for relativization, notice that Lipták (2005) derives the left adjoined status of Hungarian correlative clauses from the same kind of processing strategy.

 
177 
Pfau and Steinbach (2005) show that, in DGS, complement clauses must be extraposed while for relative clauses extraposition is optional. However, in DGS, relative clauses never appear sentence-initially, as they are externally-headed.

 
178 
The same signer allows for the adnominal position of PE in a centrally-embedded LIS relative clause, as shown in (i): 


 
	(i) TEACHERi [CHILDk PEk DUCKj kTAKEj] iSCOLDk 
‘The teacher scolds the child that takes the duck.’



 
179 
For the position of NOBODY at the end of the clause as a general rule for negative words in LIS, see Geraci (2006).

 
180 
See § 6.9.3 for more examples of stacking in LIS.

 
181 
See Chomsky (2004), Donati (2006), Cecchetto and Donati (2010, 2011) and Donati and Cecchetto (2011) for a discussion of this ‘projection property’ of the head (movement).

 
182 
The structure in (411) is slightly modified from the one sketched in ch. 3 to underline the striking resemblance to the structure in (409). The one in (411) retains, however, the same syntactic properties claimed by Donati (2000, 2006).

 
 
183 
What is crucial, in Donati’s analysis of free relatives, is the movement of a D element to a head position, i.e. a head movement as opposed to phrase movement characterizing wh-interrogatives. Whether the landing site of such movement is the C° head or the external D° head is not of crucial relevance.

 
184 
Note that Shimoyama (1999) provides a different translation for the example given in (412) in order to underline its non-restrictive status. As this is irrelevant here, I prefer to give a more transparent translation. See § 6.9.1. for a discussion of this interpretation.

 
185 
Actually the clause is ambiguous, as signaled by Comrie: it can also mean ‘the story you told the girl is very pretty’.

 
186 
The data in (417) are provided by Karine Arnéodo.

 
187 
See, however, Brunelli (2011) for a different observation about the non-manuals marking relative clauses and topicalized constituents in LIS.

 
188 
The examples taken from Cecchetto et al. (2006) and reproduced in this chapter have been slightly adapted to make them uniform with the glosses adopted to illustrate LIS relative constructions.

 
189 
Recall from chapter 2 that LIS has no overt means of distinguishing definite and indefinite NPs.

 
190 
Recall, however, that in both LIS and English (and possibly in Japanese), quantifiers can appear floating in the main clause. The interpretation is then invariably the same: one in which the quantifier is restricted in its domain by the relative. 


 
	(i) 
[image: e9781501510373_i0356.jpg]



 
Moreover, notice that in (ia), the NMM over the sign ALL resembles the same NMM occurring over the relative CP, suggesting that it is a stranded quantifier. It could, however, also be a lexical NMM associated with the sign ALL. To remain neutral on the topic, I have glossed the NMM as ‘re’ for ‘raised eyebrows’.

 
191 
LIS PE-clauses cannot be produced with 1st and 2nd person pronouns. When I tried to elicit a relative clause with a 3rd person pronoun, the signer produced it, but with a different interpretation. As the translation in (i) shows, the determiner glossed IX-3 is interpreted as a demonstrative (with a null head), probably due to the fact that demonstratives and pronouns are homophonous in LIS. 


 
	(i) YESTERDAY IX-3i FALL-OFF BIKE PEi TODAY NEW GLASSES BUY 
‘That (very) one that fell off the bike today bought new glasses’.



 
192 
See § 6.9.4 for more data and discussion on the equivalent of appositive relative clauses in LIS.

 
 
193 
For a more detailed discussion on a maximalizing interpretation, see chapter 3.

 
194 
See Williamson (1987); Basilico (1996); Grosu and Landman (1998); Grosu (2002); and Dayal (1991), a.o.

 
195 
However, an observation is required. The sentences in (457) do not constitute a minimal pair; I could not find any example in the literature of restrictive IHRCs which, although having a quantifier sitting inside the relative CP, would lead to a restrictive interpretation. If such a restriction was, in fact, impossible even in restrictive IHRCs, it would explain the appositive reading of LIS relatives displaying a quantifier inside the relative CP.

 
196 
See chapter 2 for a discussion of the DP in LIS.

 
197 
The order between the modal and the verb in this sentence is reversed, probably as a result of linguistic interference from Italian.

 
198 
One informant observes that, in a different discourse context, i.e. one in which both the signer and his interlocutor refer to a specific referent, the head in (458) may carry a definite reading.

 
199 
See also Brunelli (2006, 2011) for a description of LIS appositive relative clauses.

 
200 
See § 7.2 for a more detailed discussion on the syntactic status of the sentence-final clause in clefts.

 
201 
As will be shown in § 7.5, the definition proposed in (478) needs to be slightly modified for null subject languages with a covert copula.

 
202 
It is often claimed that the information carried by the clefted constituent represents new information. However, Kiss (1998) convincingly suggests that the clefted constituent bears contrastive, identificational focus rather than information focus.

 
203 
However, Huddleston (1984: 465) points out that the information in the cleft clause may also be new. In this case, the clefted constituent is anaphoric or given:
 
“Far from humbling himself before the king of England, the burger was leaving the city to descend toward the camp. It is this that gives the group the feeling of march, of movement” (“The Burger of Calais”, Butler 1993: 204; in Davidse 2000: 1105).

 
204 
See Percus (1997: 342–343) for discussion.

 
205 
This is proposed in Kiss (1998) and Meinunger (1996) within the expletive analysis; see the discussion in § 7.2.2.

 
206 
But see Delahunty (1982: 87–102) who presents five constituency arguments in support of the S-structure syntactic constituency between the cleft clause and the clefted constituent.

 
207 
This does not, of course, hold for NRRCs whose head may be of a category different from NPs.

 
208 
See Belletti (2004, 2005) for discussion on her proposal of the vP periphery.

 
 
209 
See Gundel (1977) and Hedberg (2000), a.o.

 
210 
Examples (539) and (540) have been kindly provided by Ilona Spector.

 
211 
Things are probably more complex for Hebrew clefts, being a partially prodrop language prohibiting null subjects in present tense 3rd person verbal sentences (see Shlonsky 1992; Borer 1995).

 
212 
Omission of the copula shi is however not permitted in specificational sentences (i) and in equative sentences (ii). 


 
	(i) 
[image: e9781501510373_i0357.jpg]


 
	(ii) 
[image: e9781501510373_i0358.jpg]




 
213 
See chapter 6 for a description of the sign PE.

 
214 
See § 8.2.3 for further discussion on the different interpretation of clefts and root left peripheral focalization in LIS.

 
215 
Notice, however, that one informant disagrees with the judgments of other informants by considering sentences like (555), where the clefted constituent is an adverbial phrase, not acceptable.

 
216 
The clefted constituent CHILDREN in (560) is an indefinite NP.

 
217 
In LIS, NPs can be separated from their quantifiers, as shown for LIS relative clauses (see fn. 190).

 
218 
Notice that the sentence in (i) is also attested as a possible variant of (568). 


 
	(i) 
[image: e9781501510373_i0359.jpg]



 
I assume the time adverbial to be left-adjoined to the clefted constituent in (i). An IP left-adjoined position will be illustrated when suggesting a structure for clefts in § 8.4.2.

 
219 
For discussion on clausal equations in ASL, see Petronio (1991); Wilbur (1994, 1996); Grolla (2004); Davidson, Caponigro, and Mayberry (2008ab); and Caponigro and Davidson (2011).

 
220 
In (577), the pronoun you refers to the signer’s interlocutor.

 
221 
For sake of simplicity, I omit a structural representation of the reduplicated D element ‘IX’ present in the cleft clause.

 
222 
Following Percus, extraposition of the relative CP to the right seems to be an independently-motivated constraint of clefts. However, recall from chapter 6 that fronting of the complex DP is a (preferred) option in LIS relative structures.

 
 
223 
Here PE does not c-command the clefted constituent. The NMMs should not therefore extend over it. One might, however, assume the NMMs in clefts to be associated with the functional projection (DP) hosting PE.

 
224 
The position and label of the sign PE in the structure is only temporary assumed in order to provide a complete representation of the sentence in (592). Both its position and label will be discussed in what follows.

 
225 
The same holds for some spoken languages, e.g. Italian (i): 


 
	(i) PAOLO, è il cinema che non ama (non Luca). 
‘PAOLO, it is the cinema that (he) doesn’t like (not Luca).’



 
226 
See chapter 6 for discussion on the different contexts where the sign PE carries out a determiner-like function.
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[“avhay  nyany  hivc]-n “azr-m.
ldress  that  resemble-Rel-Dem  1-want-Tns
‘I want a dress that rescmbles that onc.”

(Mojave, from Munro 1976 and Basilico 1996)





OEBPS/e9781501510373_i0193.jpg
wh
a. *BRING NEG WHO  [BOOK YESTERDAY BUY MATEIX]

wh
b. *BRING NEG WHO [BOOK YESTERDAY BUY MATEIX]





OEBPS/e9781501510373_i0073.jpg
[Peeme  thep  khii-pa]  the[nee  yin.
Peem Erg book.Abs carry-Part the. Abs  1.Gen.be
“The book that Peem carried is mine.”

(Tibetan, from Keenan 1985)





OEBPS/e9781501510373_i0194.jpg
wh
2. TODAY KID WHAT GIVE EXCITE [GIRL YESTERDAY SKIP-SCHOOL
rel __wh
MATEIX] WHAT
“What has the kid excitedly given today to the girl who missed
school yesterday?"

b. TODAY KID WHAT GIVE EXCITE GIRL [YESTERDAY SKIP-SCHOOL

wh
NIATEIX] WHAT

wh
c. * TODAY KID WHAT GIVE EXCITE WHAT [GIRL YESTERDAY
rel
SKIP-SCHOOL MATEIX]






OEBPS/e9781501510373_i0070.jpg
[[Peeme  thep khii-pa]  the[nee  yin.
Peem.Erg  book.Abs  carry-Part the.Abs  1.Gen.be
“The book that Peem carried is mine.”
(Tibetan, from Keenan 1985)





OEBPS/e9781501510373_i0191.jpg
t rel
a. MARIA, [JOAN APPLE TABLE CL-put on MATEIX] (PICK-UP
“Mary picked up the apple that Joan put on the table.”

rel t
. [APPLE JOAN TABLE CL-put on MATEIX] MARIA, (PICK-UP

k=





OEBPS/e9781501510373_i0071.jpg
[Nuna  bestya-ta  rantishqan] ~alli  bestya-m.
man  horse-Acc  bought good  horse-EVIDENTIAL
“The horse that the man bought is a good horse.”
(Ancash Quechua, from Cole and Hermon 1994)
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wh
a. BRING NEG [BOOK YESTERDAY BUY MATEIX] WHO

wh rel wh
b. BRING NEG [YESTERDAY BOOK BUY MATEIX] WHO

“Who hasn’t brought the book that we bought yesterday?”
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b. *PARK YEAR_LAST FLOWERT GARDENER PLANT (MATEIX)

WHO WALK NOT-YET WHO





OEBPS/e9781501510373_i0089.jpg
a. The conference [that I missed] was very crowded.

b. Laura mi ha consigliato il libro  [che
Laura I-Dat have3SG recommended the book Compl
Giovanni ha seritto.

Giovanni have.3SG  writt

“Laura has recommended me lhc book that Giovanni has written.”





OEBPS/e9781501510373_i0087.jpg
Ich habe dem  Mann  [den ich getroffen
I have  theDat  man  Rel-Acc I

habe] das Haus ~ gezeigt.

HaveISG  the-house  shown

“I' have shown the house to the man whom I have met.”





OEBPS/e9781501510373_i0088.jpg
Taro-wa  [[Yoko-ga trete  kita] — domo  nekoj-ga
Taro-Top ~ Yoko-Nom brought along which  cat-Nom
higedasita  ka sirigatte iru,

ran-away  Q want-to-know

“Taro wonders which cat that Yoko brought along ran away.”
(Japanese, from Shimoyama 1999)





OEBPS/e9781501510373_i0085.jpg
Yoko-wa  [[Taro-ga sarano  ue-ni o iota] keekij-o  tabeta
Yoko-Top Taro-nom plate-Gen on-Loc put  cake-Acc ate
“Yoko ate a piece of cake which Taro put on a plate.”

(Japanese, from Shimoyama 1999)





OEBPS/e9781501510373_i0086.jpg
Yoko-wa  [laro-ga  sara-no  wue-ni  keeki-o
Yoko-Top ~ Taro-Nom  plate-Gen  on-Loc  cake-Acc
oitaj-noj-o  tabeta.

putNM-Ace ~ ate

“Yoko ate a piece of cake which Taro put on a plate.”

(Japanese, from Shimoyama 1999)
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a Der  Mann [den ich  gesprochen  habe]
The man  RelAce 1 spoken have-1SG
spiclt Tennis.
play-3SG  tennis
“The man I talked to plays tennis.”

(German)

b. Taro-wa  [Yoko-ga  reezooko-ni irete-oita]
Taro-Top ~ Yoko-Nom  refrigerator-Loc ~put-Aux
kukkii-o  hotondo]  paatii-ni motte itta.
cookie-Ace most party-to brought
“Taro brought most cookics that Yoko had put in the refrigerator to
the party.”

(Japanese, from Shimoyama 1999: 150)
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a Vo Kiah [jo sale-par
Dem book  Rel sale-on

b.Vo  Kiabh achchhi: hai
Dem book  good  bePrs
“That book which is on sale is good.”
(Hindi, from Bhatt 2003)

hai]
bePrs
ljo
Rel

achchhi
good
sle-par
sale-on

hai
bePrs
hai].

be.Prs
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[unay  pizpa Pauwyuj-ny] [hatcog  kyo:]-ny ]-c]
yesterday man  I-sce-Dem  dog  bite- Dot -Subj
kaZa:k-k.

kick

“The man I saw yesterday, that the dog bit, kicked the cat.’
(Mojave, from Munro 1976 and Basilico 1996)

pos
cat
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a Il libro [che Sara ha compraio] ¢ molio raro,
The book Compl Sara has bought  is very rare
“The book that Sara has bought s very rare.”

b Ho leto il libro [che Sara ha comprato].
Lhaveread  the book Compl Sara have-3SG bought
“I'read the book that Sara has bought.”

c. Ho letto una bella  storia nel  libro [che
Lhaveread a  beautiful story inthe book
Sara  ha comprato].

Sara  have-33G  bought
“I read a beautiful story in the book that Sara has bought.”

Compl
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a. [Peeme  thep khii-pa]  thenee  yin.
PeemErg  bookAbs  camy-Part  theAbs  1Genbe
“The book that Peem carried is mine.”

(Tibetan, from Keenan 1985)

Yoko-wa  [[Taro-ga  sara-no  ue-ni  keeki-o
Yoko-Top ~ Taro-Nom  plate-Gen  on-Loc ~ cake-Acc
oita)  -moj-o tabeta.

put NM-Ace  ate

“Yoko ate a piece of cake which Taro put on a plate.’

(Japanse, from Shimoyama 1999: 147)

i
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OEBPS/e9781501510373_i0179.jpg
1
CANSU MESSAGE SEND. SAMET CALL [MESSAGE SEE NOT] CALL'®
“Cansu has sent a message. Samet, who did not sce the message,
called.”

(Kubus 2011a)
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to]
MARIA;, PAOLO IX; KNOW WELL
“As for Maria, Paolo knows her well.”
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neg
DOG CAT CHASE CAN NOT
“The dog can not chase the cat.”





OEBPS/e9781501510373_i0177.jpg
EIGHTEEN CENTURY EIGHT NINETY, EIFFELTOWER,
app
[INDEX; KNOW PARIS IX;, BUILD
“In 1889, the Eiffel Tower, that is in Paris, was built/completed.”
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ze/zot hayit at Se  ahavii.
itmase.sgl/fem.sgl. be.2.fem.sgl.past. youfem.sgl. that loved.Lsgl.
“It was you that I loved.

(Spector, personal communication)
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NegP

Neg'
i
P Neg®

time adverbial /l'P

negative markers/n-words

—
Subject r

AspP I
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ADAM  IND;  KADIN IND;  BAG'IR;
man  locus; woman locus; shout-at
“This man shouted at that woman.”

(Seving 2006: 31)
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a.

s

ze "D

it ACC  Dani
‘It was Dani that I saw.”
(*ze) nir'a li

it seems  to-me

JANI 3

raiti.
saw.]

ata
you

“It scems to me that you're wrong.”

(Spector 2012: 324)

t0’e.
‘mistaken
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neg
DOG CAT CHASE NOT
“The dog does not chase the cat.”
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e
IX] BOOK GREEN IX; LIKE [RPRO-NH3/DEM;3 TABLE LIE-ON|
“Ilike the green book which lies on the table.”

“Ilike the green book. It lies (there) on the table.”
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ze Aviv Se ohev  lir'ot  hisardut.
AVIV  that likes  to-sce  Survivor
‘h 's Aviv who/that likes to watch Survivor.”
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neg
DOG CHASE NOBODY
“The dog chases nobody.”
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re
*MAN (IX3) [BOOK;  RPRO-H3 WOMAN t; 3aGIVE3p]
“the man who gives the book to the woman’

re
. *MAN (IX3) [YESTERDAY RPRO-H3 CAT STROKE]

“the man who was stroking the cat yesterday’





OEBPS/e9781501510373_i0297.jpg
AVIV hu (z¢) Se  ohev lir'ot hisardut.

Aviv is it that likes to-see Survivor

*Aviv is the one who/that likes to watch Survivor.”
(Spector 2012: 309)
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raised eyebrows
BOYj CALL PROREL; LEAVE DONE
“Aboy that called left.”
(Cecchetto et al. 2006: 953)
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re
YESTERDAY [MAN (IX3) [PRO-H; CAT STROKE |cp |pp ARRIVE
“The man who is stroking the cat arrived yesterday.”

*The man arrives who stroked the cat yesterday.”
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Se  wre.

SE  tme
“Itis true.”
Se pa e

SE  not true
“It’s not true.”

Se te vre
SE PAST true
“Tt was tru

(Lumsden ]990 reported in Déprez 2003: 20-21)
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—
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[BOOK [RPRO-NHj3 POSS| FATHER READ|cp |pp/i X1 tj KNOW
‘I know the book which my father is reading.”
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Kimoun ou  te  mande m [si se yon pwofese]?
who  2sg PAST ask me if se a professor
“Who did you ask me whether s/he is a professor?”
(De Graff 1992, reported in Déprez 2003: 29)

The last language we shall tum to is Hebrew.
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wh W
WHAT) YESTERDAY IX; STEAL WHAT,
“What did you stcal yesterday?”





OEBPS/e9781501510373_i0171.jpg
re
a. [MAN (1X3) [ RPRO-H; CAT STROKE]cp Ipp
“the man who is stroking the cat’





OEBPS/e9781501510373_i0292.jpg
ito)  kazetsia  cto on usel.
(this) ~scems  that  he left
“It seems that he left.”

(*E10) morozit.

(this) ~ is-freczing

“Itis freezing.”

b. Eto Ivan (kto)  prisol.
this  Ivantnom  who  came
“Itwas Ivan who came.”

Eto ne  pravda.
this neg  true
“That's not true.”
(Hedberg 2000: 894)
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wh
ANNA BUY NOT WHAT
“What didn’t Anna buy?”
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re
b. [BOOK [ RPRO-NH; POSS| FATHER READ|cp |pp
“the book which my father is reading’
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Se  Jan  Mari  renmen.
se  John Mary likes
“Itis John Mary likes."

(Déprez 2003: 5)
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véera Ja hodila  k vracu,
PRON yesterday 1psNOM go3pspst tothe doctor.DAT
“It is yesterday that I had to go to the doctor.”

(Perazzato 2013: 35-36)
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br
BOY CL>"spray” WATER pt+ KICK MY #DOG
“The boy who watered (the lawn) kicked my dog.”
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Okno  razbil Vagja? -Net, éo  Petja (razbil ~okno).
Window break Vasia no,  &o  Petia broke  window
“Did Vasja break the window? No, it’s Pete who broke the window.”
(Kimmelman 2009: 319)
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b. [jo  laRkii khaRii  hai] [vo e lambii hai].

REL gl  stnding is  DEM wl s

c. [jo  laRkii khaRii  hai] [vo  laRkii lambii hai].

REL gl stnding is  DEM gil tall s
Lit. ‘Which girl standing is that tall is.”

“The girl who is standing is tall.’

(Hindi, from Dayal 1991)

d [Aki e kordn jon]  [azt a  szervezok

Relwho  carly  comes that-Acc the organizers
¢ ingren  beengedik].

freely  PV-admit-3P1
“Who comes early, the organizers will let hin in for free.”
(Hungarian, from Liptdk 2005)
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rel wh
a. [BOOK YESTERDAY BUY (MATEIX)] WHO BRING NEG WHO
“Who hasn’t brought the book we bought yesterday?”

b. *WHO [BOOK YESTERDAY BUY MATEIX] BRING NEG WHO
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a [io ¢ khaRii hai] [vo  laRkii lambii hai]
REL  standing is ~ DEM girl  tall s
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rel
a. PARK YEAR_LAST FLOWERT GARDENER PLANT (MATEIX)
wh
WHO WALK NOT-YET WHO
“Who has not yet walked through the park where the gardener
planted flowers last year?”
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a. The man bought the horse;, [which; I saw e]*.
b.fe ye [ne ye  so  min ye] san
man Pst 1 Pt hose Rel see  buy
“The man bought the horse that I saw.”
(Bambara, from Keenan 1985)
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a. TEACHER MY SON HELP+-++ MATEIX IX| PLANT GIVE
rel
b. TEACHER MY SON HELP++F IX] PLANT GIVE
I gave a plant to the teacher who has helped my son a lot.
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rel
#[PERSON SMOKE NO NEG] LAW TOBACCO SUPPORT
“The person who has never smoked supports the tobacco law.”
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Jo sale-par  hai Maya us CD-ko khari:d-egi.
Rel sale-on bePs MayaF DEM CD-Ace. buy-FutF
“Maya will buy the CD that is on sale.”

(Hindi, from Bhatt 2003: 5)
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rel
YESTERDAY MAN COME MATEIX POSS; FRIEND
“The man who came yesterday is my friend.”
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Ho  chiesto a Maria di venire [sebbene ¢ non sia simpatica].
IpAux ask  to Maria to come although e not be nice
“Iasked Maria to come although she isn’t nice.”
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=

. *JOAN [BOOK YESTERDAY BUY (MATEIX)] BRING NOT

rel
. [BOOK YESTERDAY BUY (MATEIX)] JOAN BRING NOT

rel

. JOAN BRING NOT [BOOK YESTERDAY BUY (MATEIX)]

“Joan hasn’t brought the book that he bought yesterday.”
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=

o

[DOG; CAT CHASE PE;]  [(IX;) HOME COME|
“The dog that chased the cat came home.”

cleft
FIOUSE, PE; ANNA IX-3 BUY WANT
“Itis a house that Anna wants to buy.”
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i

o

rel

. *[PARK CHILD; PLAY 0;]

“The child who plays in the park’

. *[PARK CHILD; PLAY 0]

rel

. *[PARK CHILD; PLAY O;] IND; CHILD |GIFT) CHOCOLATE
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e ye nme ye  so min  ye  san.
man  Pst 1 Pst  hose Rel  see buy
“The man bought the horse that I saw.”

(Bambara, Keenan 1985)
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SANTI CARN ~ MENJAR NO
Santi ‘meat cat not
“Santi doesn’t cat meat.”

(Pfau and Quer 2007)
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rel
[HOUSE SOME PAPER WALL, EXIST] REL; FOR REMOVE
“The wall papers which some houses have should be removed.”
(Kubus and Rathmann 2011)
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rel
[BEFORE TELL-NOT PART] STOP

“Let’s skip the part (of the story) that I did not tell yet."
(Kubus 2011a)
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wh
SARA EAT WHAT
‘What did Sara cat?”
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1
T
ME FEED [[DOG BITE CAT THAT|s THAT. [np
“I fed the dog that bit the cat’.
‘I fed the cat that the dog bit.”
(Liddell 1978: 78)%
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wh
APPLE EAT WHO
“Who ate the apple?”
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o

1o]

—top.
. SCHOOL IX 4, X 16Oy,

“(As for) the/that school, T don’t go there.”
(Brunelli 2011: 171)

top. top. yn.
SCHOOL IX3, TOMORROW EVENING MEETING, 1X; LIX3
*As for the school, as for the meeting tomorrow evening, will you
be there?”
(Brunelli 2011: 174)
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— 1 _nod
1ASK; GIVE] [DOG [URSULA KICK |5 THATCxp
‘I asked him/her to give me the dog that Ursula kicked.”
(Liddell 1978: 85)
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. *[[Mary owiza ki  kage]  ki]
Mary ~ quilt  the make the
b. [[Mary owiza wa  kage]  ki]
May  quilt a2  make the
“I'bought the quilt that Mary made.”
(Lakhota, from Williamson 1987)

Dem

he
Dem

ophewathu.
I-buy

ophewathu.
Ibuy





OEBPS/e9781501510373_i0037.jpg
HTop

L
Spec Inter’
Inter® TopP
Spec  Top'
Top®  FocP
Spec  Foc'
wh-phrase
Foe®
(adapted from Brunelli 2011: 220) FinP/IP
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r
[RECENTLY DOG THAT, CHASE + CAT]s; Jnp COME HOME
“The dog that recently chased the cat came home.”

“The cat that the dog recently chased came home.”2”
(Liddell 1978: 75)
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laro-wa  [[Yoko-ga  reezooko-ni kukkii-o  hotondo
Taro-Top  Yoko-Nom refiigerator-Loc ~cookie-Ace  most

irete-oitaj-noj-o paatii-ni motte itta.
put-AuxNM-Acc  party-fo brougl

“Yoko put most caokiesin the refrigerator nd Taro brought them to
the party.”

(Japanese, from Shimoyama 1999)
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neg
b. *NOBODY CONTRACT SIGN
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(299) [&:» [pp1 Anniel; 1
- [pr2 0k [cp whoy. is our manager]];
(de Vries 2002: 219)
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rel
PAOLO; BOOK; (GIVE] PE; YESTERDAY
rel

PE; BEAUTIFUL

“The book that Paolo gave me that I read yesterday is beautiful.”

ENING IX-1 READ





OEBPS/e9781501510373_i0035.jpg
]

=

neg

PAOLO NOBODY HELP

*Paolo has helped nobody.” (emphatic)
neg

NOBODY CONTRACT SIGN

“Nobody has signed the contract.” (emphatic)
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r
[RECENTLY DOG CHASE+ CAT| COME HOME

“The dog which recently chased the cat came home.”
“The cat which the dog recently chased came home.”
(Liddell 1978: 66)
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rel
PAOLO; MARIA IDEA] iSUGGES T, PEj PRESIDENT CHOOSE PE;
BEAUTIFUL
“The idea that Paolo suggested to Maria that the president chose is
beautiful.”
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®

L

P— -4
*PAOLO EAT NOT
neg
*PAOLO EAT NOT
neg
*CONTRACT SIGN NOBODY
neg
*GIANNI SIGN NOTHING
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Gianni arrivo tardi, il chella  qual  cosa  fu
Gianni  arrived late,  the thatthe which thing was
imbarazzante.

embarrassing

*Gianni arrived late, which was embarrassing.”

(Bianchi 2000: 138)
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WOMANj IXg THRES ECIALIZED, OTHER TWO
CHEAP
“Three bikes that the woman bought are specialized; the other two are

cheap.”
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neg
a. *GIANNI NOTHING SIGN
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Jean  éuwit  enretard, ce  qui  éuait
Jean  was  late that  which  was
“Jean was late, which was cmbarrassing.”
(Bianchi 2000; 138)

embarassant.
cmbarrassing
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a [[[wowapi wa] Deloria owa cha] blawa chal...
book a  Deloria write Ind Iread Ind
*{The, a} book that Deloria wrote that I have read...”

(Lakhota, from Williamson 1987)

b *fJuzi fmuka warmi-ta  kuya-shka]  kulki-ta  kara-
Jose 1 woman-Ace love-RC/Nom money-Acc ~ give-
-shka-ka] sumaj-mi ka-rka.

RC/Nom-Tom  beautiful-Val ~ be-Past.3

“The woman that I love that Jose gave the money to was very beau-
tiful.’

(Quechua, from Grosu 2002)
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L

=

o

neg

— .
*#PAOLO CONTRACT SIGN

— |
*#PAOLO CONTRACT SIGN

neg
*#PAOLO CONTRACT SIGN
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rel
CITY; IX-1 VISIT NEVER PE; IX-1 SEE WANT VISIT
‘I want to visit a city that I have never visited.”
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o

neg

PAOLO CONTRACT SIGN NOT

“Paolo hasn’t signed the contract.’
neg

PAOLO SIGN NOTHING

*Paolo hasn’t signed anything.”
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rel
WOMANy, IXy, BIKE; THREE; BUY PE; SPECIALIZED
“Three bikes that the woman bought are specialized.”
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a [[Thaspa wazi  taya  yuzaza pi] ~ cha] wachi
apple  adrealis well wash Pl Ind Iwant
“I want an apple that is well washed.”

(Lakhota, from Williamson 1987)

b.nuna ishkay bestya-ta  ranti-shqa-n alli  bestya-m
man two  horse-Ace buy-PERF-3  good horse-Validator
ka-rgo-n.
be-Past-3
“The two horses that the man bought were good horses.”
(Ancash Quechua, from Dayal 1991)
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relCP; P

DP
Ram
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rel
MOTHER POSS-2 CAKE; PREPARE PE; IX-1 WANT EAT!?
*I want to eat a cake that your mother has prepared.
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wh
SARA WHAT EAT
‘What did Sara cat?”
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wh
SARA SEE WHO
“Who saw Sara?”
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brtns
THAT SENATE VOTEjy LAW ME SUPPORT}ay
“I support the law the senator voted for.”
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v Mikele — ja Vijublena.
of Michele  IpsNOM inlove
“Itis Michele I'm in love with.”
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WHO ARRIVE
“Who arrives?”
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s
COP SHOOT*| DOG Pt | BITEyoman WOMAN
“The cops shot the dog that bit the woman.”
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SARA APPLE EAT APPLE WHICH
“Which apple did Sara cat?’
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PRON vodka ACC Ivan.Nom has drunk
“Itis vodka that Ivan has drunk.”
(Perazzato 2013: 28)
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wh
SARA EAT WHAT
“What did Sara eat?”
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br+tns
MEDIC BORROW BOOK GONE SINCE
“The book the doctor borrowed has been missing.”

BOOK pt"B MEDIC BORROW SINCE GONE
“The book the doctor borrowed has been missing.”
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kracnym mne  hotelos'by pokrasit’
red STRUM  Ips.DAT want.3ps.pst.COND  paint

‘It is red that I would like to paint the house.”
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br wr
a. [DOCTOR BORROW pt BOOK]| [THATploox  MISSING]
“The book the doctor borrowed is missing.”

br br+tns
b. [cop sHoOT 1] [THAT"] DOG BITEyoman WOMAN PT" L goq]
“The dog that the cops shot bit the woman (that's why they shot
him)."

br wr
c. [PL GIRL BORROW BOOK] [THAT BOOK GONE]
“The book the girl borrowed is missing.”
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(adapted from Belletti 2008: 9)
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br wr
. MY FATHER BUILD HOUSE  THATpt ME BUY
‘I bought the house my father built.”
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(adapted from Belletti 2008: 13)
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wh
SARA EAT NOT WHAT
“What didn’t Sara eat?’
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br wr
MOTHER BUY SHIRT ME FOLD THATPlshirt
‘I folded the shirt mother bought.”
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(Percus 1997: 338)
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wh
SARA EAT DONE WHAT
“What did Sara eat?”
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“The threc books that the doctor borrowed are missing.
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[BOY EAT POSS HAMBURGER] IX FORCE GIVE 1-DOLLAR

“The boy who ate my hamburger, I forced (him) to give me a dollar.”
(Pfau and Steinbach 2005)
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MARIA [CAKE COOK LIKE]  PREPARE DONE

“Maria, who likes to cook cakes, has preparcd onc.”
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“Who arrived in time?”
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“The cops shot the dog that bit the woman.”
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-3 pause  [CITY ROME KNOW NOT] pause

“Her boyfriend, who doesn’t know the city of Rome, arrives late.”
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a. jo laRkii  khaRii hai vo lambii  hai.

REL  girl standing  is DEM tall is
b. vo laRkii  lambii hai Jjo khaRii  hai.
DEM  girl tall is REL  standing is
c.vo  laRkii jo khaRii  hai  lambii  hai,

DEM gil  REL standing is  tll s
“The girl who is standing is tall.”
(Dayal 1991: 642)
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a. [CHILD, RUN PE¢| TEACHER §; GIVE  WHAT;
rel
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b. TEACHER [CHILDY RUN PE] t; GIVE  WHAT;
“What does the teacher give to the child who runs?”

C. *TEACHER ; GIVE [CHILD} RUN PE,] WHAT;
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22°As for the LIS teacher, as for the prize, today (he) gave () o the
student who won the competition.”
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rel _ foc
a. YESTERDAY STUDENT; PRIZE WIN PE; BOOK, TODAY ~ANNAL
(GIVE;
“THE BOOK, today Anna gave to the student who won the prize
(not the computer).”
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top _top
a. LARA TRIP LAST-WEEK IX-1 RESERVE DONE
“As for Lara, as for the trip, I reserved it.’

b. LARA NEXT-WEEK LEAVE MUST
‘LARA, must leave next week (not Anna).”
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a. [[Taro-ga sara-no ue-ni o oita] keeki].
Taro-Nom plate-Gen on-oc put cake
*A picce of cake which Taro put on a plate.”
(extracted from Shimoyama 1999)
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o] rel
a. TRIP, STUDENT; COMPETITION WIN PEj, YESTERDAY ANNA
RESERVE DONE
el _top
b. STUDENT; COMPETITION WIN PE;,  TRIP, YESTERDAY
ANNA RESERVE DONE
“As for the trip, yesterday Anna reserved it for the student who won
the competition.”
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a. Yokowa  [Taro-ga  sara-no  ueni keeki-o
Yoko-Top ~ Taro-Nom plate-Gen ~ on-Loc  cake-Acc

oita]  -noj-o tabeta.
put NM-Ace  ate
“Yoko ate a picce of cake which Taro put on a plate.”

b. Yokowa  [[Taro-ga sara-no  we-ni o ioia]
Yoko-Top  Taro-nom plate-Gen  on-Loc put

keeki]-o  tabeta.
cake-Ace  ate

“Yoko ate a picce of cake which Taro put on a plate.”
(Shimoyama 1999)
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[Peeme  thep khii-pa]  thejnee  yin.
PeemErg bookAbs carry-Part the.Abs  1Genbe
“The book that Peem carried is mine.”
(Tibetan, from Keenan 1985)
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rel
TEACHER; [CHILD}. PLAY PE] iSCOLD
“The teacher scolds the child who plays.”
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pa
CHILDREN DOG SEE'
“The children suddenly saw the dog.”
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[jo  larkii Sita-ko; pyaar kar-tii hm/, [us-ne;
Rel girl Siw-Acc love do-HabF Dem-Erg
us-ko, thukraa  di-yaa].

Dem-Acc  reject  GIVE-Pfy

(Bhatt 2003: 22)
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Property Restrictive _ Appositive _ LISRC

1. Pronominal head No Yes
2. Proper name head No Yes
3. Quantified head Yes No
4. Ordinal head Yes No
5. Matrix negation Yes No
6. Intensional Vs Yes No
7. Ellipsis reconstruction Yes No
8. Sentential adverbs No Yes

9. Any category No Yes






OEBPS/e9781501510373_i0028.jpg





OEBPS/e9781501510373_i0149.jpg
ljis  larke-ko vo;  pasand kar-ti:  hail;  [har
Rel boy-Dat Dem like do-HabF bePrs every
larkiz; [us  larke-ko]; buddhima:n  samajh-ti:

gil  Dem boy-Dat intclligent  consider-Hab.F

(Bhatt 2003: 24)
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c.

hail;  [us  larke-ko]; [vo  kitaab], dii.
bePrs Dem  boy-Dat Dem book give-PAF

*fjo larka:  tumhare pichhe hail;  [jo
Rel  boy-Dat your  bchind bePrs Rel
kitazb  Shantiniketan-ne  chha:pi: thi]>
book  Shantiniketan-Erg  publish-PR.F be.PstF
Ram-ne  [us larke-ko]; [vo  kitaab]; dii.
RamErg Dem boy-Dat Dem book  giveP.F
“Ram gave the book that Shantiniketan had published to the
boy who is standing behind you.”

(Bhatt 2003: 18-19)
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rel
CAKE; IX; IX-1 COOK PE; SISTER P 1 LIKE BROTHER NOT
“My sister likes the cake that I bakc my brother does not.”
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larkii Sita-ko, pyaar kar-tii  hail; [us-neys

Lio
Rel girl  Sita-Acc love do-HabF is  Dem-Erg
us-ko, thukraa  di-yaa].

Dem-Ace  reject  GIVE-Pfv
(Bhatt 2003: 22)
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*[jo cartoon Shyam-ne  bana:-ya:j> [Rahul ajka] — [pp
Rel cartoon Shyam-Erg make-Pfv Rahul nowadays
[opjo kitazb Saira-ne likh-I:];  voll  aur [ppicn>
Rel  bookF Saira-Erg writePfvF Dem  and

vooJ]  parh  raha:  hai.

Dem read Prog  bePrs

“*[which cartoon that Shyam madel,, nowadays, Rahul is
reading [[which book that Saira wrote] that (book) and [tcp2
that (cartoon)].”

(Bhatt 2003: 18)
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rel
ONE WOMAN; MAKE-UP NOT PE; IX-1 MEET NEVER
“I never met any woman who doesn’t wear make-up.”
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[jo  larka:  wmhare  pichhe haif;

Rel  boy-dat  your behind  be.Prs
Ram-ne  [us larke-ko];  [jo  kitab
RamErg Dem  boy-Dat  Rel  book
Shantiniketan-ne  chhazpi iy [vo

Shantiniketan-Erg ~ publish-P.F be.PstF Dem
kitaab], dii

book  give-PRF

[jo  kitacb Shantiniketan-ne  chha:pi: thic] >
Rel book Shantiniketan-Erg publish-Pfv.F bebucE
Ramne  fjo  larka tumhazre  pizchhe
Ram-Erg Rel  boy-Dat  your behind
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GLANNI THINK MEN; IX-3; CAR CLBIG-CARy BUY PE
“Gianni thinks that Maria likes men who buy big cars.
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har larke-ko, [vo  kahani:  [rcjo Arundhati-ne
cvery boy-dat that storyF  Rel  Arundhati-Erg
us-ke-baare-me;  likhii]] ~ pasand  hai
Pron-about write-PR.F  like be.Prs

“Every boy; likes [the story [kc that Arundhati wrote about
him; ]].”

(Bhatt 2003: 14)
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rel
a. *MARIA; CAKE COOK LIKE PE; PREPARE DONE
“Maria who likes to cook cakes has prepared a pie.

b. MARIA CAKE COOK LIKE PREPARE DONE.
“Maria, who likes to caok cakes, prepared a pic.’
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Rahul azjkal  [pp [ppjo  kita:b  Saira-ne likh-I:];
Rahul nowadays  Rel book.F Saira-Erg write-Pf.F
Vol aur [ppljo  cartoon Shyam-ne

Dem and  Rel cartoon ShyamErg make-Pfy
vojJ]  parh  raha: hai

Dem  read  Prog bePrs
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rel
FIRST WOMAN; KISS PE; NOW BANK WORK
“The first woman I kissed now works in a bank.’
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adapted from Bhatt 2003: 12)
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a. Taro-wa  [[Yoko-ga

reezooko-ni - kukkii-o

Taro-Top Yoko-Nom fridge-Loc ~ cookie-Acc
hotondo irete-oita] - -noj-o paatii-ni  motte itta.
most  putAux NM-Ace  party-to  brought

“Yoko put most cookies in the refrigerator and Taro brought them
to the party.”

b. Taro-wa  [[Yoko-ga  reezooko-ni Direte-oita |
Taro-Top  Yoko-Nom fridge-Loc  put-Aux

kukkii-o  hotondo]  paatiini  motte itta.
cookic-Ace  most arty-to brought

“Taro brought most cookies that Yoko had put in "he refrigerator to

the party.”
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a. [Relative-CPJ; [Sita thinks that [...matrix DP;..]|
fjo larki: TV-par ga: rah-i: hail;  [Sita
Rel girl TV-on sing Prog bePrs SitaF
soch-ti: hai  [ki vo, sundar  hai]].
think-Hab.F be.Prs that Dem beautiful be.Prs
“Sita thinks that the girl who is singing on TV is beautiful.”

#[Relative-CPl; [ip ...[xp NP [rc...matrix-DP; .]]...]
*[jo vaha: raha:  hail;  [mujh-ko  [vo
Rel there  stay-Hab bePres I-Dat  that
kahani:  [jo  Arundhati-ne  us-ke-baare-me
storyF  Rel  Arundhati-Erg  Dem-about
likh-ii]]  pasand ha

write-PRF  like  bePrs

“Who lives there, I like the story that Arundhati wrote about

2

that boy.”
(Bhatt 2003: 13)
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SON POSS-1 PLAY NEAR TABLE; PE; (IX{) ON IX-1 KEY FORGOT
“I forgot the key near the table where my son plays.”
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“Yesterday, it was all the women that I scolded.”
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rel
MARIA TABLE; BURN PE; (IX;) NEAR CHILD PLAY
“The child plays near the table that Maria burnt.”
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c. [Aki  amit kér],  [az  azt elveheti].
Rel-who Rel-what-Acc wants that  that-Acc take-Pot-3g
*Everyone can take what he/she wants.’

(Hungarian, from Liptak 2005)
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rel
CHILDREN; CAKE EAT PE; TODAY ALL; [¢] STOMACHACHE
“All the children that ate the cake today have stomachache.”
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Wo  mai  de *(shi) zhe  duo  hua.
I buy DE be tis  ClI flower
“What I bought is this flowers.”
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a fjo  laRkii khaRii  hai] ~ [vo  lambii  hai]

REL gl  standing is DEM  tall is
b./vo  laRkii [jo kharii hai]  lambii  hai.
DEM gl  REL  standing is tall is

“The girl who is standing is tall.”
(Hindi, from Dayal 1991)
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rel
BOY; EXAM DONE PE; PASS NOBODY;'”
“No boy that took the exam passed.”
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Acht *(shi)  ba.
eight be cight
“Acht is cight”
(Tang 2001: 161)
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ljo  laRkii khaRii — hai (*jo  ravii kii dost  hai)],
WH gil standing is WH Ravi Gen friend is

[vo  (laRkipbahut Inmhn hai.

Dem gil very tal is

“Which girl is standing (*who is Ravi’s friend), she, that girl is tall.”
(Hindi, from Grosu 2002)
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Tve ye  [ne  ye so min  ye]  san.
man Pst 1 Pst  hose Rel  see  buy
“The man bought the horse which I saw."

(Keenan 1985)
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a. [jis  laRKiiNE jis  laRkeKO  dekhaa] ~[usNE
REL gilERG REL boy-ACC saw  DEM-ERG
uskO passand kiyaa].
DEM-ACC  liked
“Which girl saw which boy, she liked him.
(Hindi, from Dayal 1991)

b. fiya mula-ne jya  muli-la  pahila] [tva  mula-ne
Rel boy-Erg Rel girlkAcc saw  Dem  boy-erg
tya  mulila  pasant kela].

Dem gir-Ace like  did

“For boy x, girl y s.t. x saw y, x liked y.”

(Lit. [which boy saw which girl], [that boy liked that girl].)
(Marathi, from Bhatt 2003)
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TEACHER, [CHILD) PLAY PEkJp 1SCOLDy
“The teacher scolds the child who plays.”
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rel _re
2. BOYS EXAM DONEPE  ALL PASS

*All the boys that did the exam passed.’
b. The boys that did the exam all passed.
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[io  laRkii khaRii  hai] [vo  laRkii lanbii  hai]
Rel girl  sanding is  Dem gl  tll s
“The girl who is standing is all.”

(Hindi, from Dayal 1991: 647)
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Rel-who carly comes that-Acc the organizers
Ingyen beengedik].
fieely PV-admit-3Pl

“Who comes early, the organizers will let ki in for free.’
(Hungarian, from Liptak 2005)
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[Bii  phi  a ve] ¢ mi b
wrong  write PERF NR  are many probably
“There are probably many wrongly written ones.”

(Lahu resp. Yavapai, from de Vries 2002: 42)






OEBPS/e9781501510373_i0230.jpg
rel
PROFESSOR POSS-3; COMPUTERy BUY PEy, STUDENT; STEAL NOBODY;
“No student steals the computer that his professor bought.”
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*o laRkii  kharii  hai  laRkii lambii hai.
Rel girl stnding is gl @l s
“The girl who is standing is tall.”
(Hindi, from Dayal 1991: 649)
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rel
[CHILD; COMPETITION WIN PE;,

[IX-1 KNOW [TEACHER, PRIZE [EHI-D—COMPEFITON-WIN-PE];]
JGIVEy]

*I know that that the teacher gave a prize to the child who won the
competition.”
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foc cleft
a. PAOLO, AP

PPLE; PE; 1X-3 NOT
“PAOLO, it is apples that he docsn’t oy (not Luca).”
top cleft
b. FRUIT, APPLE;j PEj PAOLO NOT-LIKE
*As for fruit, it is apples that Paolo doesn’tlike.”
to] o] cleft
d. PAOLO;, FRUIT, APPLE} i NOT-LIKE

*As for Paolo, and as for fruit, it is apples that he doesn’t like.”
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a.Det  huset der  som  John bor
the housec Rel  SOM John lives
“The house where John lives.”
(Swedish, from Afarli 1994: 88)

bovo wsvie  jo ki Billko  pasand  hai.
Dem picture  Rel  Comp BillDat like  Prs
“That book which Bill likes."
(Hindi, from Bhatt 2005a: 21)
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[[Peeme  thep khii-pa]  the] nee  yin.
Peem-ERG book-ABS carry-PART the-ABS [-GEN  be
“The book Peem carried is mine.”
(Tibetan, from Keenan 1985: 161)
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[Tenay  ?ewa:o Zewu:w] -puj -Ly  Zciyaws.
Yesterday house-ACC I-saw ~ DEF-in  I-will-sing
“Iwill sing in the house that I saw yesterday."

(Diegucfio, from Keenan 1985)
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“The girl to whom you told the story is very pretty.”
(Quechua, from Conric 1981: 139)'*5
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“Yoko ate a cake which Taro put on the plate.”
(Japanese, from Shimoyama 1999: 147)'%

keeki-o
cake-acc





OEBPS/e9781501510373_i0001.jpg
On Relativization and Clefting

An Analysis of Italian Sign Language

By
Chiara Branchini

De Gruyter Mouton - Ishara Press





OEBPS/e9781501510373_i0122.jpg
John likes [ppwhom woman]





OEBPS/e9781501510373_i0243.jpg
DP/CP

P De/ce
PE

I woman PE love





OEBPS/e9781501510373_i0002.jpg
neg
PAOLO SIGN NOTHING
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rel
CHILD; PE; COMPETITION WIN TEACHERy, PRIZE (GIVE;
“The teacher gave the prize to the child who won the competition.”
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a. Me  stenohori w0 ol
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I regret that he left.”

(Roussou 1992)

b.No me gusta e  que
not to-me please the  that
I don’tlike your behaving like that.”
(Donati 1994: 23)
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VASE; SEE DONE PE; TODAY IX-1 BUY PE; EXPENSIVE
“The vase that I saw that I bought today was expensive.”
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“The first woman I kissed now works in a bank.'”
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CAKE; PE; PAOLOK IXk THROW-AWAY
‘It is the cake that Paolo throws away.”






OEBPS/e9781501510373_i0214.jpg
rel
YESTERDAY CHILDREN; GARDEN PLAY PE; CAT POSS-1 CHASE
“The children that yesterday played in the garden chased my cat.’
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a. IX-3 INVITE WHO, MARIA
“Who he has invited is Maria.
re
b. * IX-3 INVITE WOMAN WHO, MARIA
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PAOLO MARIA IDEA; SUGGEST PE; IMPORTANT
“The idea that Paolo suggested to Maria is important.”
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a. 1X-3 PERSON INVITE WHO

wh
b. IX-3 INVITE PERSON WHO
“What person did s/he invite?’
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IX-2 COMPUTER BUY WHICH
“Which computer are you going to buy?”
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TEACHER [CHILD WIN PE] PRIZE GIVE
“The teacher gives the prize to the children who win.”
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‘I met who has taken the exam.”
re
*EXAM DONE WHO
(Branchini 2009: 110-111)
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MARIA TABLE; BURN PE; (IX;) NEAR CHILD PLAY
“The child plays near the table that Maria burnt.”
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“He asks me which computer you have bought.
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#ANNA; IX-3; LEAVE WHE?
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a. ANNA; IX-3; LEAVE WHEN TOMORROW
“When Anna leaves is tomorrow.”

b. PARIDE; LOVE WIIAT SELF; SIGN
“What Paride loves is to sign to himself.”
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two girls all are  Rel standing arc
b. *fjo laRkivaa khaRii hai] [do lambii  hai.
Rel girls standing are  two ftall are

“Two girls who are standing are tall.”
(Hindi, from Dayal 1991: 648)
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“I never met a woman who doesn’t wear make-up.”
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Rel girls  sanding are Dem-Partitive two tll  are
“Two of the girls who are standing are tall.’

(Hindi, from Dayal 1991 648)
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“The girl who is standing is tall.”
(Hindi, from Dayal 1991: 647)
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*Sita thinks that the girl who is singing on TV is beautiful.”

(Hindi, from Bhatt 2003: 13)
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*PAOLO MARIA; HOUSE POSS; SELL WANT
“Paolo wants Maria to sell her house.”





OEBPS/e9781501510373_i0349.jpg
bp ve
4 THROW-AWAY





OEBPS/e9781501510373_i0104.jpg
1 like Det-Acc
‘I like who sits there.”

[der — dort
Dya-Nomthere





OEBPS/e9781501510373_i0225.jpg
CAR SILVER, IX-1 BUY DONE
“The SILVER car, I bought.
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‘It is all women that I scolded.”
cleft

X-1 SCOLD

‘It is all women that I scolded.”
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‘l! is the cake that Paolo throws away.”
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the-one Dret too late comes
“the same (one) that comes too late’
(de Vries 2002, citing Lehmann 1984: 42-43)
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“Gianni said that Picro fell off the bike.”
(Cecchetto, Geraci and Zucchi 2008: 49)





OEBPS/e9781501510373_i0344.jpg
cleft
a. TOMORROW; PE;j ANNA LEAVE
“It is tomorrow that Anna leaves.”
pscudocleft

b. ANNA LEAVE WHEN, TOMORROW
“When Anna leaves is tomorrow.”
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“Ilike who sits there.”
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“The silver car, I saw it.”
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“Who has finished the exam can go out.”






OEBPS/e9781501510373_i0100.jpg
kogo  kakvoto (/kojato sapka) mu  haresva,
whom what  /which hat  him pleases
nosi

wear-3SG

da
PRT
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“The teacher gave the prize to the child who won the competition.”
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“Who does Maria like?”
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CHILD++, WINy, TEACHER; PRIZE {GIVE
“The teacher gives the prize to the children who win.”
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. PAOLOK PEx MARIA; IX; iLIKE 1X;

‘It is Paolo that Maria likes.”

MARIA MANi LIKE PEg PAOLO

“The one/man that Maria likes is Paolo.”
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HOUSE; PE; ANNA, IXy BUY WANT
“It is a house that Anna wants to buy.”
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T; PE; ARRIVE NOBODY;
“It is none of my friends that has arrived.”
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cleft
CHILDREN; PE; ARRIVE NOT?!¢
‘It is the children that haven’t arrived.”
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[IX 1 WALLET FORGET]; PEj PAOLOx MONEY LEND kGIVE]
“Itis because I forgot the wallet that Paolo lent me the money.”
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cleft
COMPUTER; POSS-3y, PE; TECHNICIAN ALy REPAIR CAN
“Itis his/her own computer that all technicians can repair.”
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Ej IX-3 CAR PAINT
“Itis yellow that (s)he painted the car.”
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I X-1p1 MEET PRESENT-GIVE MOM
“It was yesterday that we met to give Mom her present.”
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cleft
PAOLO; IX-3; PEj SCARF FORGET
“Itis Paolo that has forgotten the scarf.”
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SON POSS-1 PLAY NEAR TABLE; PE; (IX;) IX KEY FORGOT'®
“I forgot the key near the table where my son plays.”
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GIRL IXgua1 STUDY WITH PE; GIANNI LIKE (1x))
“Gianni likes the girl I study with.”
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cleft wh
CAKE; PE; PAOLO ASK fyh WANT WHO
“Itis the cake that Paolo wonders who wants (it).”
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DOGI IX; EAT A-LOT PE; DOCTOR (IX;) VET BRING
“I took to the vet the dog that eats a lot.”





OEBPS/e9781501510373_i0326.jpg
rel
DOGj CAT CHASE PE; (IX;) HOME COME
“The dog that chased the cat came home.”
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“The dog that I took to the vt cats a lot.”
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PAOLO IXk THROW-AWAY;
“It is the cake that Paolo throws away.”
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“The man that today brought the pie yesterday danced.’
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a. CARLO, IX-1 INVITE WANT
“CARLO, I want to invite.”
cleft
b. CARLO PE IX-1 INVITE WANT
“Itis Carlo I want to invite.”

. NOBODY, IX-1 INVITE WANT
‘NOBODY, I want to invite."

d. *NOBODY PE, IX-1 INVITE WANT
*It is nobody that I want to invite.”
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rel
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“The man that brought the pic today danced yesterday.”
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cleft
WOMAN; PE; YESTERDAY IX-1 ALL; SCOLD
“It is all the women that I scolded yesterday.”
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WOMAN; ALL; PE; IX-1 SCOLD
“Itis all women that I scolded.”
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DOG; CAT CHASE PE; (IX;) HOME COME
“The dog that chased the cat came home.”
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WOMAN; EACH; PE; IX-1 SCOLD
“Itis each woman that I scolded.”
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“Itis all women that I scolded.”
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“The dog that chased the cat came home.”
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WOMAN; PE; IX-1 EACH; SCOLD
“It is cach woman that I scolded.”
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‘It is a comic movie that (s)he likes.”
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“Itis hlm/hcr that has won.”
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cleft
PEj ANNAK IX-3k BUY WANT
“It is a house that Anna wants to buy.”






OEBPS/e9781501510373_i0307.jpg
“The HOUSE, Anna wants to buy.”
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Nach:le Bahnhof Friedrichstrafe.
Next station Friedrichstrae
(Tang 2001: 169)
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dani ze kohen.
Dani PronZ mr. Cohen
“Dani is Mr. Cohen.”

(Spector 2012: 325)
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Zhangsan Zhongguoren.
Zhangsan Chinese
*Zhangsan is a Chinese.”
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zot AT Se eyn lax/la sigariyot.
itFEM 2FEM.SGL that NEG to-you/to-her cigarcties
“It's you who doesn’t have cigarettes.”

(Spector 2012: 320)
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