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Chapter 3

Phylogenetics in biology and linguistics

Finn Borchsenius, Aymeric Daval-Markussen and Peter Bakker
Aarhus University

�e main goal of this chapter is to introduce the reader to the parallels 
and commonalities that exist between the �elds of biology and linguistics. 
Researchers from both �elds faced similar problems when seeking to account 
for the descent and diversi�cation of related entities (species, languages). 
�erefore, they o�en sought mutual inspiration and opted for similar solutions. 
�is has resulted in a convergence of models and methods in both �elds. �is 
chapter is divided into two parts. Firstly, we review some of the methodological 
and conceptual developments that have occurred in biology since the emer-
gence of the �eld of evolutionary biology. �ere will be an emphasis on the last 
decade, where a variety of computer-based analyses have been developed. To 
illustrate the bene�ts of these tools, phylogenetic methods are applied in the 
second part of the chapter to a group of high-contact languages (creoles), which 
have long de�ed attempts at classi�cation due to their multiple ancestry.

3.1 Origin of phylogenetics in biology and linguistics

Phylogenesis can be de�ned as the evolutionary development and diversi�cation of 
a group of organisms. Phylogenetics is the study of that process, aiming at drawing 
up phylogenies, usually in the form of trees showing the evolutionary relationships 
between the members of a group of living organisms, languages, or other entities 
subject to evolution through descent with modi�cation.

Evolution as a theory explaining the diversity of living nature dates back to 
biologists such as Charles Darwin and Alfred Russel Wallace in the middle of the 
19th century. �ough Darwin founded evolutionary theory, he was, however, not 
particularly concerned with phylogeny; rather, he was interested in the process 
of change leading to the emergence of new species. In fact, just a single sketch of 
a phylogenetic tree appears in Darwin’s ground-breaking book On the Origin of 

Species by Natural Selection (1859: 116–117). Nevertheless, phylogenetic thinking 
was the logical outcome of Darwin’s evolutionary theory.
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It is noteworthy to realize that linguists adopted phylogenetic thinking at 
a very early stage. In fact, some evolutionary concepts were used in linguistics 
before they were used in biology. By the end of the 18th century, linguists already 
used the concept of homology (i.e. similarities in form between words may point 
to a common origin) and had realized that diversity could be explained via de-
scent with modi�cation (e.g. Schleicher 1853). Inspired by Darwin’s publications, 
they quickly moved to making trees representing linguistic descent. In 1863, the 
German comparative linguist Schleicher published a paper depicting an Indo-
European language tree (Schleicher 1863). Interestingly, he wrote the paper as 
an open letter to his friend, the evolutionary biologist Ernst Haeckel, who had 
introduced him to the Origin of Species earlier the same year. �e concept of lan-
guage trees depicting evolutionary processes and the diversi�cation of languages 
from a common ancestral form, however, predates Darwinian thinking. �e idea 
of a genealogical language tree has been accredited to the early work of Friedrich 
Schlegel, who introduced a language tree, or Stammbaum (family tree) approach 
in a publication as early as 1808 (Schlegel 1808). �e �rst published manuscript 
depicting a phylogeny was published by Carl Johan Schlyter in 1827 (Collin & 
Schlyter 1827). Schleicher had also used language trees with branches six years 
before the publication of Darwin’s book (Schleicher 1853).

In their review of the early history of cross-fertilization and borrowing of 
ideas in the establishment of phylogenetic thinking in linguistics and biology, 
Atkinson and Gray (2005: 517) conclude that “Darwinian ideas of descent with 
modi�cation were probably less revolutionary in linguistics than they were in 
biology. Phylogenetic thinking and methodology in linguistics had already de-
veloped rapidly before Darwin, and this continued throughout the 19th century”. 
Particularly noteworthy is the fact that linguists in the late part of the 19th century 
recognized and understood the importance of distinguishing between innovations 
(i.e. new characters not present in the ancestral form) and retentions (characters 
inherited from a common ancestor). Biologists today make a similar distinction, 
but they call them synapomorphies (shared innovations) and symplesiomorphies 
(shared retentions). In biology, this distinction was widely accepted until 70 years 
later (Hennig 1950), when it led to a revolution of systematic biology, setting the 
principles for algorithmic reconstruction of phylogenetic trees.

Following Hennig’s (1950) publication of Grundzüge einer Theorie der 

Phylogenetischen Systematik, the development of methods for reconstructing trees 
based on the principle of shared derived character states gained much interest. 
With access to computers becoming easier and more widespread, particularly 
from the 1980s, and due to the rapid increase of processor speeds, biologists soon 
engaged in developing computer-based algorithms for reconstructing phylogenetic 
trees (see Felsenstein 2004 for an extensive overview).
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�e fundamental principle for tree construction was parsimony, i.e. searching 
for the shortest possible tree with the minimum number of character changes 
across the entire tree that could also explain the variation in character states ob-
served in the set of entities being analysed. By the 1980s, this type of phylogenetic 
analysis had become widespread and generally accepted as the basis of systematic 
biology. It was also proliferating into the �eld of biogeography, i.e. the study of the 
geographical distribution of living organisms across the Earth as a way of recon-
structing the ancestral distribution areas of groups of organisms and the series of 
geological events that have determined their current distribution (e.g. Wiley 1988). 
With improved computer capacity, alternative principles to parsimony also began 
to gain terrain, most notably maximum likelihood, a principle derived from statis-
tical theory, where one searches for the model that gives the highest probability of 
observing the actual data. Maximum likelihood estimation of phylogenetic trees 
is computationally more demanding, but it o�ers the possibility of implementing 
a more sophisticated, and hence, a more realistic model for evolution.

Access to ever-increasing quantities of DNA sequence data (see e.g. Marx 
2013), in conjunction with faster computers and improved algorithms, has result-
ed in a move away from parsimony towards likelihood-based methods in biology. 
At the same time, there are fewer and fewer phylogenetic analyses based on the 
morphological characteristics of the studied organisms (e.g. whether a species has 
developed limbs or not).

While biologists from the very beginning of the silicon age incorporated com-
puter-based methods in phylogenetic analysis, linguists have been more reluctant 
to do so. Early attempts to introduce numerical approaches to linguistic analysis 
based on distance matrices (e.g. lexicostatistics by Swadesh 1952, 1955) were heav-
ily criticized (e.g. Bergsland & Vogt 1962) and are now largely discredited by most 
linguists – but perhaps not always for the right reasons (see for instance the papers 
in Wichmann & Grant 2012 for a rehabilitation). Atkinson and Gray (2005) discuss 
some of the problems and criticisms of distance-based methods in linguistics. 
�is discussion can be seen as a parallel to the massive critique that was initially 
raised against numerical taxonomic methods and distance-based tree estimation 
methods in evolutionary biology. A fundamental problem with these methods 
in such evolutionary analyses is that symplesiomorphies (retentions) that do not 
carry any true signal of common descent are as important as synapomorphies 
(innovations). �ey are therefore likely to group unrelated old lineages together, 
although similarities between them are simply a result of the absence of derived 
features present in more recently-formed groups.

In linguistics, one of the points of critique has been that the conversion of 
lexical character data such as Swadesh lists to distance scores results in loss of 
information, thus reducing the capacity of the method to reconstruct evolutionary 
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history accurately (Steel et al. 1988). In contrast, tree-building methods based on 
parsimony or maximum likelihood incorporate character changes as an implicit 
part of the model. �is allows the underlying assumptions concerning the precise 
evolution of characters associated with the hypothesized tree to be traced and 
evaluated. However, over the past ten years or so, the transfer of computer-based 
methods from evolutionary biology to linguistic studies has accelerated and is now 
diversifying rapidly. �is has been termed the “new synthesis” of biology and lin-
guistics (McMahon & McMahon 2003: 18–21) and incorporates a variety of meth-
ods and sub�elds in both evolutionary biology and linguistics. In what follows, 
we will provide an overview of the recent transfer of methods and discuss current 
trends in computational biology that could have future applications in linguistics.

3.2 Phylogenetic studies in linguistics

�e initial wave of papers in the new synthesis of linguistics and biology focused 
on understanding the history of human populations using linguistic data and 
phylogenetic methods, both at the local level (e.g. Forster et al. 1998 for dialects 
of Alpine Romance languages) and for widespread language families such as 
Austronesian (e.g. Gray & Jordan 2000). Remarkably, some of these early linguistic 
studies were initiated by non-linguists (anthropologists, psychologists, geneticists). 
Initially, most early studies employed maximum parsimony for the estimation 
of phylogenetic trees (e.g. Gray & Jordan 2000; Holden 2002; Rexová et al. 2003; 
Dunn et al. 2005; 2008).

Similar to what is happening in evolutionary biology, we are seeing a strong 
tendency of moving towards likelihood-based methods for reconstructing phylog-
enies in linguistics. In particular, Bayesian analyses based on the Markov Chain 
Monte Carlo algorithms (Huelsenbeck & Ronquist 2001) have become increas-
ingly popular. �ese methods use an iterative approach to sample a large number 
of almost equally likely models that can be summarized statistically a�erwards. 
�ese have become a standard tool in many areas of computational biology. Papers 
employing such methods include, among others, Gray & Atkinson (2003), Dunn 
et al. (2008), Dunn (2009), Gray et al. (2009), Fortunato & Jordan (2010), Dediu 
(2011), Bowern & Atkinson (2012), Nurbakova et al. (2013) and Maurits & Gri
ths 
(2014). Interestingly, however, a recent simulation study reported that maximum 
parsimony did a better job of �nding correct trees than both maximum likelihood 
and distance-based methods (Barbançon et al. 2013).
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3.3 Dated language phylogenies

Another signi�cant development in biology has been the application of a “relaxed 
clock”. Over the last decades, evolutionary biologists have increasingly applied 
molecular clock approaches to date splits in phylogenies and to make inferences 
about the timing of evolutionary events, such as the emergence of major evolution-
ary lineages relative to, e.g. geological history (Rutschmann 2006). �e underlying 
principle is that mutations happen stochastically at a certain mean rate (“strict 
clock”, the biological parallel to the “glottoclock” in linguistics). In this case, the 
number of mutations separating two evolutionary lineages would be directly pro-
portional to the time passed since they diverged from their common ancestor. 
Biologists, however, soon realized that this assumption rarely holds true. Mutation 
rates vary greatly among di�erent groups of organisms and across evolutionary 
time. �is led to various methods of “rate smoothing”, where substitution rates are 
allowed to vary across the branches of the phylogenetic tree (the “relaxed clock”, 
Drummond et al. 2006).

Dating of phylogenies has been applied to linguistic data, which assumes that 
cognates, like bases in a DNA sequence, evolve at a relatively constant frequency 
over time. Morris Swadesh was a pioneer in this area (e.g. 1952; 1972). A problem 
with all dating methods is, however, how to estimate the overall mean substitu-
tion rate and hence to time-calibrate the clock. In addition, social and historical 
di�erences such as relative isolation, community size (Nettle 1999) and social up-
heaval (�omason & Kaufman 1988; Dixon 1997) may in�uence rates of change. 
Biologists will typically use the age of fossils of ancestral species to calibrate their 
clock or, on shallow timescales, an average mutation rate that has been determined 
experimentally. In parallel to this, Gray and Atkinson (2003) put a time-constraint 
on the points (nodes) of initial divergence in all of the major languages based on 
known historical information on earlier stages of the languages. �e results indi-
cated that the expansions of the early Indo-Europeans were linked to the devel-
opment of agriculture approximately 8000 years ago, a suggestion made by Colin 
Renfrew a decade and a half earlier (Renfrew 1987).

A similar approach was used by Gray et al. (2009) to test the pulse-and-pause 
hypothesis accounting for the expansion and dispersal of Austronesian settlers 
from Taiwan throughout Insular Southeast Asia and the Paci�c. In this study, 
they calibrated the tree with archaeological date estimates and known settlement 
times. �eir results are consistent with the idea of migration pulses followed by 
pauses obtained through archaeological and DNA studies.

Recently, a number of investigations have used a Bayesian framework for dat-
ing linguistic trees (BEAST; Drummond et al. 2012) to test hypotheses concerning 
the origin and spread of language groups and potential correlates in terms of 
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cultural events (Lee & Hasegawa 2011) or climatic changes (Honkola et al. 2013). 
Altschuler et al. (2013) used a linguistic clock model to date the writing of the 
Homeric epics. Phylogenetic dating has also played a role in the nascent �eld of 
extraction of stable typological features for the purpose of studying deep-ancestry 
relationships (Dunn et al. 2005; Greenhill et al. 2010). Stable features are those that 
can be shown to change only very slowly over time and they are assumed to be less 
prone to borrowing. For example, Pagel et al. (2013) used a combination of sta-
tistical modelling and a dated phylogenetic tree to infer the relationship between 
common usage of words and stability over a 15,000-year timeframe.

�e relative stability of structural properties of languages has long been a con-
troversial issue and, apart from a few serious attempts at making generalizations 
on the basis of empirical data encompassing a large number of languages from 
various families (e.g. Nichols 1992), no conclusive evidence demonstrating the 
evolutionary variability of structural features of language has been put forward. 
With the advent of quantitative investigations taking large amounts of linguistic 
data into account, the issue has received renewed interest over the last decade. �e 
results of several recent studies based on the features described in WALS strong-
ly suggest that some grammatical features evolve more rapidly than others (e.g. 
Parkvall 2008; Wichmann & Kamholz 2008; Wichmann & Holman 2009; Dediu 
2011; Ellison 2014), although the exact ranking of the various features identi�ed 
by these authors does not match entirely (see Dediu & Cysouw 2013 for a review).

In order to pinpoint those features that are thought to evolve at a di�erent 
pace, the following logic was adopted. In cases where the various values attested 
for an individual WALS feature are relatively equally distributed across members 
of a language family (i.e. only a few di�erences can be observed across a single 
family), the low level of variation in the descent from ancestor to present-day 
languages suggests a relative stability for that feature. In other cases, however, 
the distribution of the various feature values is strongly uneven, which indicates 
that the rates at which the possibilities for that feature have evolved through time 
are di�erent. �e more variation we observe, the more likely this variation has its 
roots in independent innovations or contact e�ects, thus suggesting a considerable 
instability for that feature (see e.g. Wichmann & Holman 2009: 12).

Phylogenetic dating has been somewhat controversial in biology, in part be-
cause of the uncertainty linked to the use of fossils as calibration points. A fossil 
can, in principle, only provide a minimum age for a given lineage because the 
lineage in theory could be much older than the fossil record. Another problem 
using fossils is how to align a fossil of an extinct species to modern taxa, resulting 
in uncertainty as to where in the phylogeny the fossil, and hence, the calibration 
point should be placed. Finally, criticism has arisen from the frequent disagree-
ment between the diversi�cation time estimates based on respectively molecular 
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dating and fossil records, the so-called “rock-clock” problem. Nevertheless, dated 
phylogenies have become a standard tool in analyses of biogeographic patterns 
and community ecology at a range of spatial scales. �e use of dated phylogenies 
has also raised discussion in linguistics (McMahon & McMahon 2006; Heggarty 
2006), but the concept has nevertheless gained considerable currency.

3.4 Is linguistic evolution tree-like?

In linguistics, the idea that language diversi�cation rarely proceeds through clean 
speciation events has long been acknowledged (i.e. lateral transfer between lan-
guages is known to occur pervasively at all levels of linguistic description in the 
process of descent with modi�cation). Most notoriously, a preliminary step in his-
torical linguistic analyses following the Comparative Method 1 explicitly stipulates 
that known borrowings should be removed (e.g. Campbell 1998: 128). �erefore, 
the whole enterprise of reconstructing language families and depicting their in-
terrelationships completely ignores an important aspect of language evolution: 
horizontal in�uences. Reticulate (i.e. non-tree-like) evolution in language can be 
attributed to contact-induced innovations. However, only a few alternative mod-
els to represent these non-tree-like developments have been proposed and today, 
linguists still widely favor the tree model to represent the evolutionary histories of 
languages, following the Stammbaum model (Schleicher 1863). Schmidt’s (1871) 
‘wave theory’ stands out as a notable exception, because in that model, linguistic 
evolution is represented with concentric circles, thus re�ecting the overlapping 
spread of linguistic features as a gradual process involving both vertical and lateral 
in�uences (illustrated in Figure 3.1).

�erefore, the validity of the traditional Stammbaum model used in historical 
linguistics has been questioned by sociolinguists (e.g. Labov 2007), and especially 
so by creolists (e.g. Mühlhäusler 1980: 34; Hancock 1987: 265–266; �omason & 
Kaufman 1988; McWhorter & Parkvall 2002: 179–180). As Nichols & Warnow 
(2008: 762) point out, “[t]rees are o�en reasonable models of evolution, but some-
times a network model is more appropriate. For example, when creolization or 
language mixture occurs the correct graphical model will contain additional edges 
between branches in order to indicate the dual parentage”.

1. �e standard tool for historical linguistic analysis, the Comparative Method, is a technique 
that enables the researcher to describe and reconstruct the evolution and development of sibling 
languages from a proto-ancestor. For a detailed account, the reader is referred to e.g. Campbell 
(1998) or any other introductory textbook.
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Innovation A

Innovation B

Innovation D

Innovation C

Figure 3.1 �e wave model of language change and propagation according to  
Schmidt (1871).

�e question of whether tree-like structures are an appropriate model of language 
evolution continues to be debated (e.g. Geisler & List 2013) and some authors argue 
that language evolution should essentially be regarded as reticulate rather than 
tree-like because of extensive borrowing between languages (e.g. List et al. 2014a; 
2014b). Nevertheless, theoretical studies based on simulated data have shown that 
tree-like representations are quite robust in relation to lexical borrowing (Greenhill 
et al. 2009). Likewise, an empirical study found no evidence for the common claim 
that borrowing would be particularly high in prehistoric languages, such as those 
spoken in hunter-gatherer communities, which would compromise hierarchical 
relationships in the deep nodes of linguistic trees (Bowern et al. 2011).

�e potential problems in applying tree-like evolution to linguistic data has led 
to the widespread use of biological computational methods designed to visualize 
con�icting signals in the data such as split networks or reticulate networks (Bryant 
& Moulton 2004; Huson & Bryant 2006). In particular, split networks have been 
applied to the study of creole languages (Bakker et al. 2011; Daval-Markussen 2011; 
2013). �e issue has also been subject to theoretical work (Nakhleh et al. 2005; 
Erdem & Ringe 2006; Kanj et al. 2008; Towner et al. 2012). However, it would 
perhaps seem that the choice is not between trees or other types of networks, but 
rather that the methods may complement each other in exploring the structure 
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and phylogenetic signal in the data (Gray et al. 2010). �is viewpoint is in line with 
Huson and Bryant (2006), who suggest using split networks and associated tests 
for tree-like evolution as an initial data exploration procedure that can be used to 
determine the best path for further action, e.g. the construction of phylogenetic 
trees or perhaps reticulate networks.

3.5 Other lateral in�uences between biology and linguistics

Other recent applications of biological methods to linguistic analysis include phy-
logeographic and population genetics models. Phylogeography is a recent �eld 
of biology currently in explosive development (Avise 2000). It aims to study the 
movement of genes and populations across geographic scales. It thus deals with 
individuals and populations assumed to actively exchange genes through mating 
or migration. Nevertheless, it relies extensively on the use of phylogenetic meth-
ods including trees and other types of networks. In linguistics, phylogeographic 
methods have been applied to problems such as the origin of Native Americans 
(Sicoli & Holton 2014), the expansion of the Arawak language family in lowland 
South America (Walker & Ribeiro 2011) and the location of the Indo-European 
homeland (Bouckaert et al. 2012).

Methods from population biology originally developed to discover limits be-
tween distinct populations on the basis of recombining genetic markers have been 
applied to linguistic problems, such as explaining the language diversity of the 
Sahul region (between Australia and Papua, Reesink et al. 2009). Likewise, meth-
ods for studying population bottlenecks, such as those associated with founder 
e�ects when small groups of individuals colonize a new isolated area, have been 
applied. �ese have been used to test whether the decay in phoneme inventories 
in human languages following migration from Africa across Asia was the product 
of a serial founder e�ect, such as has been proposed for human genetic diversity 
(Atkinson 2011; but see also the critical reactions in Linguistic Typology 15 issue 2, 
and elsewhere).

Another interesting recent approach to the study of language evolution in-
volves direct modelling (see Gavin et al. 2013). Although not strictly a phyloge-
netic method, this approach o�ers an interesting complement for testing some 
of the assumptions underlying language evolution and phylogenesis. Jansson et 
al. (2015) applied a mathematical modelling approach to test whether Mauritian 
creole may have been created only from a mutual desire to communicate (see also 
Parkvall et al. 2013). �eir results strongly support this assumption and further 
indicate that it may be possible for a creole to develop quickly a�er �rst contact. 
�e issue of modelling language evolution is increasingly gaining interest, albeit 
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controversially. �e subject was recently reviewed by Gong et al. (2014a), provok-
ing numerous comments and discussion (Gong et al. 2014b).

Lateral in�uences between the �elds of biology and linguistics are not unidi-
rectional. Recent years have witnessed a steady increase in the amount of biolog-
ical studies incorporating linguistic data. �ese include a large number of studies 
mapping linguistic or other cultural traits on molecular phylogenies in order to 
study correlations between genetic and linguistic groupings, or to test directly if 
language barriers have resulted in genetic diversi�cation in human populations. 
Two studies speci�cally addressing this question, however, both failed to establish 
language as a direct driver of human population divergence (Donohue et al. 2012; 
Zhang et al. 2014). In the latter case, language diversi�cation correlated instead 
with geographic distance. Other examples of biological studies using linguistic 
data include three phylogeographic studies of maize (Mir et al. 2013), chili (Kra� 
et al. 2014) and banana (Perrier 2011), where cognate words related to these plants 
were used together with molecular and archaeological data to establish the area 
of origin and subsequent spread of domestication. �e general value of linguistic 
data for solving problems in other �elds of science was discussed by Pagel (2009), 
who concluded that for many comparative questions of anthropology and human 
behavioral ecology, historical processes estimated from linguistic phylogenies may 
be more relevant than those estimated from genes.

While computational phylogenetic analysis and related methods of evo-
lutionary biology are by now well-established tools in linguistic studies, other 
recent developments of potential importance for understanding the diversity of 
human language, in particular in ecological science are just beginning to be ap-
plied (Gavin et al. 2013). Ecologists are increasingly studying biological diversity 
across spatial scales using a conjunction of data including species distributions, 
traits and phylogenetic position, a �eld known as macroecology or ecoinformat-
ics. Methods from these �elds were applied by Amano et al. (2014) to analyse the 
geographical patterns and drivers of extinction risk in languages worldwide. �e 
authors found that both small geographical extension of the language and small 
speaker population size were associated with rapid declines in speaker numbers, 
causing 25% of existing languages to be threatened with extinction. In another 
article, Turvey and Pettorelli (2014) used methods from macroecology to assess 
the geographical congruence between the occurrence of languages and mammals 
threatened with extinction, suggesting that similar drivers may be a�ecting both 
entities. Lee and Hasegawa (2011) used methods for studying biological diversity 
patterns to demonstrate that geographical proximity and, more importantly, iso-
lation by a surrounding ocean independently explain a signi�cant proportion of 
lexical variation across Japonic languages.
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3.6 Creoles, stable features and their substrates and lexi�ers

�e e�ects of language contact can be paralleled to lateral gene transfer in bio-
logical evolution, a phenomenon whereby one species receives genetic material 
from another species that is prevalent in bacteria and related organisms lacking 
a cell nucleus (En�eld e.g. 2003 even pushed the analogy so far as to refer to lan-
guage contact as ‘linguistic epidemiology’). �us, the e�ect of borrowing might 
compromise genealogical language trees. In extreme cases, the degree of contact 
is such that whole linguistic systems are disrupted following a catastrophic event 
(also referred to as a ‘break in transmission’, see �omason & Kaufman 1988). �e 
creolization process is unique in the following senses: On the conceptual level, it 
is unlike what can be observed in normal evolutionary processes, namely that as 
in the case of creoles, several parent languages spawn a single daughter language. 
In addition, linguistically, it results in languages with a number of structural sim-
ilarities. �ese are the result of the analogous circumstances under which they 
emerged, and this then implies that creoles share a typological pro�le. �e ques-
tion of the genetic a
liation of creoles and other high-contact varieties and their 
typological status are still very much debated (e.g. �omason & Kaufman 1988; 
Owens 1991; Winford 2005).

�e recent development of quantitative typological databases such as WALS 
(Dryer & Haspelmath 2013) has facilitated large-scale grammatical comparisons 
of languages from a variety of families around the world. �is has helped address 
a number of questions which have been central concerns for linguists for a long 
time and has led to novel ways of tackling these problems. One issue that is par-
ticularly relevant in the context of creole studies concerns the existence of stable 
morphosyntactic features.

�e process of creolization entails a strong reduction of the lexicon and the 
morphosyntactic systems of the languages present in the contact situation (as a 
consequence of going through a pidgin phase). �e implication that linguistic 
features evolve at di�erential rates in the context of creole studies is that the fea-
tures which are temporally most stable, and hence more resistant to borrowing 
and change, are precisely those that will be expected to be retained in creoles. Hall 
(1959) already demonstrated that lexical-phonological changes observed in Tok 
Pisin occurred much faster than in non-creole settings.

Creolists have proposed several theories in order to explain the presence of 
shared structural properties in creole languages, such as a relative absence of in-
�ections or systems virtually devoid of gender agreement. Some argue that the 
lexi�er language provided both the bulk of the lexicon and a good portion of 
the grammatical structures observed in creoles. According to this view, creole 
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languages are considered to be continuations of the lexi�er and should therefore 
be treated as dialects of those. Hence, according to Mufwene (e.g. 2007), Germanic 
and Romance-based creoles worldwide should simply be regarded as the latest 
members of the Indo-European family. Others, on the other hand, emphasize the 
role of the substrate languages in creologenetic settings (e.g. Lefebvre 1998). �e 
proponents of this view claim that creole structures can best be explained in light 
of the grammars of West African languages. A third view argues that similarities 
in creoles re�ect universal cognitive mechanisms underlying heavy linguistic re-
structuring processes. Most creolists take an intermediate position.

�ese questions have been central to creole studies since their inception and 
we will suggest potential answers by using phylogenetic networks to represent 
the degree of similarity between the languages included in our samples. We will 
discuss several analyses comparing various languages involved in the formation of 
a sample of Atlantic and Indian Ocean creoles on the basis of a selection of stable 
features from WALS identi�ed by Wichmann and Holman (2009). �e samples 
that were used consist of creole languages, to which additional data on the lexi�-
ers and substrates were encoded in order to shed light on the degree of similarity 
between the languages involved in the creation of creoles. If creoles are more 
closely related to their lexi�er, then we should observe that the creole languages 
cluster according to their respective lexi�er. �is would suggest that the lexi�ers 
have played a particularly important role in the creation of creoles. Conversely, if 
the creoles cluster closely with the substrates included in our sample, this would 
indicate that the original languages of the subjugated populations provided an 
important part of the grammatical structure of creoles. And if the creoles group 
together apart from both lexi�ers and substrates, this would indicate that creoles 
are a relatively homogeneous group of languages from a typological perspective 
and have more commonalities between them than between any other group of 
languages considered – which would also emphasize the importance of the cre-
olization process as responsible for the similarities between creoles, and not the 
types of languages that happened to be involved in the process.

A sample consisting of 26 creoles and their six lexi�ers produced the network 
in Figure 3.2 following the Neighbor-Net algorithm (Saitou & Nei 1987) imple-
mented in SplitsTree v. 4.1.13 (Huson & Bryant 2006). �e lexi�ers all appear 
in a single group on the le� of the graph, with the Germanic languages in the 
upper part of the cluster and the Romance languages in the middle. �e creoles 
are scattered across the rest of the graph, with no apparent patterns according to 
geography, lexi�er or substrate languages.

�e graph in Figure 3.3 was built using data on the 26 creoles and 48 substrate 
languages representing the di�erent branches of the Niger-Congo family that 



 Chapter 3. Phylogenetics in biology and linguistics 47

Angolar

Sango
Principense

Martinique

JubaArabic

GuineaBissau

Papiamentu

Palenquero

Pichi
Berbice

Jamaican

Annobonese

ArabicSudanese

Spanish

French

Dutch

English Gullah

Vincentian

Louisiane

KiNubi

Negerhollands

Karipuna Reunion
Morisyen

Krio

Saramaccan

Guyane

Portuguese

Haiti

0.01

NigerianPidgin

Kabuverdianu

Figure 3.2 A network of 26 creoles and their six lexi�ers.

Angolar

Nupe
Yoruba

Mumuye

Mpongwe

Kisi

TemneObolo

Engenni

Mbum
Igbo

Wolof

DiolaFogny

Fula

Umbundu

Kande

Makhuwa

Bena
Kigiryama

Ngoni

Sena
Yao

E�k

Shona
Zulu

Kongo
Swahili

ArabicEgyptian

Fongbe

Ewe
Ga

Doyayo
Akan

EgaDan

Jamsay

DonnoSo

Supyire

Bambara

Klao
Koromfe

Moore
Grebo

Jamaican

Annobonese

Louisiane

Saramaccan
Krio

Morisyen
Reunion

Kabuverdianu
Karipuna

Negerhollands
KiNubi

Vincentian
Gullah

Pichi
Berbice

Palenquero

NigerianPidgin

Principense

Martinique
Haiti

JubaArabic

Papiamentu

GuineaBissau

Guyane

Ewondo

Dagbani

Vai

IjoKolokuma

Defaka

Kikuyu

Sango

0.1

Figure 3.3 Network of 26 creoles and 48 Niger-Congo substrate languages.



48 Finn Borchsenius, Aymeric Daval-Markussen and Peter Bakker

were involved in the creation of Atlantic creoles (principally Adamawa-Ubangi, 
Atlantic, Bantu, Ijoid, Kru, Kwa and Mande). All the creoles are grouped in a single 
cluster at the top of the graph, again without showing any groupings which could 
be consistently explained either by geography or by their lexi�er. Only Sango, a 
creole spoken in the Central African Republic and based on Adamawa-Ubangi 
languages, appears at the periphery of the creole cluster – but removed from the 
three other Adamawa-Ubangi languages present in the sample (Doyayo, Mbum 
and Mumuye). �e genealogy of the included substrate languages is partially re-
�ected in the various clusters.

�ese results suggest that the typological make-up of creoles is rather similar 
and that the selection of stable features adequately re�ects the grammatical parts 
of the linguistic systems that were not greatly a�ected by the creolization process. 
Hence, the selected stable features which were also present in the lexi�er and sub-
strate languages were not continued in the creolization process.

3.7 Creoles and genetic a�liation: Stammbaum, convergence, contact

�e genetic classi�cation of creoles has been a long-debated issue, especially a�er 
the publication of �omason & Kaufman (1988), who posited a non-genetic ori-
gin of creoles and other high-contact varieties due to a break in intergenerational 
transmission, resulting in languages that inherit their grammar and lexicon from 
di�erent sources (�omason & Kaufman 1988: 200). A number of papers address-
ing the question have been produced since (see e.g. Owens 1991; Dimmendaal 
1995; Clements 2002; Cardoso 2008; Lefebvre 2011 among many others), but no 
consensus has been reached and the question of how best to classify creoles and 
represent their interrelationships remains unsettled. Hence, the application of phy-
logenetic networks to incorporate lateral transfer in contact varieties is a highly- 
appealing method for representing the reticulation events that characterize this 
type of languages. Evidently, this is also true for more conservative languages, since 
no language can be claimed to be completely immune to contact-induced change 
(see for instance Friðriksson 2008 for a study of stability and change in Icelandic).

As the results presented in the previous section suggest, the multiple par-
entage of creoles is not obvious when applying a selection of stable features. In 
order to assess the degree of similarity between creoles, we have produced a new 
graph showing the relationships between the 26 sampled creoles and presented 
in Figure 3.4.

�e creoles are spread throughout the graph and do not pattern according to 
either lexi�er, substrate or geography, apart from a few cases where di�usion is 
known to have played a role (e.g. the Indian Ocean creoles from Mauritius and 
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Réunion in the top le�, or those spoken in Haiti and Martinique, on the upper 
right). Again, these results suggest that the classi�cation of creoles does not depend 
on the genealogical background of the languages involved in their creation, but 
rather, that they should be considered a phylogenetic unit in their own right, albeit 
on di�erent grounds than traditional language families (i.e. not due to inherited 
traits but rather because of common grammatical structures resulting from the 
similarity of circumstances that led to their emergence).

3.8 A cognitive account of creole genesis

In order to explain the similarities that can be observed between creoles, regardless 
of their lexi�er or of the substrate languages involved in their creation, as shown 
above (see also Bakker et al. 2011), we have to understand the conditions surround-
ing the emergence and development of creole languages. Several factors have to be 
considered, but the most relevant factor is the pidgin ancestry of creole languages 
(Parkvall & Goyette forthcoming). Much of the grammatical apparatus that many 
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older languages display, was �ltered through a bottleneck, which resulted in the 
disappearance of irregularities and other ‘ornamental’ features such as gender 
agreement, thus facilitating e�ective communication. Hence, the pidgin past of 
creoles is re�ected linguistically in their synchronic structural make-up, in that 
several properties found in older languages are absent in creoles.

New insights on the exact nature of these features were recently gained from 
quantitative studies based on WALS (Daval-Markussen 2011; 2013). In this section, 
we will discuss the �ve features that were extracted as characteristic of creoles and 
provide a cognitively-oriented explanation as to their widespread occurrence in 
creoles worldwide.

Feature 38A (Inde�nite Articles) in WALS describes the occurrence of inde�-
nite articles and allows for �ve feature values (Dryer 2013a). Many creoles use the 
same word for the inde�nite article as for the numeral ‘one’, corresponding to the 
second most-common value attested in the available sample of WALS languages 
(112 out of the 534 languages included, or 20%). �erefore, the occurrence of this 
feature value is relatively common in the languages of the world. Its presence in 
a vast majority of creoles can be explained as a direct outcome of the creolization 
process followed by the grammaticalization of the numeral ‘one’ for marking in-
de�niteness or non-speci�city. Studies in grammaticalization have shown that lan-
guages that have an inde�nite article equivalent to the numeral ‘one’ are believed 
to have gone through a similar developmental path (Givón 1981; 1984: 410–411; 
Heine 1997: 65–82; Heine & Kuteva 2007: 45–46).

�e presence (obligatory or optional) or absence of numeral classi�ers is cov-
ered by WALS feature 55A (Gil 2013). Only three feature values are possible and 
these are attested in 400 languages. �e most frequent possibility in the sampled 
WALS languages is an absence of numeral classi�ers and creoles align with this 
preference, as classi�ers are not attested in creoles. �is can be explained by the 
relative youth of creoles, since classi�er systems tend to develop slowly over time 
(see Aikhenvald 2000) and are primarily found as an areal feature in languages of 
Meso- and South America and Southeast Asia (Aikhenvald 2000: 101).

WALS feature 69A describes the position of tense and aspect markers in a 
large sample of languages of the world (Dryer 2013c). One feature value relates 
to the absence of in�ection, while the other values describe the various ways of 
marking tense and aspect distinctions morphologically. Of the 1131 attested WALS 
languages, only 152 (or 13%) do not display tense-aspect in�ection altogether (two 
of which, incidentally, are the creoles Ndyuka and Sango). Languages that lack 
in�ection are typically located in Southeast Asia and Africa. Due to the scarcity of 
languages worldwide displaying this preference and to its widespread occurrence 
in creoles, this phenomenon can be directly linked to the process of creoliza-
tion. Indeed, it is a symptom of the morphological reduction alluded to above, in 
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connection with an initial phase of pidginization in the development of creoles, 
which together result in extremely analytic languages. In turn, in order to express 
tense-aspect distinctions, the most obvious choice would be to use lexical items 
(primarily verbs, adverbs and auxiliaries) carrying the semantics of the various 
aspectual nuances and to use them as verbal markers, following a grammatical-
ization path similar to the one that can be observed in standard non-creolizing 
language change.

With regard to WALS feature 112A, which looks at the distribution of nega-
tive morphemes in a sample of 1157 languages (Dryer 2013b), almost half of the 
languages (502, or 43%) exhibit a preference for a negative particle (the African 
creole Sango being one of them) rather than being marked morphologically or by 
double negation. Hence, this feature is not at all uncommon in the languages of 
the world and therefore cannot be entirely explained as being a unique result of 
the creolization process.

Finally, feature 117A in WALS relates to predicative possession and shows the 
distribution of �ve di�erent strategies in 240 languages (Stassen 2013). A subset 
of the languages in the sample (63, or 26%) display a preference for marking pos-
session with a verb meaning ‘to have’. �ese languages are predominantly located 
in Europe, and therefore this strategy is also found in most lexi�ers. However, the 
limited size of the sample does not permit further generalizations that would rule 
out an in�uence from substrate languages.

�ese �ve properties are almost universally present in the creoles of the world 
and are rarely attested together in other languages of the world (out of the 228 
languages in WALS for which at least four feature values are known, only Rapanui 
follows the same pattern as creoles). �e presence of some of these features can 
be taken as a direct re�ection of the pidgin past of creole languages (e.g. lack of 
in�ection and absence of complex tone), the linguistic consequences of which can 
still be detected synchronically. Other properties seem to surface in grammatical-
ization processes linked to creolization. �ese structural properties can therefore 
characterize creoles on linguistic grounds only. Bakker (2014) used these features 
to identify creoles with non-European lexi�ers, with some success.

3.9 Conclusions

We reviewed the most important conceptual and methodological advances in both 
disciplines, especially during the past decades, which witnessed an explosion of 
studies taking advantage of computers for drawing phylogenies. In linguistics, 
phylogenetic analyses are becoming increasingly popular and diverse in the scope 
of issues. �e theory-driven part was followed by a series of phylogenetic analyses 
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assessing the status of creoles among the languages of the world and especially 
among the languages that were involved in their creation.

�e many parallels between biology and linguistics resulted in an extensive 
cross-fertilization between the two �elds and this is best re�ected in the number 
of linguistic studies using tools developed by bioinformaticians to track down 
evolutionary processes. Adopting methods originally designed to study biological 
evolution with linguistic data has become more and more widespread in historical 
linguistic studies. Phylogenetics has now come of age and the implementation of 
a wide range of algorithms has helped to advance our understanding of linguistic 
evolution as a whole, addressing new questions and sometimes �nding unexpected 
answers and new challenges. �e increasing number of interdisciplinary papers 
involving biologists, computer scientists and linguists, among others, re�ects a 
growing interest in studies integrating insights from their respective disciplines 
so as to explain the patterns of human migration and diversity that can be ob-
served worldwide today. �e time now seems ripe for narrowing down on contact 
varieties so as to gain a better understanding of the processes and mechanisms 
underlying language change and that are at work in language contact situations.
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