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Fast network oscillations 
in the hippocampus
Phenomena, mechanisms and open 
questions at the interface of cellular 
and systemic neurosciences

Hippocampal structure 
and activity patterns – a 
short introduction

The hippocampus appears as a bent, C-
shaped structure and is embedded in the 
mammalian temporal lobe. Afferent in-
puts emerge primarily from neighboring 
cortical areas, mainly from the entorhi-
nal cortex, but also from the septum, the 
amygdala, the contralateral hippocampus 
and other brain regions. In turn, the main 
efferent fibers target the entorhinal cortex 
and septum, finally projecting to the fron-
tal cortex. A prominent concept of intra-
hippocampal connections is the “trisyn-
aptic loop” (. Fig. 1a), which originates 
as a glutamatergic fiber tract (perforant 
pathway) from layer II of the entorhinal 
cortex and terminates in the dentate gy-
rus. Granule cell axons (mossy fibers) syn-
apse onto area CA3 whose output (Schaf-
fer collateral) projects to area CA1. Prin-
cipal neurons from this region send fi-
bers back to the entorhinal cortex (in part 
with an additional synapse in the subicu-
lum), thereby closing the “loop”. The syn-
apses of these fiber tracts have the poten-
tial to undergo strong associative plastici-
ty, both towards potentiation and depres-
sion. Based on these features the hippo-
campal trisynaptic loop has virtually be-
come a metaphor for plasticity and learn-
ing. However, more recent research em-
phasizes that the architecture of the hip-

pocampus is more complex than inferred 
from the above concept: for instance, ar-
ea CA1 receives direct “temporoammon-
ic” input from layer III of the entorhinal 
cortex and area CA2, a small region that 
is anatomically not easily separable from 
neighboring fields, receives strong synap-
tic input from CA3 and relays it to CA1 [1].

Within this network of the hippocam-
pus, several sets of prominent population 
oscillations are generated, which often ap-
pear coordinated among the different sub-
regions (. Fig. 1b, c). In rodents, during 
phases of motor activity (e.g., during for-
aging), theta oscillations are observed at 
frequencies between ~5 and 10 Hz. The-
ta waves are superimposed by more rap-
id gamma oscillations whose frequen-
cy band is commonly limited to 30 and 
100 Hz. However, phases of rest and slow 
wave sleep are dominated by different 
patterns of activity; they represent short 
network bursts of strong synaptic acti-
vation that travel along the classic effer-
ent pathway from CA3 via CA1 and final-
ly to the entorhinal cortex. These “sharp 
waves” are associated with brief trains 
(~100 ms) of high-frequency oscillations 
at about 200 Hz that were termed “rip-
ples” by O’Keefe and Nadel [2]. In addi-
tion to these rhythms, very slow waves can 
be observed in the hippocampus (slow 
oscillations ≤1 Hz; [3]), as well as sever-
al coordinated patterns of activity during 
the early postnatal period, e.g., early net-

work oscillations (ENOs; [4]). So-called 
fast ripples, very fast oscillations above 
300 Hz, are prominent in pathologically 
altered networks in epileptic animals and 
humans [5, 6].

At the cellular level, commonly ex-
citatory projection neurons are distin-
guished from (mostly) inhibitory inter-
neurons. The first group includes the nu-
merous small granule cells of the area den-
tata as well as the pyramidal neurons of 
the cornu ammonis regions and the su-
biculum. A very prominent feature of the 
hippocampus is its strict three-layered 
organization: the principal cells’ somata 
form densely packed layers, i.e., the gran-
uale cell layer and the stratum pyramidale 
that are clearly visible in the slice prepara-
tion even without staining. Strong apical 
dendrites form the strata moleculare and 
radiatum/lacunosum-moleculare where 
they receive thousands of excitatory in-
puts that terminate on specific parts of 
the dendrites, depending on their region 
of origin. Finally, on the opposite side of 
the cell body layer, the stratum oriens is 
found in the CA regions that also receives 
specific input on the basal dendrites, e.g. 
commissural fibers. The corresponding 
basal part of the area dentata is called hilus 
where in rodents, different from humans, 
no basal dendrites are located, but multi-
ple types of inhibitory interneurons and 
excitatory mossy cells. Inhibitory neurons 
form about 5–10% of the entire neuronal 
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Fig. 1 8 Structure and typical electrical activity of the hippocampus (schematic, modified, after Ramón y Cajal, 1911). a Sub-
regions and most important projections in the hippocampal formation. The entorhinal cortex (EC) innervates the dentate gy-
rus (GD) via the perforant path (tractus perforans). This region sends the mossy fibers to the cornu ammonis subfield 3 (CA3) 
whose main output pathway (the Schaffer collateral) innervates the CA1 region. Output fibers of this region terminate in the 
entorhinal cortex (partly via an additional synapse in the subiculum). b Theta/gamma activity in a recording from area CA1 
during exploration. The recording was conducted in the dorsal hippocampus of a mouse. Top trace Raw data. Middle trac-
es Digitally filtered data of characteristic frequency bands. The lowpass-filtered trace highlights the theta component, while 
the bandpass-filtered signal isolates gamma oscillations. Bottom Spectral analysis of the raw data trace in a. Signal strength 
(“power”) of frequency components at a certain time point is color-coded; higher power values are represented in reddish, 
lower values in blue colors. Notice the dominating signal contribution at theta frequency (at ~8 Hz) and at gamma frequency 
at ~30–80 Hz. c Sharp wave–ripple complexes during slow wave sleep. Sharp waves appear as negative voltage spikes in the 
original recording and in the lowpass-filtered version, respectively. The high-frequency ripples, superimposed on sharp waves, 
become clearly visible upon bandpass filtering at a higher frequency band (140–300 Hz). In the spectrogram, both compo-
nents of SPW-R are displayed at ~10 Hz (red, sharp wave) and ~200 Hz (yellow/reddish, ripples). (The authors thank J. Brankačk 
and G. Köhr for providing the in vivo data examples)
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Fig. 2 8 Connection between hippocampal single-cell activity and spatial memory. a Schematic representation of four over-
lapping place fields (colored) and trajectory of a mouse (arrow). b Single-cell activity (“unit”’, schematic) of four overlapping 
place cells assigned to the four place fields; each colored bar indicates the discharge of one unit. During exploration (left) one 
place cell sequence is formed due to phase precession occurring during theta/gamma oscillations. In a subsequent period of 
slow wave sleep the reactivation of the same sequence takes place during sharp wave–ripple activity (right). Notice the com-
pression of the duration of the replayed sequence (~10 ms during SPW-R compared with ~100 ms during theta)
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population. Due to their structural, mo-
lecular and functional heterogeneity they 
have been subject to intense research in 
recent years [7]. At present, in the CA1 re-
gion alone 20 different subtypes of inter-
neurons have been differentiated. Based 
on characteristics of dendrite morphol-
ogy and axonal projection patterns, it is 
likely that specific interneuron types “con-
trol” specific excitatory inputs by synap-
tic inhibition. An additional and more re-
cent finding is the active and very specific 
participation of specialized interneurons 
in certain network patterns. Even more, 
these neurons seem to participate in shap-
ing these patterns by rhythmic inhibition, 
and disinhibition of postsynatic pyrami-
dal cells. In this context, the widely col-
lateralized axon trees with their numer-
ous GABAeric terminals play an impor-
tant role, along with the often large con-
ductances of postsynaptic inhibitory po-
tentials (see below).

How network oscillations can 
contribute to the formation 
of spatial memory

As mentioned above, theta and gamma 
oscillations are prominent during explo-
ration of an environment, for instance 
during foraging in rodents. As a result of 
rhythmic fluctuations of the membrane 
potential, temporal windows are imposed 
on pyramidal neurons, in which the prob-
ability of action potential (AP) “firing” is 
high (in response to depolarization) or low 
(during hyperpolarization). Hence, action 
potentials become synchronized. How-
ever, not random cells, but very specific 
principal neurons (“place cells”) discharge 
when a rat or mouse stays at a specific lo-
cation in its environment (. Fig. 2). This 
prominent finding by John O’Keefe et al. 
[8] has shaped the view on hippocampus 
as a “spatial map” and has been often ver-
ified since its discovery.

Stimulated by Györgyi Buzsáki, 
O’Keefe investigated about 20 years lat-
er whether there was a dependency be-
tween the organized activity patterns dur-
ing theta oscillations and place cell firing. 
And indeed, these cells fire tightly coupled 
with the theta cycle: preferred AP phase 
occurs late upon entry into the place field 
of the respective neuron and shifts to ear-

lier phases of the oscillation when passing 
the place field [9]. As place fields overlap, 
this “phase precession” results in sequenc-
es of discharge patterns—cells that fire 
early in these sequences belong to more 
distant place fields. In principle, with pre-
cise knowledge of the place fields, the ani-
mal’s trajectory can be reconstructed from 
the firing pattern of different neurons—
the principle of place theory and phase 
precession give rise to the representation 
of (egocentric) space.

Such “internal reconstruction” from 
AP patterns seems to take place during 
the formation of memory. Matthew Wil-
son, and Bruce McNaughton conducted 
recordings of action potentials in hippo-
campi of freely moving rats and discov-
ered that neurons that were co-active dur-
ing spatial exploration also co-fired during 
later sleep [10]. Hence, co-activity induced 
the enduring coupling of cells. Later it was 
shown by Albert Lee and Matthew Wil-
son that indeed entire sequences of place 
cell spikes were repeated (“sequence re-
play”), which happens during slow wave 
sleep, now in association with the much 
faster ripple oscillations [11]. This exper-
imental finding confirmed the two-stage 
model of memory trace formation, pro-
posed by Buzsáki [12]: during the acquisi-
tion of information place cells are activat-
ed in theta/gamma periods that have al-
so been shown to foster synaptic plastic-
ity [13]. Defined place-cell sequences are 
formed that are re-activated in following 
periods of rest and slow wave sleep during 
sharp wave–ripple complexes (SPW-R). In 
association with the sharp waves, these ac-
tivity patterns propagate to the neocortex, 
where they as well induce plasticity and 
generate long-term memory engrams. In 
agreement with this concept of long-term 
storage in the neocortex, Siapas and Wil-
son [14] showed activation of frontal net-
works (spindles) that followed hippocam-
pal ripples.

The two-stage model is also in line 
with the observation that hippocampal le-
sions typically result in severely impaired 
acquisition of novel information com-
pared with the recall of more remotely en-
coded memories. In humans, as for spa-
tial memory, this is true for the declarative 
memory (which seems to be mechanisti-
cally closely related to the first), but also 

for autobiographic facts (episodic mem-
ory). This has been impressively demon-
strated on patient H. M. by Brenda Mil-
ner et al. [15]. H. M. had undergone ex-
tensive epilepsy surgery where both hip-
pocampi and neighboring brain tissue 
had been removed. Recently, the techni-
cal advance of experimental neurophys-
iology has enabled the selective suppres-
sion of ripple activity in behaving ani-
mals. Indeed, this interception specifical-
ly impaired the long-term storage of spa-
tial memories, providing not only a cor-
relative but an increasingly causal link 
between ripples and memory consolida-
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Abstract
Neuronal networks often express coherent 
oscillatory activity. These rhythms can pro-
vide a temporal reference for the activity of 
single neurons and allow the formation of 
spatiotemporal activity patterns with a de-
fined phase relationship of action potentials. 
In a single brain nucleus, oscillations at dif-
ferent frequencies might be simultaneous-
ly generated, but isolated rhythms might also 
be characteristic for specific functional brain 
states. During the last two decades the mam-
malian hippocampus has become an impor-
tant model system for the study of neuronal 
network oscillations. In this brain area, cel-
lular mechanisms underlying neuronal syn-
chronization have been described, but also 
models were developed to explain the con-
tribution of oscillations in encoding, con-
solidation, and recall of memories. Neuro-
nal rhythmic activities provide an impor-
tant field of analysis bringing together cel-
lular mechanisms and systemic functions of 
the brain. Here, we use a particularly fast type 
of neuronal oscillation, hippocampal “rip-
ples”, as an example to outline current knowl-
edge and open questions related with this re-
search field.
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tion [16, 17, 18]. Equally influential stud-
ies by the Norwegian group of May-Britt 
and Edvard Moser [19] have revealed how 
the different architectures of hippocampal 
sub-networks support the processing of 
different aspects of spatial representation. 
For instance, the high number of granule 
cells with their relatively negative resting 
membrane potential and sparse firing rate 
enables the representation of small varia-
tions of the environment by means of dif-
ferent population patterns. Their axons, 
the mossy fibers, strongly converge onto 
a much smaller number of CA3 pyrami-
dal cells (ratio of 1:5) that are recurrently 
connected in an excitatory and auto-asso-
ciative network.

Thus, from different patterns repre-
sented in the dentate gyrus again iden-
tical, but more stereotypical patterns are 
generated in CA3. This differential pro-
cessing of patterns might underlie the 
cognitive ability to realize changes in spa-
tial contexts (“… a new painting is hang-
ing in your room!”), while identifying 
their similarity (“But the room is still 
your living room…”). Taken together, at 
the level of hippocampal networks, the re-
search on spatial memory has already pro-
vided tantalizing insights in correlations 
and mechanisms.

Extensions and open questions

The above-mentioned, very simplified 
scenario has been subject to several mod-
ifications and evokes questions that are 
currently under intensive investigation. 
In the following sections, we will briefly 
summarize the current problems, before 
focusing on a specific topic that is central 
to us working in cellular neuroscience: 
how is neuronal activity synchronized 
during ripples and by what mechanisms 
are selected cells preferentially activated in 
this high-frequency regime?

First, we should mention several find-
ings that extend the two-stage model:
I.	� Recent work has demonstrated that 

place cell sequences are not only re-
activated but also replayed in re-
verse order after passage of a track 
[20]. This result triggers the question 
whether sequences are indeed that 
tightly imprinted into the network as 
previously assumed. In addition, it 

should also not be ignored that replay 
is a statistical phenomenon where se-
quences of activated neurons are re-
activated above chance level, without 
being repeated truly stereotypically.

II.	� The trisynaptic loop model might 
overstate the “readout” function from 
the hippocampus to the neocortex. In 
that respect, results of multielectrode 
recordings demonstrate that ripples 
can be also triggered at certain corti-
cal phase transitions, in particular in 
the entorhinal cortex [21, 22, 23]. As 
the hippocampus modulates cortical 
activity it is apparently likewise influ-
enced by neocortex—hence the flow 
of information is not unidirectional.

III.	�A similarly spectacular finding was 
that ripple-associated reactivation of 
place cells can represent also place se-
quences in an environment that has 
never been explored previously by the 
investigated rats [24]. It remains un-
clear whether this ‘preplay’ represents 
possible trajectories, whether it is 
generated merely by chance as a pat-
tern of particularly active neurons, or, 
finally, whether it represents a neces-
sary transition phase for the comple-
tion of sequences.

IV.	�The biggest mystery—and, actually, a 
provocation to all researchers work-
ing on memory—is the complete ig-
norance of mechanisms that underlie 
the long-term storage of spatial mem-
ory. Do they really involve hippocam-
pal readout of sequences into the neo-
cortex? Where actually is the engram 
to be found? After all, experimentally 
supported models exist to explain the 
possible contribution of hippocampal 
synaptic plasticity in the formation 
of spatial representations in neuro-
nal network oscillations. However, to 
date these processes are not accessible 
to any direct investigation. The mech-
anisms of memory formation in the 
neocortex, downstream to hippocam-
pal networks, are entirely unresolved.

Cellular mechanisms of 
network oscillations

Before we turn to mechanisms underlying 
the ripple oscillation in particular, we will 
summarize the most important principles 

that potentially contribute to coherent os-
cillations in neuronal networks. These 
mechanisms should explain the genera-
tion of subthreshold membrane poten-
tial oscillations in all, or in the majority of 
cells in the network, i.e., rhythmic de- and 
hyperpolarizations that do not regular-
ly reach the firing threshold. In addition, 
following the principle of sparse firing, 
some neurons should still fire—this is ob-
served in multielectrode recordings and it 
complies with predictions from informa-
tion theory (when all cells are silent, or all 
cells are “chatting” simultaneously, trans-
mission of information is minimal, actual-
ly not that different from what often hap-
pens in the lecture hall or in the family…). 
When a neuron is excited above the firing 
threshold its action potential should be 
coupled to a particular time point of the 
oscillation cycle. In addition, a stable bal-
ance of inhibition and excitation should 
always be maintained. In our case, we fi-
nally demand the few firing neurons to be 
those that have been previously activat-
ed and plastically modified during spatial 
exploration. With these requirements ful-
filled, the replay phenomenon and poten-
tially memory consolidation might be ex-
plained. Some of the aforementioned top-
ics and the latter in particular are still un-
resolved. However, there is much knowl-
edge on neuronal principles to provide 
relevant partial responses. The most im-
portant principles underlying neuronal 
network oscillations are described below.

Intrinsic neuronal properties

Similarly heterogeneous as the diversity 
of neuronal subtypes are their properties 
of discharge behavior. From sparse single 
and fast action potentials (e.g., in gran-
ule cells of the dentate gyrus) or short 
bursts in pyramidal neurons, this diversi-
ty extends to complex dendritic and axo-
nal spikes (in Purkinje cells and thalamo-
cortical projection neurons) or endoge-
nous pacemaker properties in neuroen-
docrine cells. With respect to ripples two 
prominent patterns are of particular im-
portance: perisomatically or “dendritical-
ly-targeting inhibitory” interneurons ex-
press high-frequency trains of APs that 
fall in the ripple frequency band of about 
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200 Hz, while pyramidal neurons mostly 
fire once, if at all [25, 26, 27, 28].

Local inhibition

Research on (mostly) inhibitory inter-
neurons in neuronal networks has devel-
oped to an independent chapter in mod-
ern neuroscience. Single interneuron 
types contribute very specifically to par-
ticular patterns of activity in neuronal net-
works. The earliest models to explain fast 
network oscillations by neuronal inhibi-
tion were based on simple feedback loops: 
A population of active pyramidal cells ex-
cites interneurons via local axon collat-
erals, which in turn inhibit the principal 
neurons (“feedback inhibition”). Deter-
mined by the decay time constant of the 
inhibitory postsynaptic potential (IPSP) 
the discharge probability of the pyramidal 
neuron increases again, which initiates a 
new cycle. By this, an entire network can 
be entrained in rhythmic oscillations, pro-
vided the interneurons efficiently inhib-
it an adequate number of excitatory cells 
[29, 30, 31]. The frequency of this type 
of network oscillation roughly correlates 
with the inverse decay time constant of the 
IPSP (assuming relatively short durations 
of excitation and local propagation times). 
From these initial models that were par-
ticularly seminal in understanding gam-
ma oscillations, more differentiated mod-
els on several specific networks have been 
derived during the last two decades. The 
concept of synaptic inhibition represent-
ing a mere “braking action” (supporting 
the balance of excitation and inhibition) 
has evolved to a central organizational 
principle of coordinated network activi-
ty [32]. It now seems that the “balancing” 
function is provided by tonic inhibition to 
large extent, i.e., by a “background” local 
accumulation of GABA [33], while pha-
sic (transient) inhibition seems to sup-
ply the temporal coordination of activ-
ity patterns [34, 35, 36]. A neuroscience 
topic currently under heavy investigation 
is the research on the remarkable hetero-
geneity of inhibitory interneurons. Inter-
neuron subtypes are differentially embed-
ded into local networks and are also dif-
ferentially sensitive to neuromodulators. 
Due to these differences, these cells par-
ticipate very selectively in various activity 

patterns that in turn are shaped by inter-
neuron action. For area CA1 of the hippo-
campus this was exemplified in the work 
of Thomas Klausberger and Peter Somo-
gyi [7]. Different inhibitory synapses par-
tially express differing pre- and postsyn-
aptic receptors. These properties can be 
used in elegant genetic and pharmacolog-
ical experiments to selectively manipulate 
the network. During ripples, especially 
parvalbumin expressing, fast-discharging 
basket cells seem to be involved, whose 
strongly diverging axons form an effec-
tive perisomatic inhibition of large num-
bers of pyramidal cells. In addition, “bi-
stratified” interneurons that target proxi-
mal compartments of basal and apical py-
ramidal cell dendrites also seem to be im-
portant [25, 26, 28].

Synaptic excitation

Naturally, excitatory (glutamatergic) con-
nections equally importantly contribute 
to network activity. Of note, beside the af-
ferents from neighboring structures (e.g., 
the Schaffer collateral input from CA3 on-
to CA1) local excitatory connections also 
exist. We have already mentioned feed-
back inhibition by local inhibitory inter-
neurons. Similarly, local excitatory feed-
back connections are also present in par-
ticular in area CA3. These connections 
can produce dynamical instabilities that 
can result in the synchronous discharge 
of numerous neurons, a mechanism that 
is likely to contribute to the initiation of 
sharp wave–ripple complexes in the CA3 
region. It is feasible that the strong recur-
rent excitation within CA3 is the reason 
that this region is especially prone to the 
generation of epileptiform activity.Of in-
terest, the hilus of the dentate gyrus (the 
initiation zone of the CA3 pyramidal cell 
layer) contains excitatory interneurons 
(mossy cells). These cells probably play an 
important role in organizing population 
activity of the area dentata by providing 
positive feedback during certain network 
patterns. Finally, peculiarities in mecha-
nisms of excitation during pre- and ear-
ly postnatal development should be men-
tioned. Since the 1980s in meanwhile clas-
sic studies, Ben-Ari and coworkers (e.g., 
[37]) showed that the high chloride con-
centration of immature neurons is the or-

igin of GABAergic depolarizing respons-
es rendering GABA an excitatory neu-
rotransmitter. Although these results are 
presently under debate, it seems clear that 
the delayed maturation of the glutama-
tergic system during ontogenesis leads to 
compensatory actions by GABA or other 
mechanisms. Besides depolarizing GABA 
responses, the increased electrical cou-
pling of neurons might be involved.

Electrical coupling

The concept of direct neuronal coupling 
has a long and checkered history, extend-
ing from the dispute between reticularists 
(Golgi) and supporters of the neuron doc-
trine (Cajal) to the pioneers of modern 
synaptology (Eccles, Katz). As is known, 
the view has been gained ground that neu-
rons are independent cellular entities en-
closed by membranes and are communi-
cating primarily by chemical neurotrans-
mitters. Until recently, for historical rea-
sons, the investigation of indeed existing 
direct electrical contacts was restricted to 
certain specific research topics, like early 
postnatal development or brain nuclei as 
the inferior olive. Methodological com-
plications have contributed, as well: being 
inter-cellular channels, gap junctions are 
very poorly accessible to pharmacological 
manipulations and direct proof of electri-
cal coupling usually requires the paired si-
multaneous recording from two neurons 
[38]. Nonetheless, over the last few years 
we have experienced a renaissance of elec-
trical coupling. The direct connection of 
interneurons has been convincingly dem-
onstrated in the meantime, also for the 
hippocampus. It is clear now that electri-
cal coupling contributes to the synchroni-
zation of these cells. Interestingly, cells of 
the same subtype are selectively coupled, 
which contributes to coordination of ac-
tivity among these cells, and, as a result 
their action on the population of down-
stream pyramidal cells will be boosted, 
especially with respect to temporal pat-
terns of oscillations. Coupling of excitato-
ry neurons in the hippocampus and neo-
cortex during ontogenesis remains undis-
puted. However, for mature tissue, the ex-
tent, localization, and functional signifi-
cance of gap junctions have not been fi-
nally resolved. As demonstrated below, 

5e-Neuroforum 1 · 2013  | 



ripples are a good example for these un-
certainties.

Interdependence of structure 
and functions in networks

Beside the functional properties briefly 
summarized above, the structure of neu-
ronal networks inherently provides essen-
tial conditions for their activity. This was, 
in principle, already acknowledged by 
Ramón y Cajal and characterized in his 
specific description of neuronal subtypes 
and their connections within the various 
brain nuclei. Today, this concept of func-
tionally oriented anatomy is still high-
ly topical and can now be complement-
ed with direct measurements of electri-
cal functions. Novel techniques, like jux-
tacellular recordings, high-resolution cel-
lular recordings in vivo, multi-electrode 
recordings in freely moving animals and 
“life-imaging” significantly expand our 
opportunities to analyze cellular func-
tions in native neuronal networks. In ad-
dition, molecular biological techniques to 
label, and increasingly, to manipulate de-
fined neurons will enable for the first time 
highly selective interventions and foster 
the analysis of causal mechanisms. With 
the example of hippocampal ripples, how-
ever, it will become clear that the under-
standing of mechanisms of complex net-
work dynamics will not fall into our laps, 
in spite of all technical improvements.

Cellular mechanisms 
of 200 Hz ripples

As mentioned above, during slow wave 
sleep or immobility typical patterns of 
activity occur, namely sharp wave–rip-
ple complexes (SPW-R). The underlying 
functional condition of “large irregular 
activity” had been already described by 
Cornelius Vanderwolf [39]. The explicit 
demonstration of ripples and sharp waves 
was later published by John O’Keefe [2]. In 
particular, sharp waves were then studied 
in detail by Györgyi Buzsáki, who system-
atically described in rats the behavioral 
physiology of sharp waves during differ-
ent behavioral states, some aspects of their 
pharmacology, and the “laminar profile”, 
i.e., the occurrence of these events in dif-
ferent somato-dendritic layers [57]. To-

gether with his collaborators, among oth-
ers, Jozsef Csiscvari, Thomas Klausberger, 
Aarne Ylinen, and Anatol Bragin, Buzsá-
ki characterized in detail the cellular ac-
tivity patterns during SPW-R [53, 54, 55, 
56]. These complexes emerge within CA3, 
and spread along the “hippocampal loop” 
to CA1, the subiculum and the entorhi-
nal cortex. At the neuronal level, it is es-
pecially interesting that principal neurons 
and some subtypes of interneuron not on-
ly increase their firing rate, but their APs 
couple very precisely to specific phases of 
the fast oscillation (nota bene: the oscil-
lation frequency of 200 Hz is equivalent 
to a cycle durations of 5 ms correspond-
ing to a 1-ms precision of AP firing!). The 
work of McNaughton, Wilson, Lee and 
others demonstrated that previously acti-
vated place cells discharge during ripples 
and contribute to the replay of previously 
encoded temporal patterns. These prop-
erties have fostered the hypothetical role 
of ripples in processes underlying memo-
ry formation (see above).

We and others have focused on the 
cellular mechanisms of sharp wave–rip-
ple complexes over the past years [27, 
40, 41, 42]. We have mostly worked on 
the experimental model system of hip-
pocampal slices of mice (and rats). These 
~400 μm thick slices, cut approximately 
along the laminar network structure, ex-
press activity patterns, entirely indepen-
dent of external activation and resemble 
in vivo SPW-R with respect to many as-
pects: they emerge within CA3, propa-
gate toward CA1 and the entorhinal cor-
tex, display a similar laminar profile as 
has been described by Buzsáki et al. Fi-
nally, the activation patterns of pyrami-
dal cells and interneurons are very simi-
lar, as has been shown recently (e.g., see 
[28, 42, 51, 52]). Obviously, the advantage 
of the in vitro preparation is the easy ac-
cess for multiple recording techniques, in 
particular for high-resolution cellular re-
cording techniques. Furthermore, phar-
macological tests can be easily applied 
without worrying about systemic side ef-
fects as for in vivo pharmacological treat-
ments. On the other hand, naturally, the 
slice preparation is an extremely reduced 
model system with partly deafferentiated 
neurons and truly does not reflect the na-
tive whole-brain situation—occasionally, 

reviewers of our manuscripts remind us 
of this important limitation…. Neverthe-
less, in several laboratories it was indepen-
dently verified that hippocampal slices ro-
bustly express activity patterns very sim-
ilar to those observed in vivo and hence 
slices provide us with a valid and useful 
model system to study features underly-
ing SPW-Rs. This mere presence of SPW-
R in the hippocampal slice also hints at the 
fact that these events result from concert-
ed activity of the local network and do not 
depend on input from other brain nuclei.

Which properties of SPW-R should be 
resolved at the cellular level? To our under-
standing the following questions are par-
ticularly important:
1.	� What neuronal signals are the imme-

diate sources of field ripples, i.e., the 
average extracellular signal of rhyth-
mic potential oscillations at ~200 Hz?

2.	� Which mechanisms initiate SPW-
R and—equally relevant!—how are 
they terminated after approximately 
100 ms?

3.	� What triggers pyramidal cells and in-
terneurons and what is the explana-
tion to their high temporal firing pre-
cision?

4.	� How do pyramidal neurons ‘know’ 
whether to participate in the current 
SPW-R or not? This question is the 
key to the explanation of the selective 
recruitment of previously activated 
neurons.

Several further questions can be added 
to those summarized above, with respect 
to the neuronal subtypes that participate, 
the modulation by neuromodulators, the 
activity-dependent plasticity of SPW-R, 
their “downstream” effects in the entorhi-
nal cortex, among others. However, the 
questions outlined above are decisive for 
an extensive model of mechanisms un-
derlying SPW-R. To clarify, we and other 
colleagues have applied a variety of tech-
niques, in particular different electrophys-
iological approaches: Recordings of extra-
cellular field potentials represent a weight-
ed average of synaptic and intrinsic mem-
brane currents in proximity to the pi-
pette, hence a kind of local EEG. Partic-
ularly well these recordings describe co-
herent network activity. In addition, APs 
can be extracellularly registered by glass 
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electrodes (unsorted spikes), by tetrodes 
(for single, identified “units”) or by jux-
tacellular recordings, a technique devel-
oped by Didier Pinault [43] that allows 
the post hoc staining and identification 
of neurons. Furthermore, purely “cellu-
lar” recording techniques exist: the “clas-
sical” intracellular recording technique 
that perturbs the intracellular milieu on-
ly to a minor extent but offers limited ac-
cess to biophysical analyses; second, the 
patch–clamp technique, which allows a 
detailed dissection of inhibitory, excit-
atory, and intrinsic conductances. Finally, 
imaging techniques can be applied, specif-
ically using Ca2+-sensitive dyes. Without a 
doubt, the most influential ideas regard-
ing the functioning of the network were 
provided by computational neuroscience, 
i.e., mathematical reconstruction of net-
works. It is impossible to simply calculate 
the generation of complex spatiotempo-
ral patterns. The large number of neurons 
and connections, the bi-directional caus-
al links between synapses or neurons and 
macroscopic phenomena and the emer-
gence of complex phenomena from the 
non-linear coupling of simple compo-
nents can only be achieved in computa-
tional models. This is realized at different 
levels of abstraction, from reduced mod-
els of integrate and fire neurons to struc-
turally and functionally highly realistic re-
constructions. Strengths and weaknesses 
of these differing philosophies of models 
are an interesting topic per se. The work of 
our collaboration partner Roger D. Traub 

should be emphasized. His simulations 
are based on multicompartment mod-
els of single neurons rich in details and 
equipped with experimentally support-
ed intrinsic and synaptic details. With re-
spect to research on memory function of 
hippocampal networks our collaborations 
with Richard Kempter and Christian Lei-
bold have been essential [44].

One of the most important and to date 
controversial findings of our studies is 
the expression of atypical action poten-
tials of pyramidal neurons during SPW-R 
[27, 45]. They were first identified in brain 
slices of rats, but now also from mice, and 
are characterized by a fast sodium cur-
rent that is not only activated by excitato-
ry postsynaptic potentials but also by non-
synaptic processes that generate aberrant 
waveforms of APs as observed in somatic 
recordings. These so-called spikelets (al-
so abortive AP or fast prepotential) were 
first described in recordings from anes-
thetized cats by Eric Kandel in the 1960s 
[46]. They are now regarded as the result 
of either electrical coupling and/or as an 
indication of the ectopic origin of spikes, 
i.e., an origin at locations far away from 
the soma. Similar potentials were recent-
ly observed by Jérôme Epsztein, Michael 
Brecht et al. [47] in patch–clamp record-
ings from area CA1 of freely moving rats 
where they seem to be modulated in a 
space-dependent way.

Modeling and evidence from the liter-
ature suggest that those APs observed in 
our recordings are likely to be generated 

in distal compartments of the axon; these 
areas are usually not directly innervated 
by excitatory synapses. This matches pre-
vious findings which support the idea of 
electrical coupling between axons playing 
a major role in the generation of SPW-R-
associated APs [27, 45] (. Fig. 3). Indeed, 
in paired recordings, ectopic APs are mea-
sured first in the axon before reaching the 
soma. Their initiation shares many func-
tional as well as pharmacological proper-
ties compatible with axo-axonal coupling 
[48]. To date, ultrastructural data direct-
ly supporting the presence of gap junc-
tions on hippocampal projection neu-
rons are scarce. However, the hypothesis 
of axo-axonal electrical coupling implies 
exciting functional consequences: hypo-
thetically, the AP could be transmitted be-
tween axons without the need of somato-
dendritic processes of synaptic activation 
and conventional AP initiation. The con-
nected plexus of axons would become au-
tonomous and—by the selective coupling 
of specific cells—form a neuronal assem-
bly, i.e., a functional network of co-active 
neurons. At the same time, the AP, back-
propagating into the dendritic tree, could 
promote Hebbian synaptic plasticity and 
thereby foster the coupling of neurons 
with their excitatory inputs. Mechanisms 
underlying the selection of participating 
neurons, and their coupling, are still un-
clear.

However, a detailed analysis of sub-
threshold potentials, that is to say, of the 
postsynaptic action of inhibitory and ex-
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1. 2.
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Fig. 3 8 Different modes of neuronal activation during SPW-R. a “Classical”, orthodromic activation: 1: A presynaptic AP induc-
es synaptic transmission. 2: An excitatory postsynaptic potential propagates along the dendrite toward the soma. 3: Genera-
tion of an AP following sufficient somatic depolarization. b Antidromic activation. 1: Generation of an AP at a distal axon col-
lateral with antidromic propagation towards the soma. 2: Generation of a somatic AP without previous depolarization
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citatory synapses, has demonstrated that 
CA1 pyramidal cells receive strong and 
temporally precise synaptic inputs that 
are likely to influence their behavior dur-
ing SPW-R. This is also in line with re-
ports demonstrating the origin of SPW-
R in CA3 (in vivo and in vitro) and their 
propagation to CA1. At the same time, 
perisomatically inhibitory interneurons 
are recruited, both processes giving rise 
to an interplay between excitation and 
inhibition. The dynamics of the tempo-
ral increase of inhibition might then give 
the explanation of how the transiently en-
hanced activity during the sharp wave fi-
nally again ceases. In this scenario, the hy-
pothesis of axo-axonal gap junctions of-
fers the interesting possibility of suppres-
sion of “conventional” AP initiation by the 
strong and rather unspecific perisomatic 
inhibition during SPW-R. In contrast, ec-
topic spikes occurring in selected neurons 
would remain unaffected by this periso-
matic inhibitory control. Taken together, 
axons should probably be attributed a far 
more active role during neuronal network 
activity than previously thought. Support 
comes from a recent report on high firing 
rates in CA3 axons (during gamma activ-
ity) that could not be resolved at the so-
matic level [49]. The interplay between 
inhibitory, excitatory and electrical cou-
pling as well as of axonal activity during 

SPW-R, however, is not conclusively un-
derstood so far.

The findings summarized here were 
elaborated in great detail in the comput-
er models by Roger D. Traub. Due to the 
current lack of anatomical proof of elec-
trical coupling between axons they are not 
without controversy and challenge cellu-
lar neurophysiologists and -anatomists. A 
simplified scheme of the postulated gen-
eration of SPW-R in CA1 is displayed in 
. Fig. 4.

It should be mentioned that events 
sharing similarity with SPW-R can also be 
reproduced in adequately structured feed-
forward networks with nonlinear excit-
atory synapses [50]. This alternative em-
phasizes the significance of glutamatergic 
connections, which are definitely involved 
in the generation of SPW-R. The interac-
tive task of experimentalists and theoreti-
cians for the next few years will be to fur-
ther develop the differing models. It is well 
feasible that elements of both approach-
es will finally play a role. After more than 
10 years of investigation into the mecha-
nism of the SPW-R phenomenon it has 
become obvious that the explanation of 
complex spatiotemporal patterns in neu-
ronal networks is still challenging—in 
spite of many well-known principles. In 
turn, insights from cellular neurobiology 
will better define conditions which should 

be taken into account in models of cogni-
tive performance related to neuronal net-
work oscillations.
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